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1. Introduction

The original idea and the nanme of the mechani sm (6rd) described in
[ RFC5569] details a successful conmercial "rapid depl oynment” of the
6rd nechanismby a residential service provider and is reconmended
readi ng. This docunent describes the 6rd nechani sm which has been
extended for use in nore general environments. Throughout this
docunment, the term6to4 is used to refer to the nmechani sm descri bed
in [ RFC3056] and 6rd is the nechani sm defined herein.

6rd specifies a protocol nechanismto deploy IPv6 to sites via a
service provider’s (SP's) IPv4d network. It builds on 6to4 [ RFC3056],
with the key differentiator that it utilizes an SPs own | Pv6 address
prefix rather than a well-known prefix (2002::/16). By using the
SP's I Pv6 prefix, the operational domain of 6rd is limted to the SP
network and is under its direct control. Fromthe perspective of
custoner sites and the IPv6 Internet at large, the I Pv6 service
provided is equivalent to native |Pv6

The 6rd nechanismrelies upon an al gorithm c nmappi ng between the | Pv6
and | Pv4 addresses that are assigned for use within the SP network.
This mapping allows for automatic determ nation of |Pv4 tunne
endpoints from | Pv6 prefixes, allow ng statel ess operation of 6rd.
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6rd views the IPv4 network as a link layer for |Pv6 and supports an
automatic tunneling abstraction sinmilar to the Non-Broadcast Miultiple
Access (NBMA) [ RFC2491] nodel .

A 6rd domain consists of 6rd Custoner Edge (CE) routers and one or
nore 6rd Border Relays (BRs). |1Pv6 packets encapsul ated by 6rd
follow the I Pv4 routing topology within the SP network anong CEs and
BRs. 6rd BRs are traversed only for |Pv6 packets that are destined to
or are arriving fromoutside the SPs 6rd domain. As 6rd is

statel ess, BRs may be reached using anycast for fail over and
resiliency (in a simlar fashion to [ RFC3068]).

On the "custoner-facing" (i.e., "LAN') side of a CE, IPv6 is

i mpl enented as it would be for any native |IP service delivered by the
SP, and further considerations for |IPv6 operation on the LAN side of
the CE is out of scope for this docunent. On the "SP-facing" (i.e.
"WAN') side of the 6rd CE, the WAN interface itself, encapsul ation
over Ethernet, ATMor PPP, as well as control protocols such as
PPPoE, | PCP, DHCP, etc. all renmin unchanged fromcurrent |Pv4
operation. Al though 6rd was designed primarily to support |Pv6

depl oynent to a custoner site (such as a residential home network) by
an SP, it can equally be applied to an individual |IPv6 host acting as
a CE

6rd relies on IPv4 and is designed to deliver production-quality |Pv6
alongside IPv4 with as little change to | Pv4 networking and
operations as possible. Native |IPv6 deploynent within the SP network
itself may continue for the SP°s own purposes while delivering | Pve
service to sites supported by 6rd. Once the SP network and
operations can support fully native |IPv6 access and transport, 6rd
may be di sconti nued.

6rd utilizes the same encapsul ati on and base mechani smas 6to4 and
could be viewed as a superset of 6to4 (6tod4 could be achi eved by
setting the 6rd prefix to 2002::/16). Unlike 6to4, 6rd is for use
only in an environnent where a service provider closely manages the
delivery of IPv6 service. 6tod4 routes with the 2002::/16 prefix may
exi st alongside 6rd in the 6rd CE router, and doing so may offer some
ef ficiencies when conmunicating directly with 6to4 routers.

The 6rd link nodel can be extended to support 1Pv6 multicast. |Pv6
nmul ticast support is left for future consideration

How t hi s nmechani sm shoul d be used and ot her depl oynent and

operational considerations are considered out of scope for this
docunent .
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2. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

3. Term nol ogy

6rd prefix An | Pv6 prefix selected by the service provider
for use by a 6rd domain. There is exactly one
6rd prefix for a given 6rd domain. An SP may
deploy 6rd with a single 6rd domain or nultiple
6rd domai ns

6rd Custoner Edge (6rd CE) A device functioning as a Custoner Edge
router in a 6rd deploynment. 1In a
resi dential broadband depl oynent, this
type of device is sonetines referred to
as a "Residential Gateway" (RGQ or
"Cust oner Premi ses Equi pment” (CPE). A
typical 6rd CE serving a residential site
has one WAN side interface, one or nore
LAN side interfaces, and a 6rd virtua
interface. A 6rd CE may al so be referred
to sinply as a "CE" within the context of
6rd.

6rd del egated prefix The IPv6 prefix calculated by the CE for use
within the custoner site by conbining the 6rd
prefix and the CE | Pv4 address obtained via
| Pv4 configuration nmethods. This prefix can be
consi dered | ogically equivalent to a DHCPv6E
| Pv6 del egated prefix [RFC3633].

6rd domain A set of 6rd CEs and BRs connected to the sane
virtual 6rd link. A service provider may
deploy 6rd with a single 6rd donmain, or nmay
utilize multiple 6rd donains. Each donain
requires a separate 6rd prefix.

CE LAN side The functionality of a 6rd CE that serves the
"Local Area Network (LAN)" or "custoner-facing"
side of the CEE The CE LAN side interface is
fully 1 Pv6 enabl ed.
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CE WAN si de The functionality of a 6rd CE that serves the
"Wde Area Network (WAN)" or "Service Provider-
facing" side of the CE.. The CE WAN side is
| Pv4-only.

6rd Border Relay (BR) A 6rd-enabl ed router nanaged by the service
provi der at the edge of a 6rd donmamin. A Border
Rel ay router has at |east one of each of the
followi ng: an | Pv4-enabled interface, a 6rd
virtual interface acting as an endpoint for the
6rd IPv6 in IPv4 tunnel, and an I Pv6 interface
connected to the native | Pv6 network. A 6rd BR
may al so be referred to sinply as a "BR' within
the context of 6rd.

BR | Pv4 address The 1 Pv4 address of the 6rd Border Relay for a
given 6rd domain. This IPv4 address is used by
the CE to send packets to a BRin order to
reach | Pv6 destinations outside of the 6rd
donai n.

6rd virtual interface Internal multi-point tunnel interface where 6rd
encapsul ati on and decapsul ati on of | Pv6 packets
inside | Pv4 occurs. A typical CE or BR
i mpl enentation requires only one 6rd virtua
interface. A BR operating in multiple 6rd
domains rmay require nore than one 6rd virtua
interface, but no nore than one per 6rd domain.

CE | Pv4 address The |1 Pv4 address given to the CE as part of
normal | Pv4 Internet access (i.e., configured
via DHCP, PPP, or otherwi se). This address may
be gl obal or private [RFC1918] within the 6rd
domain. This address is used by a 6rd CE to
create the 6rd del egated prefix as well as to
send and receive | Pv4-encapsul ated | Pv6
packets.

4. 6rd Prefix Del egation

The 6rd del egated prefix for use at a custonmer site is created by
conbining the 6rd prefix and all or part of the CE | Pv4 address.
From these elenments, the 6rd delegated prefix is automatically
created by the CE for the custoner site when IPv4 service is
obtained. This 6rd delegated prefix is used in the sane manner as a
prefix obtained via DHCPv6 prefix del egati on [ RFC3633].
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In 6to4, a simlar operation is perforned by incorporating an entire
| Pv4 address at a fixed location following a well-known /16 | Pv6
prefix. In 6rd, the IPv6 prefix as well as the position and nunber
of bits of the IPv4 address incorporated varies fromone 6rd domain
to the next. 6rd allows the SP to adjust the size of the 6rd prefix,
how many bits are used by the 6rd nmechanism and how nany bits are
left to be delegated to customer sites. To allow for statel ess
address auto-configuration on the CE LAN side, a 6rd del egated prefix
SHOULD be /64 or shorter.

The 6rd delegated prefix is created by concatenating the 6rd prefix
and a consecutive set of bits fromthe CE | Pv4 address in order. The
I ength of the 6rd delegated prefix is equal to length of the 6rd
prefix (n) plus the number of bits fromthe CE | Pv4 address (0).

The figure shows the fornmat of an | Pv6 address (Section 2.5.4 of
[ RFC4291]) with a 6rd prefix and an enbedded CE | Pv4 address:

| n bits | 0 bits | mbits | 128-n-0o-mbits

Figure 1

For exanple, if the 6rd prefix is /32 and 24 bits of the CE | Pv4
address is used (e.g., all CE IPv4 addresses can be aggregated by a
10.0.0.0/8), then the size of the 6rd delegated prefix for each CE is
automatically calculated to be /56 (32 + 24 = 56).

Enbedding I ess than the full 32 bits of a CE | Pv4 address is possible
only when an aggregated bl ock of |Pv4 addresses is available for a
given 6rd domain. This may not be practical with gl obal |Pv4d
addresses, but is quite likely in a deploynent where private
addresses are being assigned to CEs. |If private addresses overl ap
within a given 6rd depl oynent, the depl oynent nay be divided into
separate 6rd domains, likely along the same topology |ines the NAT-
based | Pv4 depl oynment itself would require. |In this case, each
domain is addressed with a different 6rd prefix.

Each 6rd domain nay use a different encodi ng of the enbedded | Pv4
address, even within the sane service provider. For exanple, if
multiple | Pv4 address blocks with different |evels of aggregation are
used at the same service provider, the nunber of I1Pv4 bits needed to
encode the 6rd del egated prefix may vary between each block. 1In this
case, different 6rd prefixes, and hence separate 6rd domai ns, may be
used to support the different encodi ngs.
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Since 6rd del egated prefixes are selected algorithmcally froman

| Pv4 address, changing the | Pv4 address will cause a change in the

| Pv6 del egated prefix which would ripple through the site’s network
and could be disruptive. As such, it is recomended that the service
provi der assign CE | Pv4 addresses with relatively long lifetines.

6rd | Pv6 address assignnment, and hence the I Pv6 service itself, is
tied to the | Pv4 address |ease; thus, the 6rd service is also tied to
this in terns of authorization, accounting, etc. For exanple, the
6rd del egated prefix has the same lifetine as its associated | Pv4
address. The prefix lifetinmes advertised in Router Advertisenments or
used by DHCP on the CE LAN side MJUST be equal to or shorter than the
| Pv4 address lease tine. |If the IPv4 lease time is not known, the
lifetime of the 6rd del egated prefix SHOULD foll ow the defaults
specified in [ RFC4861] .

5. Troubl eshooting and Traceability

A 6rd | Pv6 address and associated | Pv4 address for a given custoner
can always be determned algorithnically by the service provider that
operates the given 6rd domain. This may be useful for referencing

| ogs and other data at a service provider that may have nore robust
operational tools for IPv4 than IPv6. This also allows |IPv4 data
pat h, node, and endpoint nonitoring to be applicable to | Pv6.

The 6rd CE and BR SHOULD support the | Pv6 Subnet-Router anycast
address [RFC4291] for its own 6rd delegated prefix. This allows, for
exanple, IPv6 | CMP echo nmessages to be sent to the 6rd virtua
interface itself for additional troubl eshooting of the interna
operation of 6rd at a given CE or BR In the case of the BR the

| Pv4 address used to calculate the 6rd delegated prefix is the
configured BR | Pv4 address.

6. Address Sel ection
Al'l addresses assigned from 6rd del egated prefixes should be treated
as native IPv6. No changes to the source address sel ection or
destination address selection policy table [ RFC3484] are necessary.
7. 6rd Configuration
For a given 6rd domain, the BR and CE MJUST be configured with the
followi ng four 6rd elenments. The configured values for these four

6rd elenents are identical for all CEs and BRs within a given 6rd
donai n.
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| Pv4MaskLen The nunber of high-order bits that are identica
across all CE | Pv4 addresses within a given 6rd
domain. For exanple, if there are no identica
bits, |Pv4MaskLen is 0 and the entire CE | Pv4
address is used to create the 6rd del egated
prefix. |If there are 8 identical bits (e.g., the
Private | Pv4 address range 10.0.0.0/8 is being
used), | Pv4MaskLen is equal to 8 and | PvdMaskLen
hi gh-order bits are stripped fromthe |Pv4
address before constructing the correspondi ng 6rd
del egat ed prefi x.

6rdPrefix The 6rd IPv6 prefix for the given 6rd donain.

6rdPrefixLen The length of the 6rd IPv6 prefix for the given
6rd donain.

6r dBRI Pv4Addr ess The |1 Pv4 address of the 6rd Border Relay for a
gi ven 6rd donai n.

7.1. Customer Edge Configuration

The four 6rd elenents are set to values that are the sane across al
CEs within a 6rd domain. The values may be configured in a variety
of manners, including provisioning nethods such as the Broadband
Forumi s "TR-69" [TR069] Residential Gateway nmanagenent interface, an
XML- based object retrieved after |Pv4 connectivity is established, a
DNS record, an SMv2 MB [RFC2578], PPP |IPCP, or manual configuration
by an adm nistrator. This docunent describes how to configure the
necessary paraneters via a single DHCP option. A CE that allows |Pv4
configuration by DHCP SHOULD i nplenent this option.  her
configurati on and managenent methods may use the format described by
this option for consistency and conveni ence of inplenentation on CEs
that support multiple configuration nethods.

The only renmai ning provisioning information the CE requires in order
to calculate the 6rd del egated prefix and enable | Pv6 connectivity is
an | Pv4 address for the CEE This CE I Pv4 address is configured as
part of obtaining |Pv4d Internet access (i.e., configured via DHCP
PPP, or otherwi se). This address nmay be global or private [RFC1918]
within the 6rd domai n.

A single 6rd CE MAY be connected to nore than one 6rd domain, just as
any router may have nore than one | Pv6-enabl ed service provider
facing interface and nore than one set of associated del egated

prefi xes assigned by DHCPv6 prefix del egati on or other means. Each
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domain a given CE operates within would require its own set of 6rd
configuration el enents and woul d generate its own 6rd del egated
prefix.

7.1.1. 6rd DHCPv4 Option

1
+ @ + 0
+ >+ ©
+-+ow
(‘DI
+35 + P

T T+ +

6rdPrefix
(16 octets)

I e e e O i i el o e e i sl sl woT TR R S S S S S S S
6r dBRI Pv4Addr ess( es)

B S S T o S S S S s S S S S S S S

Figure 2
opti on-code OPTI ON_6RD (212)
option-length The I ength of the DHCP option in octets (22

octets with one BR | Pv4 address).

| Pv4MaskLen The nunber of high-order bits that are identica
across all CE | Pv4 addresses within a given 6rd
domain. This may be any val ue between 0 and 32.
Any val ue greater than 32 is invalid.

6rdPrefixLen The 1 Pv6 prefix length of the SP's 6rd | Pv6
prefix in nunber of bits. For the purpose of
bounds checki ng by DHCP option processing, the
sum of (32 - | PvdMaskLen) + 6rdPrefixLen MJST be
| ess than or equal to 128.

6r dBRI Pv4Addr ess One or nore | Pv4 addresses of the 6rd Border
Rel ay(s) for a given 6rd donain.
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6rdPrefix The service provider's 6rd | Pv6 prefix
represented as a 16-octet |Pv6 address. The bits
in the prefix after the 6rdPrefixlen nunber of
bits are reserved and MJST be initialized to zero
by the sender and ignored by the receiver

The CE MJST include a Paraneter Request List Option [RFC2132] for the
OPTI ON_6RD. Because the OPTI ON_6RD contai ns one | PvdMaskLen/
6rdPrefi xLen/ 6rdPrefix block, and because DHCP cannot convey nore
than one instance of an option, OPTION6RD is linmted to provision at
nmost a single 6rd domain. Provisioning of a CE router connected to
nmultiple 6rd donains is outside the scope of this protoco

speci fication.

The presence of the OPTION 6RD DHCP option is an indication of the
availability of the 6rd service. By default, receipt of a valid 6rd
DHCP option by a 6rd-capable CE results in configuration of the 6rd
virtual interface and associ ated del egated prefix for use on the CE s
LAN side. The CE MUST be able to configure the 6rd nechanismto be
di sabl ed, in which case the 6rd DHCP option, if received, is silently
i gnor ed.

A detail ed description of CE behavior using nmultiple BR |IPv4d

addresses is left for future consideration. |In such a case, a CE
MUST support at |east one BR | Pv4 address and MAY support nore than
one.

When 6rd is enabled, a typical CE router will install a default route

to the BR, a black hole route for the 6rd del egated prefix, and
routes for any LAN side assigned and advertised prefixes. For
exanpl e, using a CE | Pv4 address of 10.100.100.1, a BR | Pv4 address
of 10.0.0.1, an |Pv4MaskLen of 8, 2001:db8::/32 as the 6rdPrefix, and
one /64 prefix assigned to a LAN side interface, a typical CE routing
table will |ook like:

::/0 -> 6rd-virtual-int0 via 2001: db8: 0: 100:: (default route)
2001:db8::/32 -> 6rd-virtual-int0 (direct connect to 6rd)
2001: db8: 6464: 100:: /56 -> Null 0 (del egated prefix null route)
2001: db8: 6464: 100: : /64 -> Ethernet0 (LAN interface)

7.2. Border Relay Configuration

The 6rd BR MUST be configured with the sane 6rd el enents as the 6rd
CEs operating within the sane domain.

For increased reliability and | oad bal ancing, the BR | Pv4 address may

be an anycast address shared across a given 6rd domain. As 6rd is
statel ess, any BR nmay be used at any tine. |If the BR IPv4 address is
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anycast the relay MJST use this anycast |Pv4 address as the source
address in packets relayed to CEs.

Since 6rd uses provider address space, no specific routes need to be
advertised externally for 6rd to operate, neither in IPv6 nor |Pv4
BGP. However, if anycast is used for the 6rd | Pv4 relays, the
anycast addresses nust be advertised in the service provider's | GP

8. Nei ghbor Unreachability Detection

Nei ghbor Unreachability Detection (NUD) for tunnels is described in
Section 3.8 of [RFC4213]. |In 6rd, all CEs and BRs can be consi dered
as connected to the sane virtual |ink and therefore neighbors to each
other. This section describes howto utilize neighbor unreachability
detection w thout negatively inpacting the scalability of a 6rd

depl oynent .

A typical 6rd depl oynent may consist of a very |large nunber of CEs
within the sane domain. Reachability between CEs is based on | Pv4
routing, and sending NUD or any periodic packets between 6rd CE
devi ces beyond isolated troubl eshooting of the 6rd mechanismis NOT
RECOMVENDED.

Whil e reachability detection between a given 6rd CE and BR i s not
necessary for the proper operation of 6rd, in cases where a CE has
alternate paths for BR reachability to choose from it could be
useful. Sending NUD nessages to a BR in particular periodic
messages froma very | arge nunber of CEs, could result in overloading
of the BR control message processing path, negatively affecting
scalability of the 6rd deploynment. Instead, a CE that needs to
deternmine BR reachability MJST utilize a nmethod that allows
reachability detection packets to follow a typical data forwarding
path wi thout special processing by the BR. One such nethod is
descri bed bel ow

1. The CE constructs a payload of any size and content to be sent to
the BR (e.g., a zero-length null payload, a padded payl oad
designed to test a certain MIU, a NUD nessage, etc.). The exact
format of the nessage payload is not inportant as the BR will not
be processing it directly.

2. The desired payload is encapsulated with the inner | Pv6 and outer
| Pv4 headers as foll ows:

* The | Pv6 destination address is set to an address fromthe

CE s 6rd delegated prefix that is assigned to a virtua
interface on the CE
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* The | Pv6 source address is set to an address fromthe CE s 6rd
del egated prefix as well, including the same as used for the
| Pv6 destination address.

* The |1 Pv4 header is then added as it normally would be for any
packet destined for the BR That is, the IPv4 destination
address is that of the BR, and the source address is the CE
| Pv4 address.

3. The CE sends the constructed packet out the interface on which BR
reachability is being nmonitored. On successful receipt at the
BR, the BR MJST decapsul ate and forward the packet normally.
That is, the |IPv4 header is decapsulated normally, revealing the
| Pv6 destination as the CE, which in turn results in the packet
being forwarded to that CE via the 6rd nechanism (i.e., the |Pv4
destination is that of the CE that originated the packet, and the
| Pv4 source is that of the BR).

4. Arrival of the constructed |Pv6 packet at the CE's | Pv6 address
conpl etes one round trip to and fromthe BR, without causing the
BR to process the nessage outside of its normal data forwarding
path. The CE then processes the | Pv6 packet accordingly
(updating keepalive tinmers, netrics, etc.).

The payl oad may be enpty or could contain values that are neani ngfu
to the CE. Sending a proper NUD nessage could be convenient for some
i mpl ementations (note that the BR will decrenment the IPv6 hop linmit).
Since the BR forwards the packet as any ot her data packet wi thout any
processing of the payload itself, the format of the payload is left
as a choice to the inplenenter

9. |IPv6 in | Pv4 Encapsul ation

I Pv6 in | Pv4d encapsul ati on and forwardi ng mani pul ati ons (e.g.
handl i ng packet markings, checksunm ng, etc.) is perfornmed as
specified in Section 3.5 of "Basic Transition Mechanisns for |Pv6
Hosts and Routers" [RFC4213], which is the same nechani sm used by
6t 04 [RFC3056]. |ICWPv4 errors are handl ed as specified in Section
3.4 of [RFC4213]. By default, the IPv6 Traffic Cass field MIST be
copied to the IPv4 ToS (Type of Service) field. This default
behavi or MAY be overridden by configuration. See [RFC2983] and

[ RFC3168] for further information related to IP Differentiated
Services and tunneling.

| Pv6 packets froma CE are encapsul ated in | Pv4d packets when they

| eave the site via its CE WAN side interface. The CE | Pv4 address
MUST be configured to send and receive packets on this interface.

Townsl ey & Troan St andards Track [ Page 12]



RFC 5969 6rd August 2010

The 6rd link is nodeled as an NBMA link similar to other automatic

| Pv6 in | Pv4 tunneling mechanisms |ike [RFC5214], with all 6rd CEs
and BRs defined as off-Iink neighbors fromone other. The link-1Ioca
address of a 6rd virtual interface perform ng the 6rd encapsul ation
woul d, if needed, be fornmed as described in Section 3.7 of [RFC4213].
However, no conmunication using |ink-local addresses wll occur.

9.1. Maximum Transm ssion Unit

Maxi mum transm ssion unit (MIU) and fragmentation issues for IPv6 in
| Pv4 tunneling are discussed in detail in Section 3.2 of RFC 4213

[ RFC4213]. 6rd's scope is limted to a service provider network.

| Pv4 Path MIU di scovery MAY be used to adjust the MIU of the tunne
as described in Section 3.2.2 of RFC 4213 [RFC4213], or the 6rd
Tunnel MIU might be explicitly configured.

The use of an anycast source address could lead to any | CVMP error
message generated on the path being sent to a different BR

Theref ore, using dynam ¢ tunnel MIU Section 3.2.2 of [RFC4213] is
subject to | Pv4 Path MIU bl ackhol es.

Mul tiple BRs using the same anycast source address could send
fragment ed packets to the sane IPv6 CE at the same tinme. |If the
fragment ed packets fromdifferent BRs happen to use the sane fragnent
I D, incorrect reassenbly might occur. For this reason, a BR using an
anycast source address MJST set the |Pv4 Don’'t Fragment fl ag.

If the MU is well-managed such that the I Pv4 MIU on the CE WAN si de
interface is set so that no fragnentation occurs within the boundary
of the SP, then the 6rd Tunnel MIU should be set to the known | Pv4
MIU minus the size of the encapsul ating | Pv4 header (20 bytes). For
exanple, if the IPv4 MIU is known to be 1500 bytes, the 6rd Tunne
MIU mi ght be set to 1480 bytes. Absent nore specific information
the 6rd Tunnel MIU SHOULD default to 1280 bytes.

9.2. Receiving Rules

In order to prevent spoofing of |IPv6 addresses, the 6rd BR and CE
MUST val i date the enmbedded | Pv4 source address of the encapsul at ed

| Pv6 packet with the | Pv4 source address it is encapsul ated by
according to the configured paraneters of the 6rd domain. |If the two
source addresses do not match, the packet MJUST be dropped and a
counter increnented to indicate that a potential spoofing attack may
be underway. Additionally, a CE MJUST all ow forwardi ng of packets
sourced by the configured BR | Pv4 address.
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By default, the CE router MJST drop packets received on the 6rd
virtual interface (i.e., after decapsulation of I1Pv4) for |Pv6
destinations not within its own 6rd del egated prefix.

10. Transition Considerations

An SP network can migrate to IPv6 at its own pace with little or no
ef fect on custonmers being provided I Pv6 via 6rd. Wien native |Pv6
connectivity is available, an adm nistrator can choose to disable
6rd.

The SP can choose to provision a separate | Pv6 address block for
native service, or reuse the 6rd prefix block itself. |If the SP uses
a separate address block, noving from6rd to native IPv6 is seen as a
normal | Pv6 renunbering event for the custonmer. Renunbering may al so
be avoided by injecting the 6rd del egated prefix into the SP's | Pv6
routi ng domain. Further considerations with regards to transitioning
fromérd to native I Pv6 are not covered in this protoco

speci fication.

11. |1 Pv6 Address Space Usage

As 6rd uses service-provider address space, 6rd uses the norma
address del egation a service provider gets fromits Regional Internet
Registry (RIR) and no global allocation of a single 6rd | ANA-assi gned
address block |ike the 6to4 2002::/16 is needed.

The service provider's prefix must be short enough to encode the

uni que bits of all 1Pv4 addresses within a given 6rd domain and stil
provi de enough | Pv6 address space to the residential site. Assumng
a worst case scenario using the full 32 bits for the | Pv4 address,
assigning a /56 for custoner sites would nmean that each service
provider using 6rd would require a /24 for 6rd in addition to other

| Pv6 addressing needs. Assuming that 6rd would be stunningly
successful and taken up by al nost all Autonomous System (AS) nunber
hol ders (32K today), then the total address usage of 6rd would be
equivalent to a /9. |If the SP instead delegated /60s to sites, the
service provider would require a /28, and the total gl obal address
consunption by 6rd would be equivalent to a /13. Again, this assunes
that 6rd is used by all AS nunber holders in the |IPv4d Internet today
at the sane tine, that none have used any of 6rd’ s address
conpressi on techniques, and that none have noved to native |Pv6 and
reclainmed the 6rd space that was being used for other purposes.

To alleviate concerns about address usage, 6rd allows for |eaving out
redundant 1Pv4 prefix bits in the encoding of the | Pv4d address inside
the 6rd I Pv6 address. This is nost useful where the | Pv4 address

space is very well aggregated. For exanple, to provide each custoner

Townsl ey & Troan St andards Track [ Page 14]



RFC 5969 6rd August 2010

12.

with a /60, if a service provider has all its |IPv4 custonmers under a
/12 then only 20 bits needs to be used to encode the | Pv4 address and
the service provider would only need a /40 I Pv6 allocation for 6rd.

If private address space is used, then a 10/8 would require a /36.

If multiple 10/8 domains are used, then up to 16 coul d be supported
within a /32.

If a service provider has a non-aggregatable |IPv4 space and requiring
the use of the full 32-bit |IPv4 address in the encoding of the 6rd

| Pv6 address, the 6rd prefix MJST be no longer than /32 in order to
offer a 6rd del egated prefix of at |east /64.

The 6rd address bl ock can be reclai med when all users of it have
transitioned to native I Pv6 service. This may require renunbering of
customer sites and use of additional address space during the
transition period.

Security Considerations

A 6tod relay router as specified in [ RFC3056] can be used as an open
relay. It can be used to relay IPv6 traffic and as a traffic

anonym zer. By restricting the 6rd domain to within a provider
network, a CE only needs to accept packets froma single or small set
of known 6rd BR | Pv4 addresses. As such, many of the threats agai nst
6t 04 as described in [ RFC3964] do not apply.

When applying the receiving rules in Section 9.2, |IPv6 packets are as
wel | protected agai nst spoofing as |Pv4 packets are within an SP
net wor k.

A malicious user that is aware of a 6rd domain and the BR | Pv4
address could use this information to construct a packet that would
cause a Border Relay to reflect tunnel ed packets outside of the
domain that it is serving. |If the attacker constructs the packet
accordingly and can inject a packet with an | Pv6 source address that
|l ooks as if it originates fromw thin another 6rd domain, forwarding
| oops between 6rd donmains may be created, allow ng the nalicious user
to launch a packet anplification attack between 6rd domai ns

[ Rout i ngLoop] .

One possible mtigation for this is to sinply not allow the BR | Pv4
address to be reachable fromoutside the SPPs 6rd domain. 1In this
case, carefully constructed |IPv6 packets still could be reflected off
a single BR but the |looping condition will not occur. Tunneled
packets with the BR | Pv4 address as the source address mnight also be
filtered to prohibit 6rd tunnels fromexiting the 6rd donmain.
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13.

14.

15.

15.

To avoid forwarding | oops via other internal relays, the BR should
enpl oy outgoing and i ncom ng | Pv4 packets filters, filtering out all
known rel ay addresses for internal 6rd BRs, |SATAP routers, or 6to4
relays, including the well-known anycast address space for 6to4.

Anot her possible mtigation to the routing | ocop issue is described in
[ V6OPS- LOOPS] .

The BR MJST install a null route [RFC4632] for its 6rd del egated
prefix created based on its BR I Pv4 address, with the exception of
the 1 Pv6 Subnet - Router anycast address.

I ANA Consi der ati ons

| ANA assigned a new DHCP Option code point for OPTION 6RD (212) with
a data length of 18 + N (OPTION.6RD with N4 6rd BR addresses).
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