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Abst r act

Thi s docunent describes a Next Steps in Signaling (NSIS) Quality-of-
Service (QS) Mdel for networks that use the Resource Managenent in
Diffserv (RVD) concept. RMD is a technique for adding adm ssion
control and preenption function to Differentiated Services (Diffserv)
networks. The RVMD QoS Moddel allows devices external to the RVD
network to signal reservation requests to Edge nodes in the RVD
network. The RMD | ngress Edge nodes classify the inconming flows into
traffic classes and signals resource requests for the correspondi ng
traffic class along the data path to the Egress Edge nodes for each
flow Egress nodes reconstitute the original requests and continue
forwardi ng them al ong the data path towards the final destination

In addition, RVD defines notification functions to indicate overl oad
situations within the domain to the Edge nodes.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exami nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This docunent is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
community. 1t has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
all docunents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/infol/rfc5977
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1. Introduction

Thi s docunent describes a Next Steps in Signaling (NSIS) QS Mdel
for networks that use the Resource Managenent in Diffserv (RVD)
framework ([ RVD1], [RMVMD2], [RMD3], and [RVD4]). RMD adds admi ssion
control to Diffserv networks and all ows nodes external to the
networks to dynamically reserve resources within the Diffserv

donai ns.

The Quality-of-Service NSI'S Signaling Layer Protocol (QoS-NSLP)

[ RFC5974] specifies a generic protocol for carrying QS signaling
informati on end-to-end in an I P network. Each network al ong the end-
to-end path is expected to inplenent a specific QS Mdel (QOSM
specified by the QSPEC tenplate [ RFC5975] that interprets the
requests and installs the necessary nechanisns, in a manner that is
appropriate to the technology in use in the network, to ensure the
delivery of the requested QS. This docunent specifies an NSIS QoS
Model for RVD networks (RVD-QOSM, and an RMD-specific QSPEC ( RVD-
QSPEC) for expressing reservations in a suitable formfor sinple
processing by internal nodes.

They are used in conbination with the Q0S-NSLP to provi de QoS
signaling service in an RVD network. Figure 1 shows an RMD network
with the respective entities.

Statel ess or reduced-state Egr ess
I ngress RVD Nodes Node
Node (I'nterior Nodes; I-Nodes) (St ateful
(St at ef ul | | | RVD QoS
RVD QoS- NLSP | | | NSLP Node)
Node) Y Y Y
e + Data +------ + Fooem - + Fooem - + Fooem - +
EEERREE |- |- |- |- EEERREE |- R EEEEES |
| |  Flow| | | | | | | |
| I ngress| | I - Node| | I - Node| | I - Node| | Egress|
| | | | | | | | | |
D + Fomam - + Fomam - + Fomam - + Fomam - +
>
<

Si gnal i ng Fl ow
Figure 1: Actors in the RVD QOSM

Many network scenarios, such as the "Wred Part of Wrel ess Network"
scenario, which is described in Section 8.4 of [RFC3726], require
that the inpact of the used QoS signaling protocol on the network
performance should be minimzed. In such network scenarios, the
perfornmance of each network node that is used in a comunication path
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has an inpact on the end-to-end performance. As such, the end-to-end
performance of the communication path can be inproved by optim zing
the performance of the Interior nodes. One of the factors that can
contribute to this optimzation is the mninization of the QS
signaling protocol processing |oad and the m nim zation of the nunber
of states on each Interior node.

Anot her requirenent that is inposed by such network scenarios is that
whenever a severe congestion situation occurs in the network, the
used QoS signaling protocol should be able to solve them In the
case of a route change or link failure, a severe congestion situation
may occur in the network. Typically, routing algorithns are able to
adapt and change their routing decisions to reflect changes in the
topol ogy and traffic volunme. |In such situations, the rerouted
traffic will have to follow a new path. Interior nodes |ocated on
this new path may becone overl oaded, since they suddenly mi ght need
to support nore traffic than for which they have capacity. These
severe congestion situations will severely affect the overal
performance of the traffic passing through such nodes.

RVD-QOSM i s an edge-to-edge (intra-domain) QS Mdel that, in
conmbi nation with the QoS- NSLP and QSPEC specifications, is designed
to support the requirenments nentioned above:

o0 Mninmal inpact on Interior node performance;
0 Increase of scalability;
0 Ability to deal with severe congestion

Internally to the RVD network, RVD-QOSM together with QoS- NSLP

[ RFC5974] defines a scal abl e QoS signaling nodel in which per-flow
QS-NSLP and NSI'S Transport Layer Protocol (NTLP) states are not
stored in Interior nodes but per-flow signaling is performed (see
[ RFC5974]) at the Edges.

In the RVD-QOSM only routers at the Edges of a Diffserv donain
(I'ngress and Egress nodes) support the (QS-NSLP) stateful operation
see Section 4.7 of [RFC5974]. Interior nodes support either the
(Q0S-NSLP) statel ess operation or a reduced-state operation wth
coarser granularity than the Edge nodes.

After the terminology in Section 2, we give an overvi ew of RVD and

the RMD-QOSMin Section 3. This docunent specifies several RVD QOSM
QS-NSLP signaling schemes. |In particular, Section 3.2.3 identifies
whi ch conbi nati on of sections are used for the specification of each
RVMD- QOSM Q0S- NSLP si gnaling schenme. 1In Section 4 we give a detail ed
description of the RVD-QOSM including the role of QS NSIS entities
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(QNEs), the definition of the QSPEC, nmapping of QSPEC generic
paraneters onto RVD- QOSM paraneters, state nmanagenent in QNEs, and
operation and sequence of events. Section 5 discusses security

i ssues.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

The terninol ogy defined by G ST [ RFC5971] and QoS- NSLP [ RFC5974]
applies to this docunent.

In addition, the following terns are used:
NSI' S domai n: an NSI'S signal i ng- capabl e domai n.

RVMD domai n: an NSIS donmin that is capabl e of supporting the RVD QOSM
si gnal i ng and operati ons.

Edge node: a QoS-NSLP node on the boundary of some adninistrative
domai n that connects one NSIS donain to a node in either another NSIS
domai n or a non-NSI S donai n.

NSI S- awar e node: a node that is aware of NSIS signaling and RvVD- QOSM
operations, such as severe congestion detection and Differentiated
Service Code Point (DSCP) rmarKking.

NSI S-unawar e node: a node that is unaware of NSIS signaling, but is
aware of RMD- QOSM operations such as severe congestion detection and
DSCP nar ki ng.

I ngress node: an Edge node in its role in handling the traffic as it
enters the NSIS donain.

Egress node: an Edge node in its role in handling the traffic as it
| eaves the NSI'S donain

Interior node: a node in an NSIS domain that is not an Edge node.

Congestion: a tenporal network state that occurs when the traffic (or
when traffic associated with a particul ar Per-Hop Behavi or (PHB))
passing through a link is slightly higher than the capacity allocated
for the link (or allocated for the particular PHB). |If no neasures
are taken, then the traffic passing through this Iink may tenporarily
slightly degrade in QS. This type of congestion is usually sol ved
usi ng adm ssion control nechani sns.
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3.

3.

Severe congestion: the congestion situation on a particular |ink
within the RVD domain where a significant increase in its real packet
gueue situation occurs, such as when due to a link failure rerouted
traffic has to be supported by this particular l|ink

Overvi ew of RVMD and RVMD- QOSM
1. RVD

The Differentiated Services (Diffserv) architecture ([ RFC2475],

[ RFC2638]) was introduced as a result of efforts to avoid the
scalability and conplexity problens of IntServ [ RFCL633].

Scal ability is achieved by offering services on an aggregate rather

t han per-flow basis and by forcing as nmuch of the per-flow state as
possible to the Edges of the network. The service differentiation is
achi eved using the Differentiated Services (DS) field in the IP
header and the Per-Hop Behavior (PHB) as the main building bl ocks.
Packets are handled at each node according to the PHB i ndi cated by
the DS field in the nessage header

The Diffserv architecture does not specify any nmeans for devices
out side the domain to dynamically reserve resources or receive

i ndi cations of network resource availability. |In practice, service
providers rely on short active tine Service Level Agreenents (SLAs)
that statically define the paranmeters of the traffic that will be
accepted froma custoner.

RVMD was introduced as a nethod for dynam c reservation of resources
within a Diffserv domain. It describes a nethod that is able to
provi de adnission control for flows entering the domain and a
congestion handling algorithmthat is able to terninate flows in case
of congestion due to a sudden failure (e.g., link, router) within the
donai n.

In RVMD, scalability is achieved by separating a fine-grained
reservati on nechanismused in the Edge nodes of a Diffserv donain
froma nuch sinpler reservati on nechani smneeded in the Interior
nodes. Typically, it is assunmed that Edge nodes support per-flow QS

states in order to provide QoS guarantees for each flow Interior
nodes use only one aggregated reservation state per traffic class or
no states at all. |In this way, it is possible to handle |arge

numbers of flows in the Interior nodes. Furthernore, due to the
limted functionality supported by the Interior nodes, this solution
all ows fast processing of signaling nessages.

The possi ble RVD-QOSM applicabilities are described in Section 3.2.3.
Two mai n basic adm ssion control nodes are supported: reservation-
based and measurenent - based adni ssion control that can be used in
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conbination with a severe congestion-handling solution. The severe
congestion-handling solution is used in the situation that a

I i nk/ node becones severely congested due to the fact that the traffic
supported by a failed link/node is rerouted and has to be processed
by this Iink/node. Furthernore, RVD-QOSM supports both

uni di rectional and bidirectional reservations.

Anot her inportant feature of RMD-QOSMis that the intra-donain
sessions supported by the Edges can be either per-flow sessions or
per - aggregate sessions. In the case of the per-flow intra-domain
sessions, the maintained per-flow intra-domain states have a one-to-
one dependency to the per-flow end-to-end states supported by the
same Edge. In the case of the per-aggregate sessions the naintained
per-aggregate states have a one-to-many relationship to the per-fl ow
end-to-end states supported by the sanme Edge.

In the reservation-based nethod, each Interior node naintains only
one reservation state per traffic class. The Ingress Edge nodes
aggregate individual flow requests into PHB traffic classes, and
signal changes in the class reservations as necessary. The
reservation is quantified in ternms of resource units (or bandw dth).
These resources are requested dynami cally per PHB and reserved on
demand in all nodes in the comunication path froman Ingress node to
an Egress node.

The measur enent - based al gorithm continuously neasures traffic levels
and the actual avail able resources, and adnits flows whose resource
needs are within what is available at the tinme of the request. The
measur enent - based al gorithmis used to support a predictive service
where the service commitnent is somewhat |ess reliable than the
service that can be supported by the reservation-based nethod.

A main assunption that is made by such nmeasurenent-based adni ssion
control mechanisnms is that the aggregated PHB traffic passing through
an RVD Interior node is high and therefore, current measurenent
characteristics are considered to be an indicator of future |oad.
Once an adni ssion decision is nade, no record of the decision need be
kept at the Interior nodes. The advantage of measurenent-based
resource managenent protocols is that they do not require pre-
reservation state nor explicit rel ease of the reservations at the
Interior nodes. Mreover, when the user traffic is variable,
measur enent - based admi ssi on control could provide higher network
utilization than, e.g., peak-rate reservation. However, this can

i ntroduce an uncertainty in the availability of the resources. It is
i mportant to enphasize that the RVD nmeasurenent-based schenes
described in this docunent do not use any refresh procedures, since

t hese approaches are used in statel ess nodes; see Section 4.6.1.3.
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Two types of neasurenent-based adni ssion control schenes are
possi bl e:

* Congestion notification function based on probing:

This method can be used to inplenent a sinple neasurenent-based

admi ssion control within a Diffserv domain. In this scenario, the
Interior nodes are not NSIS-aware nodes. |n these Interior nodes,
threshol ds are set for the traffic belonging to different PHBs in the
nmeasur enent - based adm ssion control function. |In this scenario, an
end-to-end NSI S nessage is used as a probe packet, neaning that the
<DSCP> field in the header of the |IP packet that carries the NSI S
message i s re-marked when the predefined congestion threshold is
exceeded. Note that when the predefined congestion threshold is
exceeded, all packets are re-marked by a node, including NSIS
messages. In this way, the Edges can admit or reject flows that are
requesting resources. The frequency and duration that the congestion
| evel is above the threshold resulting in re-nmarking is tracked and
used to influence the admi ssion control decisions.

* NSI S nmeasur enent - based admi ssion control

In this case, the neasurenent-based admi ssion control functionality
is inplemented in NSIS-aware statel ess routers. The main difference
between this type of adnission control and the congestion
notification based on probing is related to the fact that this type
of admission control is applied mainly on NSI S-aware nodes. Wth the
nmeasur enent - based schene, the requested peak bandwidth of a flowis
carried by the admi ssion control request. The adm ssion decision is
considered as positive if the currently carried traffic, as
characterized by the neasured statistics, plus the requested
resources for the new fl ow exceeds the system capacity with a
probability smaller than a value al pha. O herw se, the admi ssion
decision is negative. It is inportant to enphasize that due to the
fact that the RVMD Interior nodes are statel ess, they do not store

i nformati on of previous adnission control requests.

This could lead to a situation where the adni ssion control accuracy

i s decreased when multiple sinmultaneous flows (sharing a conmon
Interior node) are requesting adm ssion control sinultaneously. By
appl yi ng neasuring techni ques, e.g., see [JaSh97] and [ G Ts03], which
use current and past information on NSIS sessions that requested
resources froman NSIS-aware |Interior node, the decrease in adm ssion
control accuracy can be linmted. RWVD describes the follow ng
procedur es:
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* classification of an individual resource reservation or a resource
query into Per-Hop Behavior (PHB) groups at the Ingress node of the
donai n,

* hop- by-hop adm ssion control based on a PHB within the domain.
There are two possi bl e nodes of operation for internal nodes to
admt requests. One node is the statel ess or neasurenent-based
node, where the resources within the donmain are queried. Another
node of operation is the reduced-state reservation or reservation-
based node, where the resources within the donmain are reserved

* a method to forward the original requests across the domain up to
the Egress node and beyond.

* a congestion-control algorithmthat notifies the Egress Edge nodes
about congestion. It is able to term nate the appropriate nunber
of flows in the case a of congestion due to a sudden failure (e.qg.
link or router failure) within the donain.

3.2. Basic Features of RVD QOSM
3.2.1. Role of the QNEs

The protocol nodel of the RVD-QOSMis shown in Figure 2. The figure
shows Q@S NSIS initiator (QNI) and QoS NSIS Recei ver (Q\NR) nodes, not
part of the RVD network, that are the ultinmate initiator and receiver
of the QoS reservation requests. It also shows QNE nodes that are
the I ngress and Egress nodes in the RVD domain (QNE | ngress and QNE
Egress), and QNE nodes that are Interior nodes (QN\E Interior).

Al'l nodes of the RVD donmin are usually QoS- NSLP-aware nodes.

However, in the scenari os where the congestion notification function
based on probing is used, then the Interior nodes are not NSIS aware.
Edge nodes store and maintain QS-NSLP and NTLP states and therefore
are stateful nodes. The NSIS-aware Interior nodes are NTLP

statel ess. Furthernore, they are either QoS-NSLP stateless (for NSI'S
measur enent - based operation) or reduced-state nodes storing per PHB
aggregated QoS-NSLP states (for reservation-based operation).

Note that the RVMD domain MAY contain Interior nodes that are not
NSI S- awar e nodes (not shown in the figure).

These nodes are assuned to have sufficient capacity for flows that

m ght be adnitted. Furthernore, sonme of these NSIS-unaware nodes NAY
be used for neasuring the traffic congestion level on the data path.
These neasurenments can be used by RVD-QOSM in the congestion contro
based on probing operation and/ or severe congestion operation (see
Section 4.6.1.6).
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| e2e |<->| e2e | <-------miiiiaooaaaooo- > e2e |<->| e2e |
| @S | | QS | | @S | | QS |
| I EEEEEEE | |------ I EEEEE |
| R I R D RS R | |
| | | local |<-> local |<-> local |<-> |ocal| | |
AT T Tt O A T A O B
| NSLP | | NSLP | | NSLP | | NSLP | | NSLP | | NSLP |
| st.ful] | st.ful | | st.less/ | st.less/ | st.ful] | st.ful]
I I | | | red. st. | | red. st. | | | I I

| NTLP [<->| NTLP |<->| NTLP |<->| NTLP |<->| NTLP |<->|NTLP |

| st.ful]| | st.ful | | st.less| | st.less| | st.ful]| | st.ful]|

|- IR IR IR I I |
QNI QNE QNE QNE QNE QAR

(End) (I ngress) (Interior) (Interior) (Egress) (End)

st.ful: stateful, st.l|less: statel ess
st.less red.st.: stateless or reduced-state

Fi gure 2: Protocol nodel of stateless/reduced-state operation
. 2. RVD- QOSM QoS- NSLP Signal i ng

The basi ¢ RVD- QOSM QoS- NSLP signaling is shown in Figure 3. The
signaling scenarios are acconplished using the QoS-NSLP processing
rules defined in [ RFC5974], in conbination with the Resource
Managenment Function (RMF) triggers sent via the QoS- NSLP-RMF API
described in [ RFC5974].

Due to the fact that within the RVD domain a QoS Mddel that is
different than the end-to-end QS Mdel applied at the Edges of the
RVMD domai n can be supported, the RVD Interior node reduced-state
reservati ons can be updated independently of the per-flow end-to-end
reservations (see Section 4.7 of [RFC5974]). Therefore, two

di fferent RESERVE nessages are used within the RVD domain. One
RESERVE nessage that is associated with the per-flow end-to-end
reservations and is used by the Edges of the RVD donmain and one that
is associated with the reduced-state reservations within the RVD
domai n.

A RESERVE nessage is created by a QNI with an Initiator QSPEC
describing the reservation and forwarded al ong the path towards the

QAR
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When the origi nal RESERVE nessage arrives at the |Ingress node, an
RVMD- QGSPEC i s constructed based on the initial QSPEC in the nessage
(usually the Initiator QGSPEC). The RVMD-QSPEC is sent in a intra-
domai n, independent RESERVE nessage through the Interior nodes
towards the QNR This intra-domai n RESERVE nessage uses the G ST

dat agram si gnal i ng nechanism Note that the RVD-QOSM cannot directly
specify that the @ ST Dat agram node SHOULD be used. This can however

be notified by using the G ST APl Transfer-Attributes, such as
unreliable, Iowlevel of security and use of |ocal policy.

Meanwhi | e, the original RESERVE nessage is sent to the Egress node on

the path to the QNR using the reliable transport node of NTLP. Each
QS-NSLP node on the data path processes the intra-domai n RESERVE
nmessage and checks the availability of resources with either the
reservati on-based or the neasurenent-based met hod.

QNE I ngress ONE Interior ONE Interior QONE Egress

NTLP stateful NTLP stateless NILP stateless NILP stat eful
| | | |

RESERVE | | | |

-------- >| RESERVE | | |

o ﬂ
| RESERVE | |
RS > | |
| | RESERVE |
| R >| |
| | | RESERVE
| | oo >|
| | | RESPONSE’
IS e e +
| | | | RESERVE
| | | oo >
| | | | RESPONSE
| | | | <--eee
| | | RESPONSE
IS e e +

RESPONSE]| | | |

SRR | | | |

Figure 3: Sender-initiated reservation with reduced-state
Interior nodes

When t he nessage reaches the Egress node, and the reservation is
successful in each Interior node, an intra-domain (local) RESPONSE
is sent towards the Ingress node and the original (end-to-end)
RESERVE nessage is forwarded to the next domain. Wen the Egress
node recei ves a RESPONSE nessage fromthe downstreamend, it is
forwarded directly to the Ingress node.
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If an internedi ate node cannot acconmpdate the new request, it

i ndicates this by marking a single bit in the message, and continues
forwardi ng the nessage until the Egress node is reached. Fromthe
Egress node, an intra-domain RESPONSE' and an ori gi nal RESPONSE
message are sent directly to the Ingress node.

As a consequence, in the statel ess/reduced-state donmai n only sender-
initiated reservations can be perforned and functions requiring per-
flow NTLP or QoS-NSLP states, |ike summary and reduced refreshes,
cannot be used. |If per-flow identification is needed, i.e.
associating the flow IDs for the reserved resources, Edge nodes act
on behal f of Interior nodes.

3.2.3. RVD-QOSM Applicability and Considerations

The RVMD-QOSM is a Diffserv-based bandw dt h managenent net hodol ogy
that is not able to provide a full Diffserv support. The reason for
this is that the RVD- Q0OSM concept can only support the (Expedited
Forwardi ng) EF-1ike functionality behavior, but is not able to
support the full set of (Assured Forwarding) AF-like functionality.
The bandwi dth informati on REQUI RED by the EF-like functionality
behavi or can be supported by RVD- QOSM carryi ng the bandw dth
information in the <QS Desired> paranmeter (see [RFC5975]). The ful
set of (Assured Forwarding) AF-like functionality requires
information that is specified in two token buckets. The RVD-QOSM i s
not supporting the use of two token buckets and therefore, it is not
able to support the full set of AF-functionality. Note however, that
RVMD- QOSM coul d al so support a single AF PHB, when the traffic or the
upper limt of the traffic can be characterized by a single bandw dth
paraneter. Mbreover, it is considered that in case of tunneling, the
RVMD- QOSM supports only the uniformtunneling node for Diffserv (see

[ RFC2983]) .

The RVD domai n MUST be engi neered in such a way that each QNE | ngress
mai ntai ns i nformati on about the snmallest MIU that is supported on the
l'inks within the RVD donain.

A very inportant consideration on using RMD-QOSMis that within one
RVD domai n only one of the foll owi ng RVD- QOSM schenmes can be used at
a tine. Thus, an RMVMD router can never process and use two different
RVMD- QOSM si gnal i ng schenes at the sane tine.

However, all RVMD QNEs supporting this specification MUST support the
conbi nation of the "per-flow RVD reservation-based" and the "severe
congestion handling by proportional data packet narking" schene. |If
the RVD QNEs support nore RVD- QOSM schenes, then the operator of that
RVMD domai n MUST preconfigure all the Q\NE Edge nodes wi thin one donmain
such that the <SCH> field included in the "PHR contai ner" (Section
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4.1.2) and the "PDR Container" (Section 4.1.3) will always use the
sane val ue, such that within one RVD domain only one of the bel ow
descri bed RVMD- QOSM schenes is used at a tine.

The congestion situations (see Section 2) are solved using an

adm ssion control nechanism e.g., "per-flow congestion notification
based on probing"”, while the severe congestion situations (see
Section 2), are solved using the severe congestion handling

mechani sms, e.g., "severe congestion handling by proportional data
packet marking".

The RVD dormai n MUST be engi neered in such a way that RVD QOSM
messages could be transported using the G ST Query and DATA nessages
in Qnode; see [ RFC5971]. This nmeans that the Path MU MJUST be

engi neered in such a way that the RVD QOSM nessage are transported

wi t hout fragmentation. Furthernore, the RVD domain MUST be

engi neered in such a way to guarantee capacity for the G ST Query and
Data nessages in Qnode, within the rate control linmts inposed by

G ST; see [RFC5971].

The RVD dormain has to be configured such that the A ST context-free
flag (C-flag) MJST be set (C=1) for QUERY nessages and DATA nessages
sent in Q node; see [ RFC5971].

Mor eover, the sanme depl oynment issues and extensibility considerations
described in [ RFC5971] and [ RFC5978] apply to this docunent.

It is inmportant to note that the concepts described in Sections
4.6.1.6.2, 4.6.2.5.2, 4.6.1.6.2, and 4.6.2.5.2 contributed to the PCN
WG st andar di zati on

The avail abl e RVMD- QOSM QoS- NSLP si gnal i ng schenes are

* "per-flow congestion notification based on probing" (see Sections
4.3.2, 4.6.1.7, and 4.6.2.6). Note that this schene uses, for
severe congestion handling, the "severe congestion handling by
proportional data packet marking" (see Sections 4.6.1.6.2 and
4.6.2.5.2). Furthernore, the Interior nodes are considered to be
D ffserv aware, but NSI S-unaware nodes (see Section 4.3.2).

* "per-flow RVD NSI S neasurenent - based adm ssion control" (see
Sections 4.3.2, 4.6.1, and 4.6.2). Note that this schene uses, for
severe congestion handling, the "severe congestion handling by
proportional data packet marking" (see Sections 4.6.1.6.2 and
4.6.2.5.2). Furthernore, the Interior nodes are considered to be
NSI S- awar e nodes (see Section 4.3.2).
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4.

* "per-flow RVD reservation-based" in conbination with the "severe

congestion handling by the RVD-QOSM refresh" procedure (see
Sections 4.3.3, 4.6.1, 4.6.1.6.1, and 4.6.2.5.1). Note that this
schene uses, for severe congestion handling, the "severe congestion
handl i ng by the RVD- QOSM refresh” procedure (see Sections 4.6.1.6.1
and 4.6.2.5.1). Furthernore, the intra-donain sessions supported
by the Edge nodes are per-flow sessions (see Section 4.3.3).

"per-flow RVD reservation-based" in conbination with the "severe

t he congestion handling by proportional data packet marking"
procedure (see Sections 4.3.3, 4.6.1, 4.6.1.6.2, and 4.6.2.5.2).
Note that this schenme uses, for severe congestion handling, the
"severe congestion handling by proportional data packet narking"
procedure (see Sections 4.6.1.6.2 and 4.6.2.5.2). Furthernore, the
i ntra-domai n sessions supported by the Edge nodes are per-fl ow
sessions (see Section 4.3.3).

"per-aggregate RVD reservation-based" in conbination with the
"severe congestion handling by the RVD-QOSM refresh" procedure (see
Sections 4.3.1, 4.6.1, 4.6.1.6.1, and 4.6.2.5.1). Note that this
scheme uses, for severe congestion handling, the "severe congestion
handl i ng by the RVD- QOSM refresh" procedure (see Sections 4.6.1.6.1
and 4.6.2.5.1). Furthernore, the intra-domain sessions supported
by the Edge nodes are per-aggregate sessions (see Section 4.3.1).
Mor eover, this scheme can be considered to be a reservation-based
scheme, since the RVD Interior nodes are reduced-state nodes, i.e.
they do not store NTLP/d ST states, but they do store per PHB-
aggregated QoS- NSLP reservation states.

"per-aggregate RVD reservation-based" in conbination with the
"severe congestion handling by proportional data packet narking"
procedure (see Sections 4.3.1, 4.6.1, 4.6.1.6.2, and 4.6.2.5.2).
Note that this scheme uses, for severe congestion handling, the
"severe congestion handling by proportional data packet narking"
procedure (see Sections 4.6.1.6.2 and 4.6.2.5.2). Furthernore, the
i ntra-domai n sessions supported by the Edge nodes are per-aggregate
sessions (see Section 4.3.1). Moreover, this schene can be
considered to be a reservation-based schene, since the RVD Interior
nodes are reduced-state nodes, i.e., they do not store NILP/ G ST
states, but they do store per PHB-aggregated QoS-NSLP reservation
st at es.

RVD- QOSM Det ai | ed Descri ption

This section describes the RMD-QOSMin nore detail. |In particular

it defines the role of statel ess and reduced-state QNEs, the RVD QOSM
QSPEC (bj ect, the format of the RVD- QOSM QoS- NSLP nessages, and how
QSPECs are processed and used in different protocol operations.
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4.1. RVD- QSPEC Definition

The RVD- QOSM uses the QSPEC format specified in [ RFC5975]. The
Initiator/Local QSPEC bit, i.e., <I>is set to "Local" (i.e., "1")
and the <@SPEC Proc> is set as foll ows:

* Message Sequence = 0: Sender initiated
* (bj ect conbination = 0: <QS Desired> for RESERVE and
<QoS Reserved> for RESPONSE

The <QSPEC Version> used by RMD-QOSMis the default version, i.e.
"0", see [RFC5975]. The <QSPEC Type> val ue used by the RMD-QOSM i s
specified in [RFC5975] and is equal to "2". The <Traffic Handling
Directives> contains the follow ng fields:

<Traffic Handling Directives> = <PHR cont ai ner> <PDR cont ai ner >

The Per-Hop Reservation container (PHR container) and the Per-Donain
Reservation contai ner (PDR container) are specified in Sections 4.1.2
and 4.1.3, respectively. The <PHR container> contains the traffic
handl ing directives for intra-domain conmunication and reservation
The <PDR contai ner> contains additional traffic handling directives
that are needed for edge-to-edge conmunication. The paraneter |Ds
used by the <PHR contai ner> and <PDR contai ner> are assi gned by | ANA
see Section 6.

The RVD- QOSM <QoS Desired> and <QS Reserved>, are specified in
Section 4.1.1. The RVMD QOSM <QoS Desired> and <QS Reserved> and the
<PHR cont ai ner> are used and processed by the Edge and Interior

nodes. The <PDR container> field is only processed by Edge nodes.

4.1.1. RVD- QOSM <QoS Desired> and <QS Reserved>

The RESERVE nessage contains only the <QoS Desired> object [RFC5975].
The <QoS Reserved> object is carried by the RESPONSE nessage.

In RMD-QOSM the <QoS Desired> and <QS Reserved> objects contain the
foll owi ng paraneters

<QoS Desired> = <TMOD- 1> <PHB Cl ass> <Adm ssion Priority>
<QS Reserved> = <TMOD- 1> <PHB C ass> <Admi ssion Priority>

The bit fornmat of the <PHB Cl ass> (see [ RFC5975] and Figures 4 and 5)

and <Adnission Priority> conplies with the bit format specified in
[ RFC5975] .
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Note that for the RVD-QOSM a reservation established w thout an
<Admi ssion Priority> paraneter is equivalent to a reservation
established with an <Adnission Priority> whose value is 1.

0 1

0123456789012345
I
| DSCP [O0O0O0O0O0O0O0 XO
S

Fi gure 4: DSCP paraneter

0 1

0123456789012345
e T S T S S S ek &
| PHB | D code |0 0 X X|
e e

Figure 5: PHB I D Code paraneter
4.1.2. PHR Cont ai ner

This section describes the paraneters used by the PHR contai ner,
which are used by the RVMD-QOSM functionality available at the
I nterior nodes.

<PHR cont ai ner> = <G> <K> <S> <Mr, <Adnitted Hops>, <B> <Hop_U> <Tine
Lag> <SCH> <Max Adm tted Hops>

The bit format of the PHR container can be seen in Figure 6. Note
that in Figure 6 <Hop_U> is represented as <U>. Furthernore, in
Figure 6, <Max Adnitted Hops> is represented as <Max Adm Hops>.

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
IME NTr| Paraneter ID [r|ir]r]r] 2 |
B o T T S e i i Sl NI S e S et ol mt ST T S i S S
|SIM Adnitted Hops|BJU Tinme Lag | O K| SCH | |
+- +
|
+

B e i T e S R R e s ik i T T R e S e S S S R i T =
Max Adm Hops | |
B e i T o e R S i I TR S T i ol ot SR S e S e S S e i o o

Fi gure 6: PHR cont ai ner

Paranmeter ID: 12-bit field, indicating the PHR type:
PHR Resour ce_Request, PHR Rel ease_Request, PHR Refresh_Update.
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"PHR Resource_Request" (Parameter ID = 17): initiate or update the
traffic class reservation state on all nodes |ocated on the
conmuni cati on path between the QNE(Ingress) and QNE( Egress) nodes.

"PHR_Rel ease_Request" (Paraneter 1D = 18): explicitly rel ease, by
subtraction, the reserved resources for a particular flow froma
traffic class reservation state.

"PHR_Refresh_Update" (Paraneter ID = 19): refresh the traffic class
reservation soft state on all nodes |ocated on the comunication path
bet ween the QNE(I ngress) and QNE(Egress) nodes according to a
resource reservation request that was successfully processed during a
previ ous refresh period.

<S> (Severe Congestion): 1 bit. 1In the case of a route change,
ref reshi ng RESERVE nessages foll ow the new data path, and hence
resources are requested there. |If the resources are not sufficient

to accommopdate the new traffic, severe congestion occurs. Severe
congested Interior nodes SHOULD notify Edge QNEs about the congestion
by setting the <S> bit.

<G> (Overload): 1 bit. This field is used during the severe
congestion handling schene that is using the RVD-QOSM refresh
procedure. This bit is set when an overload on a QNE Interior node
is detected and when this field is carried by the
"PHR_Refresh_Update" container. <O> SHOULD be set to"1" if the <S>
bit is set. For nore details, see Section 4.6.1.6.1.

<M>: 1 bit. 1In the case of unsuccessful resource reservation or
resource query in an Interior QNE, this QNE sets the <M> bit in order
to notify the Egress QNE

<Adnitted Hops>: 8-bit field. The <Adnmitted Hops> counts the nunber
of hops in the RVD domai n where the reservati on was successful. The
<Admitted Hops> is set to "0" when a RESERVE nessage enters a domain
and it MJST be increnented by each Interior QNE, provided that the
<Hop_U> bit is not set. However, when a Q\E that does not have

suf ficient resources to adnit the reservation is reached, the <M> bit
is set, and the <Adnitted Hops> value is frozen, by setting the
<Hop_U> bit to "1". Note that the <Adnitted Hops> paraneter in
conmbination with the <Max Admtted Hops> and <K> paraneters are used
during the RVD partial release procedures (see Section 4.6.1.5.2).

<Hop_U> (NSLP_Hops unset): 1 bit. The QNE(Ingress) node MJST set the
<Hop_U> paraneter to 0. This parameter SHOULD be set to "1" by a
node when the node does not increase the <Adnitted Hops> value. This
is the case when an RVD- QOSM r eservati on-based node is not admitting
the reservation request. Wien <Hop U> is set to "1", the <Adnitted
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Hops> SHOULD NOT be changed. Note that this flag, in conbination
with the <Adnmitted Hops> flag, are used to | ocate the |last node that
successfully processed a reservation request (see Section 4.6.1.2).

<B>: 1 bit. Wien set to "1", it indicates a bidirectiona
reservation.

<Time Lag>. It represents the ratio between the "T Lag" paraneter,
which is the tinme difference between the departure tinme of the Iast
sent "PHR Refresh_Update" control information container and the
departure tinme of the "PHR Rel ease_Request” control information
container, and the length of the refresh period, "T period", see
Section 4.6.1.5.

<K>: 1 bit. When set to "1", it indicates that the
resour ces/ bandwi dth carried by a teari ng RESERVE MJUST NOT be
rel eased, and the resources/bandw dth carried by a non-tearing
RESERVE MUST NOT be reserved/refreshed. For nore details, see
Section 4.6.1.5.2.

<Max Adnmitted Hops>: 8 bits. The <Adnitted Hops> val ue that has been
carried by the <PHR container> field used to identify the RVD
reservati on-based node that admtted or processed a

"PHR_Resour ce_Request".

<SCH>: 3 bits. The <SCH> value that is used to specify which of the
6 RVD- QOSM scenarios (see Section 3.2.3) MJIST be used within the RVD
domain. The operator of an RVD domai n MJUST preconfigure all the QNE
Edge nodes within one domain such that the <SCH> field included in
the "PHR container”, will always use the sanme val ue, such that within
one RVMD donai n only one of the bel ow descri bed RVD- QOSM schenes can
be used at a tine. Al the Q\E Interior nodes MIST interpret this
field before processing any other PHR container payload fields. The
currently defined <SCH> val ues are:

o O: RVMD- QOSM schene MUST be "per-fl ow congestion notification
based on probi ng"

o 1: RVMD- QOSM schene MUST be "per-fl ow RVD NSI S neasur enent -
based admi ssion control ",

o 2 RVMD- QOSM schene MUST be "per-flow RVD reservation-based" in
conbination with the "severe congestion handling by the
RVMD- QOSM r ef resh" procedure

o 3: RVMD- QOSM schene MUST be "per-flow RVMD reservation-based" in

conmbination with the "severe congestion handling by
proportional data packet marking" procedure;
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o 4 RVMD- QOSM schene MUST be "per-aggregate RVD reservati on-
based" in conbination with the "severe congestion handling
by the RVD-QOSM refresh" procedure;

o 5 RMD- QOSM schene MUST be "per-aggregate RVD reservati on-
based" in conbination with the "severe congestion handling
by proportional data packet narking" procedure;

0o 6 - 7: reserved.

The default value of the <SCH> field MIUST be set to the val ue equal
to 3.

4.1. 3. PDR Cont ai ner

This section describes the paraneters of the PDR container, which are
used by the RVD-QOSM functionality available at the Edge nodes.

The bit fornmat of the PDR container can be seen in Figure 7.

<PDR contai ner> = <O <S> <Mm
<Max Adnitted Hops> <B> <SCH> [ <PDR Bandwi dt h>]

In Figure 7, note that <Max Adnmitted Hops> is represented as <Max Adm
Hops>.

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
IMEIN ]| Paraneter |ID [r]rfr]r] 2 |
T e i i i i e e s o i N SR S
|SIM Max Adm Hops |B|Q SCH | EMPTY |
T T e i e S e e e c b o T SR R SR
| PDR Bandwi dt h(32-bit | EEE floating point. nunmber) |
B T e o i S I i i S S N iy St S I S S

Fi gure 7: PDR contai ner

Paraneter I D 12-bit field identifying the type of <PDR contai ner>
field.

"PDR_Reservation_Request" (Paraneter ID = 20): generated by the

QNE(I ngress) node in order to initiate or update the QS NSLP per-
domai n reservation state in the QNE(Egress) node.
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"PDR_Refresh_Request" (Paraneter 1D = 21): generated by the
QNE( I ngress) node and sent to the QNE(Egress) node to refresh, in
case needed, the QoS-NSLP per-domain reservation states located in
t he QNE(Egress) node.

"PDR_Rel ease_Request" (Paraneter 1D = 22): generated and sent by the
NE(I ngress) node to the QNE(Egress) node to rel ease the per-donain
reservation states explicitly.

"PDR_Reservation_Report" (Paraneter ID = 23): generated and sent by
the QNE(Egress) node to the QNE(Ingress) node to report that a

"PHR _Resour ce_Request" and a "PDR Reservation_Request" traffic
handl i ng directive field have been received and that the request has
been adnmitted or rejected.

"PDR_Refresh_Report" (Paranmeter ID = 24) generated and sent by the
ONE( Egress) node in case needed, to the QNE(Ingress) node to report
that a "PHR Refresh_Update" traffic handling directive field has been
recei ved and has been processed.

"PDR_Rel ease_Report" (Paraneter | D = 25) generated and sent by the
ONE( Egress) node in case needed, to the QNE(Ingress) node to report
that a "PHR Rel ease_Request" and a "PDR _Rel ease_Request” traffic
handling directive field have been received and have been processed.

"PDR _Congestion_Report" (Paraneter ID = 26): generated and sent by
the QNE(Egress) node to the QNE(Ingress) node and used for congestion
notification.

<S> (PDR Severe Congestion): 1 bit. Specifies if a severe congestion
situation occurred. It can also carry the <S> paraneter of the
<PHR _Resour ce_Request > or <PHR Refresh_Update> fi el ds.

<G> (Overload): 1 bit. This field is used during the severe
congestion handling schene that is using the RVD-QOSM refresh
procedure. This bit is set when an overload on a QNE Interior node
is detected and when this field is carried by the

"PDR _Congestion_Report" container. <O> SHOULD be set to "1" if the
<S> bit is set. For nore details, see Section 4.6.1.6.1.

<M> (PDR Marked): 1 bit. Carries the <M> value of the
"PHR _Resour ce_Request" or "PHR Refresh_Update" traffic handling
directive field.

<B>: 1 bit. Indicates bidirectional reservation
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<Max Adnmitted Hops>: 8 bits. The <Admitted Hops> val ue that has been
carried by the <PHR container> field used to identify the RVD
reservati on-based node that admitted or processed a

"PHR _Resource_Request".

<PDR Bandwi dt h>: 32 bits. This field specifies the bandw dth that
either applies when the <B> flag is set to "1" and when this
paraneter is carried by a RESPONSE nessage or when a severe
congestion occurs and the QNE Edges mmintain an aggregated intra-
domai n QoS- NSLP operational state and it is carried by a NOTIFY
message. In the situation that the <B> flag is set to "1", this
paraneter specifies the requested bandwi dth that has to be reserved
by a node in the reverse direction and when the intra-donain
signaling procedures require a bidirectional reservation procedure.
In the severe congestion situation, this paraneter specifies the
bandwi dth that has to be rel eased

<SCH>: 3 bits. The <SCH> value that is used to specify which of the
6 RVD scenarios (see Section 3.2.3) MJST be used within the RVD
domain. The operator of an RVD domain MUST preconfigure all the QNE
Edge nodes within one domain such that the <SCH> field included in
the "PDR container”, will always use the same val ue, such that within
one RVMD domain only one of the bel ow descri bed RVD- QOSM schenes can
be used at atine. Al the QNE Interior nodes MIST interpret this
field before processing any other <PDR contai ner> payload fi el ds.

The currently defined <SCH> val ues are:

o O RVMD- QOSM schene MUST be "per-fl ow congestion notification
based on probing"

o 1: RVMD- QOSM schene MUST be "per-fl ow RVD NSI S neasur enent -
based adm ssion control";

o 2 RVMD- QOSM schene MUST be "per-flow RVMD reservation-based" in
conmbination with the "severe congestion handling by the
RVD- QOSM r ef resh" procedure

o 3: RVMD- QOSM schene MUST be "per-flow RVMD reservation-based" in
conmbination with the "severe congestion handling by
proportional data packet marking" procedure;

o 4 RVMD- QOSM schene MUST be "per-aggregate RVD reservation-
based" in conbination with the "severe congestion handling
by the RVD-QOSM refresh" procedure

o 5 RVMD- QOSM schene MUST be "per-aggregate RMVD reservati on-

based" in conbination with the "severe congestion handling
by proportional data packet narking" procedure;
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0 6 - 7: reserved.

The default value of the <SCH> field MIST be set to the val ue equa
to 3.

4.2. Message Fornmat

The format of the nmessages used by the RVD-QOSM conplies with the
QS-NSLP and QSPEC tenpl ate specifications. The QSPEC used by RVD
QOSM i s denoted in this docunent as RVMD- QGSPEC and is described in
Section 4. 1.

4.3. RMD Node State Managenent

The QoS- NSLP state creation and managenent is specified in [ RFC5974].
This section describes the state creati on and nmanagenent functions of
t he Resource Managenent Function (RWVF) in the RVD nodes

4.3.1. Aggregated Operational and Reservation States at the QNE Edges

The QN\E Edges nmamintain both the intra-domain QS-NSLP operational and
reservation states, while the QNE Interior nodes nmaintain only
reservation states. The structure of the intra-domai n QoS- NSLP
operational state used by the QNE Edges is specified in [ RFC5974].

In this case, the intra-donain sessions supported by the Edges are
per - aggregate sessions that have a one-to-many relationship to the
per-flow end-to-end states supported by the sane Edge.

Note that the nmethod of selecting the end-to-end sessions that form
an aggregate is not specified in this docunent. An exanple of how
this can be acconplished is by nonitoring the G ST routing states
used by the end-to-end sessions and grouping the ones that use the
same <PHB C ass>, NE Ingress and QNE Egress addresses, and the val ue
of the priority level. Note that this priority |evel should be
deduced fromthe priority paraneters carried by the initial QSPEC

obj ect.

The operational state of this aggregated intra-donmain session MJST
contain a list with BOUND SESSI ON- | Ds.

The structure of the |list depends on whether a unidirectiona
reservation or a bidirectional reservation is supported.

When the operational state (at QNE I ngress and QNE Egress) supports
unidirectional reservations, then this state MJUST contain a list with
BOUND- SESSI ON- 1 Ds nai nt ai ni ng the <SESSI ON-1D> val ues of its bound
end-to-end sessions. The Bi nding_Code associated with this BOUND
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SESSION-ID is set to code (Aggregated sessions). Thus, the
operational state maintains a |ist of BOUND-SESSION-1D entries. Each
entry is created when an end-to-end session joins the aggregated

i ntra-domai n session and is renobved when an end-to-end session | eaves
t he aggregate.

It is inportant to enphasize that, in this case, the operationa
state (at QNE Ingress and QNE Egress) that is naintained by each end-
to-end session bound to the aggregated intra-domain session MIST
contain in the BOUND- SESSI ON-1 D, the <SESSI ON-1 D> val ue of the bound
tunnel ed intra-domain (aggregate) session. The Bi ndi ng_Code
associated with this BOUND-SESSION-ID is set to code (Aggregated
sessi ons).

When the operational state (at QNE I ngress and QNE Egress) supports

bi directional reservations, the operational state MJST contain a |ist
of BOUND- SESSI ON-1 D sets. Each set contains two BOUND- SESSI ON- | Ds.
One of the BOUND SESSI ON-I Ds mnmi ntai ns the <SESSI ON-1D> val ue of one
of bound end-to-end session. The Binding Code associated with this
BOUND- SESSION-1D is set to code (Aggregated sessions). Another

BOUND- SESSION-1D, within the sane set entry, maintains the SESSION-ID
of the bidirectional bound end-to-end session. The Binding_Code
associated with this BOUND-SESSION-ID is set to code (Bidirectiona
sessi ons).

Note that, in each set, a one-to-one relation exists between each
BOUND- SESSI ON-1 D wi t h Bi ndi ng_Code set to (Aggregate sessions) and
each BOUND- SESSION-ID wi th Bi ndi ng_Code set to (bidirectiona
sessions). Each set is created when an end-to-end session joins the
aggregat ed operational state and is renoved when an end-to-end
session | eaves the aggregated operational state.

It is inmportant to enphasize that, in this case, the operationa

state (at QNE Ingress and Q\NE Egress) that is maintai ned by each end-
to-end session bound to the aggregated intra-domain session it MJST
contain two types of BOUND-SESSION-IDs. One is the BOUND SESSI ON- 1 D
that MJUST contain the <SESSI ON-| D> val ue of the bound tunnel ed
aggregated intra-donmain session that is using the Binding Code set to
(Aggregat ed sessions). The other BOUND- SESSI ON-1D nmintains the
SESSI ON-1 D of the bound bidirectional end-to-end session. The

Bi ndi ng_Code associated with this BOUND-SESSION-1D is set to code
(Bidirectional sessions).

When the QNE Edges use aggregated QoS- NSLP reservation states, then
the <PHB C ass> val ue and the size of the aggregated reservation
e.g., reserved bandwi dth, have to be maintained. Note that this type
of aggregation is an edge-to-edge aggregation and is simlar to the
aggregation type specified in [ RFC3175].
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The size of the aggregated reservations needs to be greater or equa
to the sum of bandwi dth of the inter-domain (end-to-end)
reservations/sessions it aggregates (e.g., see Section 1.4.4 of

[ RFC3175]) .

A policy can be used to maintain the anount of REQUI RED bandwi dth on
a given aggregated reservation by taking into account the sum of the
underlying inter-donmain (end-to-end) reservations, while endeavoring
to change reservation less frequently. This MAY require a trend
analysis. |If there is a significant probability that in the next
interval of time the current aggregated reservation is exhausted, the
I ngress router MJUST predict the necessary bandw dth and request it.

If the Ingress router has a significant amount of bandw dth reserved,
but has very little probability of using it, the policy MAY predict
the anmount of bandw dth REQUI RED and rel ease the excess. To increase
or decrease the aggregate, the RVD nodification procedures SHOULD be
used (see Section 4.6.1.4).

The QNE Interior nodes are reduced-state nodes, i.e., they do not
store NTLP/ A ST states, but they do store per PHB-aggregated QoS- NSLP
reservation states. These reservation states are maintai ned and
refreshed in the same way as described in Section 4.3.3.

4,.3.2. Measurenent - Based Met hod

The OQNE Edges maintain per-flow intra-domain QoS-NSLP operational and
reservation states that contain simlar data structures as those
described in Section 4.3.1. The main difference is associated with
the different types of the used Message-Routing-Information (M) and
t he bound end-to-end sessions. The structure of the naintained
BOUND- SESSI ON- | Ds depends on whether a unidirectional reservation or
a bidirectional reservation is supported.

When uni directional reservations are supported, the operational state
associated with this per-flow intra-domain session MJIST contain in
the BOUND- SESSI ON-I D t he <SESSI ON-|I D> val ue of its bound end-to-end
session. The Binding Code associated with this BOUND-SESSION-1D i s
set to code (Tunnel ed and end-to-end sessions).

When bidirectional reservations are supported, the operational state
(at ONE Ingress and QNE Egress) MJST contain two types of BOUND-
SESSION-1Ds. One is the BOUND- SESSI ON-1D that nmaintains the
<SESSI ON- | D> val ue of the bound tunnel ed per-flow intra-donmain
session. The Binding Code associated with this BOUND-SESSION-1D i s
set to code (Tunnel ed and end-to-end sessions).
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The ot her BOUND- SESSI ON-I D mai ntains the SESSION-ID of the bound
bidirectional end-to-end session. The Binding_Code associated with
this BOUND-SESSION-1D is set to code (Bidirectional sessions).

Furthernore, the QoS-NSLP reservation state naintains the <PHB Cl ass>
val ue, the value of the bandw dth requested by the end-to-end session
bound to the intra-domain session, and the value of the priority

| evel

The neasur enent - based nethod can be classified in two schenes:
* Congestion notification based on probing:

In this schene, the Interior nodes are Diffserv-aware but not NSIS-
aware nodes. Each Interior node counts the bandwi dth that is used by
each PHB traffic class. This counter value is stored in an RvVD _QOSM
state. For each PHB traffic class, a predefined congestion
notification threshold is set. The predefined congestion
notification threshold is set according to an engi neered bandwi dth
limtation based, e.g., on a Service Level Agreenent or a capacity
limtation of specific links. The threshold is usually less than the
capacity limt, i.e., admission threshold, in order to avoid
congestion due to the error of estimating the actual traffic |oad.
The val ue of this threshold SHOULD be stored in another RVD QOSM

st at e.

In this scenario, an end-to-end NSI'S nessage is used as a probe

packet. In this case, the <DSCP> field of the G ST nessage is re-
mar ked when the predefined congestion notification threshold is
exceeded in an Interior node. It is required that the re-marking

happens to all packets that belong to the congested PHB traffic class
so that the probe can't pass the congested router without being re-
marked. In this way, it is ensured that the end-to-end NSI S nessage
passed through the node that is congested. This feature is very
useful when fl ow based ECMP (Equal Cost Miultiple Path) routing is
used to detect only flows that are passing through the congested
node.

* NSI S nmeasur enent - based admi ssion control

The measur enent - based adm ssion control is inplenented i n NSIS-aware
statel ess routers. Thus, the main difference between this type of

t he measur enent - based admi ssion control and the congestion
notification-based admi ssion control is the fact that the Interior
nodes are NSIS-aware nodes. |In particular, the ONE Interior nodes
operating in NSIS nmeasurenent - based node are QoS-NSLP statel ess
nodes, i.e., they do not support any QoS-NSLP or NTLP/ G ST st ates.
These neasurenent - based nodes store two RVD- QOSM st ates per PHR
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group. These states reflect the traffic conditions at the node and
are not affected by QoS-NSLP signaling. One state stores the
measured user traffic | oad associated with the PHR group and anot her
state stores the maximumtraffic | oad threshold that can be adnmitted
per PHR group. Wen a neasurenent-based node receives a intra-domain
RESERVE nessage, it conpares the requested resources to the available
resources (nmaxi mum all owed minus current |oad) for the requested PHR
group. |If there are insufficient resources, it sets the <M> bit in
the RMD- QGSPEC. No change to the RVD- QSPEC i s made when there are
sufficient resources.

4.3.3. Reservation-Based Mt hod

The QNE Edges nmintain intra-domain QoS-NSLP operational and
reservation states that contain simlar data structures as descri bed
in Section 4.3.1.

In this case, the intra-donain sessions supported by the Edges are
per-fl ow sessions that have a one-to-one relationship to the per-flow
end-to-end states supported by the sane Edge.

The QNE Interior nodes operating in reservation-based node are QOS-
NSLP reduced-state nodes, i.e., they do not store NILP/G ST states
but they do store per PHB-aggregated QS-NSLP states.

The reservation-based PHR installs and mai ntai ns one reservation
state per PHB, in all the nodes located in the comunication path.
This state is identified by the <PHB d ass> value and it maintains
the nunber of currently reserved resource units (or bandw dth).

Thus, the QNE I ngress node signals only the resource units requested
by each flow. These resource units, if admtted, are added to the
currently reserved resources per PHB

For each PHB, a threshold is maintained that specifies the maxi num
nunber of resource units that can be reserved. This threshold could,
for exanple, be statically configured.

An exanpl e of how the admission control and its mai ntenance process
occurs in the Interior nodes is described in Section 3 of [CsTa05].

The sinplified concept that is used by the per-traffic class
adm ssion control process in the Interior nodes, is based on the
foll owi ng equati on:

last + p <= T,
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where p is the requested bandwidth rate, T is the adm ssion
threshol d, which reflects the maxinumtraffic volune that can be
admitted in the traffic class, and last is a counter that records the
aggregated sum of the signal ed bandwi dth rates of previous adnitted
flows.

The PHB group reservation states nmaintained in the Interior nodes are
soft states, which are refreshed by sending periodic refresh intra-
domai n RESERVE nessages, which are initiated by the Ingress Q\NEs. |If
a refresh message corresponding to a nunber of reserved resource
units (i.e., bandwidth) is not received, the aggregated reservation
state is decreased in the next refresh period by the correspondi ng
anount of resources that were not refreshed. The refresh period can
be refined using a sliding wi ndow al gorithm described in [ RVMD3].

The reserved resources for a particular flow can also be explicitly
rel eased froma PHB reservation state by neans of a intra-domain
RESERVE r el ease/tear nessage, which is generated by the Ingress QNEs.

The use of explicit rel ease enabl es the instantaneous rel ease of the
resources regardl ess of the length of the refresh period. This

all ows a | onger refresh period, which also reduces the nunber of
periodic refresh nessages.

Note that both in the case of neasurenent- and (per-flow and
aggregat ed) RMD reservation-based nethods, the way in which the

maxi mum bandwi dt h threshol ds are maintained is out of the
specification of this docunent. However, when admi ssion priorities
are supported, the Maxi mum Al l ocation [ RFC4125] or the Russian Dolls
[ RFC4127] bandwi dth allocation nodels MAY be used. 1In this case
three types of priority traffic classes within the sane PHB, e.g.
Expedi ted Forwardi ng, can be differentiated. These three different
priority traffic classes, which are associated with the same PHB, are
denoted in this docunent as PHB | ow priority, PHB normal priority,
and PHB high_priority, and are identified by the <PHB Cl ass> val ue
and the priority value, which is carried in the <Adm ssion Priority>
RVD- QSPEC par anet er.

4. 4. Transport of RVD QOSM Messages

As nentioned in Section 1, the RVD-QOSM ai ns to support a nunber of
additional requirenents, e.g., Mninal inpact on Interior node
performance. Therefore, RVD-QOSM i s designed to be very |ightweight
signaling with regard to the nunber of signaling nmessage round trips
and the amount of state established at involved signaling nodes with
and wi thout reduced state on QNEs. The actions allowed by a QNE
Interior node are mnimal (i.e., only those specified by the RVD

QM.
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For exanple, only the Q\NE Ingress and the QNE Egress nodes are
allowed to initiate certain signaling nessages. QNE Interior nodes
are, for exanple, allowed to nodify certain signaling nessage

payl oads. Moreover, RVD signaling is targeted towards intra-donain
signaling only. Therefore, RVMD-QOSMrelies on the security and
reliability support that is provided by the bound end-to-end session,
whi ch is runni ng between the boundaries of the RVD donain (i.e., the
RVMD- QOSM QNE Edges), and the security provided by the D-node. This

i mplies the use of the Datagram Mde.

Therefore, the intra-donmain nmessages used by the RVD- QOSM are
intended to operate in the NTLP/ G ST Dat agram node (see [ RFC5971]).
The NSLP functionality available in all RVD QOSM aware QoS- NSLP nodes
requires the intra-domain G ST, via the QoS-NSLP RVF APl see

[ RFC5974], to:

* operate in unreliable node. This can be satisfied by passing this
requirenment fromthe QoS-NSLP | ayer to the G ST layer via the API
Transfer-Attributes.

* not create a nessage association state. This requirenment can be
satisfied by a local policy, e.g., the Q\E is configured to not
Create a nmessage association state.

* not create any NTLP routing state by the Interior nodes. This can
be satisfied by passing this requirenent fromthe QS-NSLP | ayer to
the G ST |layer via the API. However, between the QNE Egress and
ONE Ingress routing states SHOULD be created that are associ ated
with intra-domain sessions and that can be used for the
conmmuni cati on of G ST Data nessages sent by a QNE Egress directly
to a QNE Ingress. This type of routing state associated with an
i ntra-domai n session can be generated and used in the follow ng
way:

* When the QNE Ingress has to send an initial intra-domai n RESERVE
message, the QoS-NSLP sends this nessage by including, in the G ST
APl SendMessage prinitive, the Unreliable and No security
attributes. In order to optimze this procedure, the RVD donmin
MJUST be engineered in such a way that G ST will piggyback this NSLP
message on a G ST Query nessage. Furthernore, G ST sets the Cflag
(C=1), see [RFC5971] and uses the Q@ node. The G ST functionality
in each QNE Interior node will receive the A ST Query nessage and
by using the RecvMessage A ST APl prinmitive it will pass the intra-
domai n RESERVE nessage to the QoS-NSLP functionality. At the sane
time, the A ST functionality uses the Routing-State-Check bool ean
to find out if the QoS-NSLP needs to create a routing state. The
QS-NSLP sets this boolean to inform d ST to not create a routing
state and to forward the G ST Query further downstreamwi th the
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nodi fi ed QoS- NSLP payl oad, which will include the nodified intra-
domai n RESERVE nessage. The intra-domain RESERVE is sent in the
same way up to the QNE Egress. The QNE Egress needs to create a
routing state.

Therefore, at the sane nonment that the G ST functionality passes
the intra-domai n RESERVE nessage, via the G ST RecvMessage
primtive, to the QoS-NSLP, the QS-NSLP sets the Routing-State-
Check bool ean such that a routing state is created. The G ST
creates the routing state using nornmal G ST procedures. After this
phase, the QNE Ingress and QNE Egress have, for the particul ar
session, routing states that can route traffic directly from Q\E
Ingress to QNE Egress and from QNE Egress to QNE I ngress. The
routing state at the Q\E Egress can be used by the QoS-NSLP and

G ST to send an intra-domai n RESPONSE or intra-domai n NOTI FY
directly to the QNE Ingress using G ST Data nmessages. Note that
this routing state is refreshed using normal QG ST procedures. Note
that in the above description, it is considered that the QNE

I ngress can piggyback the initial RESERVE (NSLP) nessage on the

G ST Query nessage. |f the piggybacking of this NSLP (initial
RESERVE) nessage woul d not be possible on the G ST Query nessage,
then the G ST Query message sent by the QNE I ngress node woul d not
contain any NSLP data. This G ST Query nmessage would only be
processed by the QNE Egress to generate a routing state.

After the QNE Ingress is informed that the routing state at the Q\E
Egress is initiated, it would have to send the initial RESERVE
message using simlar procedures as for the situation that it would
send an intra-domai n RESERVE nessage that is not an initial

RESERVE, see next bullet. This procedure is not efficient and
therefore it is RECOWENDED that the RVD donmain MUST be engi neered
in such a way that the G ST protocol |ayer, which is processed on a
Q\E I ngress, will piggyback an initial RESERVE (NSLP) nessage on a
G ST Query nessage that uses the Q node.

* When the QNE I ngress needs to send an intra-donai n RESERVE nessage
that is not an initial RESERVE, then the QoS-NSLP sends this
message by including in the A ST APl SendMessage prinitive such
attributes that the use of the Datagram Mdde is inplied, e.g., the
Unreliable attribute. Furthernore, the Local policy attribute is
set such that d ST sends the intra-domai n RESERVE nessage in a
Q node even if there is a routing state at the QNE Ingress. In
this way, the G ST functionality uses its local policy to send the
i ntra-domai n RESERVE nessage by piggybacking it on a G ST Data
nmessage and sending it in Qnode even if there is a routing state
for this session. The intra-domai n RESERVE nessage i s pi ggybacked
on the G ST Data nessage that is forwarded and processed by the QNE
Interior nodes up to the QNE Egress.
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The transport of the original (end-to-end) RESERVE nessage is
acconplished in the fol |l owi ng way:

At the QNE Ingress, the original (end-to-end) RESERVE nessage is
forwarded but ignored by the statel ess or reduced-state nodes, see
Fi gure 3.

The internmediate (Interior) nodes are bypassed using nultiple levels
of NSLPID val ues (see [ RFC5974]). This is acconplished by nmarking

t he end-to-end RESERVE nessage, i.e., nodifying the QoS-NSLP default
NSLPI D val ue to anot her NSLPI D predefined val ue.

The mar ki ng MJUST be acconplished by the Ingress by nodifying the
QoS _NSLP default NSLPID value to a NSLPID predefined value. In this
way, the Egress MJST stop this nmarking process by reassigning the
QS-NSLP default NSLPID value to the original (end-to-end) RESERVE
message. Note that the assignnment of these NSLPID values is a QS
NSLP i ssue, whi ch SHOULD be acconplished via | ANA [ RFC5974].

4.5. Edge Discovery and Message Addressing

Mai nly, the Egress node di scovery can be perforned by using either
the G ST di scovery nechani sm [ RFC5971], nmnual configuration, or any
ot her discovery technique. The addressing of signaling nessages
depends on which G ST transport node is used. The RVMD- QOSM QoS- NSLP
signaling messages that are processed only by the Edge nodes use the
peer - peer addressing of the G ST Connection (C) node.

RVMD- QOSM Q©S- NSLP si gnal i ng nmessages that are processed by all nodes
of the Diffserv donmain, i.e., Edges and Interior nodes, use the end-
to-end addressing of the G ST Datagram (D) node. Note that the RMD
QOSM cannot directly specify that the G ST Connection or the QST

Dat agr am node SHOULD be used. This can only be specified by using,
via the QoS-NSLP-RM- API, the G ST APl Transfer-Attributes, such as
Reliable or Unreliable, high or Iowlevel of security, and by the use
of local policies. RMD QoS signaling nessages that are addressed to
the data path end nodes are intercepted by the Egress nodes. In
particular, at the ingress and for downstreamintra-domai n nessages,
the RVMD-QOSM instructs the G ST functionality, via the QST APl to do
the foll ow ng:

* use unreliable and |l ow | evel security Transfer-Attributes,
* do not create a G ST routing state, and

* use the D-npbde MRl .
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The intra-domai n RESERVE nessages can then be transported by using
the Query D-node; see Section 4. 4.

At the QNE Egress, and for upstreamintra-domai n nessages, the RVD
QOSM instructs the A ST functionality, via the G ST APlI, to use anong
ot hers:

* unreliable and | ow | evel security Transfer-Attributes

* the routing state associated with the intra-domain session to send
an upstreamintra-domai n nessage directly to the QN\E I ngress; see
Section 4. 4.

4.6. Operation and Sequence of Events
4.6.1. Basic Unidirectional Operation

This section describes the basic unidirectional operation and
sequence of events/triggers of the RVD-QOSM The foll owi ng basic
operation cases are distinguished:

Successful reservation (Section 4.6.1.1),

Unsuccessful reservation (Section 4.6.1.2),

RVMD refresh reservation (Section 4.6.1.3),

RMD nodi fication of aggregated reservation (Section 4.6.1.4),
RMD rel ease procedure (Section 4.6.1.5.),

Severe congestion handling (Section 4.6.1.6.),

Adm ssion control using congestion notification based on probing
(Section 4.6.1.7.).

L

The QNEs at the Edges of the RVMD dommin support the RVD QoS Mdel and
end-to-end QoS Moddel s, which process the RESERVE nessage differently.

Note that the term end-to-end QS Mdel applies to any QoS Mdel that
is initiated and term nated outside the RVD- QOSM aware donai n.
However, there might be situations where a QS Mdel is initiated
and/ or term nated by the Q\NE Edges and is considered to be an end-to-
end QS Mddel. This can occur when the QNE Edges can al so operate as
either QNI or as QNR and at the sane tinme they can operate as either
sender or receiver of the data path.

It is inmportant to enphasize that the content of this section is used
for the specification of the followi ng RVD- QOSM QoS- NSLP si gnal i ng
schenes, when basic unidirectional operation is assuned:

* "per-flow congestion notification based on probing"

* "per-flow RVD NSI S neasurenent - based adni ssion control ";
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* "per-flow RVD reservation-based" in conbination with the "severe
congestion handling by the RVD-QOSM refresh" procedure

* "per-flow RVD reservation-based" in conbination with the "severe
congestion handling by proportional data packet marking" procedure;

* "per-aggregate RVD reservation-based" in conbination with the
"severe congestion handling by the RVD-QOSM refresh" procedure

* "per-aggregate RVD reservation-based" in conbination with the
"severe congestion handling by proportional data packet narking"
procedur e.

For nore details, please see Section 3.2.3.

In particular, the functionality described in Sections 4.6.1.1,
4.6.1.2, 4.6.1.3, 4.6.1.5, 4.6.1.4, and 4.6.1.6 applies to the RVD
reservation-based and to the NSI'S neasurenent-based admi ssion contro
nmet hods. The described functionality in Section 4.6.1.7 applies to

t he adni ssion control procedure that uses the congestion notification
based on probing. The QNE Edge nodes nmintain either per-flow QS-
NSLP operational and reservation states or aggregated QoS- NSLP
operational and reservation states.

When the QNE Edges nmintain aggregated QoS- NSLP operational and
reservation states, the RVD-QOSM functionality MAY acconplish an RVD
nmodi fication procedure (see Section 4.6.1.4), instead of the
reservation initiation procedure that is described in this
subsection. Note that it is RECOMWENDED that the OQNE inpl enentati ons
of RNVD- QOSM process the QS-NSLP signaling nessages with a higher
priority than data packets. This can be acconplished as described in
Section 3.3.4 of [RFC5974] and it can be requested via the QoS- NSLP-
RMF APl described in [ RFC5974]. The signaling scenarios described in
this section are acconplished using the QoS-NSLP processing rules
defined in [RFC5974], in conbination with the RV triggers sent via
the QoS- NSLP-RMF APl described in [ RFC5974].

According to Section 3.2.3, it is specified that only the "per-flow
RMD reservation-based" in conbination with the "severe congestion
handl i ng by proportional data packet marking" scheme MJST be

i npl emented within one RVD domain. However, all RVMD QNEs supporting
this specification MJUST support the conbination the "per-flow RVD
reservati on-based" in conbination with the "severe congestion
handl i ng by proportional data packet marking" scheme. |If the RWD
ONEs support nore RVMD- QOSM schenes, then the operator of that RMVD
domai n MUST preconfigure all the QNE Edge nodes within one domain
such that the <SCH> field included in the "PHR container” (Section
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4.1.2) and the "PDR Container" (Section 4.1.3) will always use the
sane val ue, such that within one RVD domain only one of the bel ow
descri bed RVMD- QOSM schenes is used at a tine.

Al'l QN\E nodes located within the RVD domain MIUST read and interpret
the <SCH> field included in the "PHR contai ner" before processing all
the other "PHR container" payload fields. Moreover, all ONE Edge
nodes | ocated at the boarder of the RVD donmmin, MJST read and
interpret the <SCH> field included in the "PDR container" before
processing all the other <PDR container> payload fields.

4.6.1.1. Successful Reservation

This section describes the operation of the RVD-QOSM where a
reservation is successfully acconplished.

The QNI generates the initial RESERVE nmessage, and it is forwarded by
the NTLP as usual [RFC5971].

4.6.1.1.1. Operation in Ingress Node

When an end-to-end reservation request (RESERVE) arrives at the

I ngress node (Q\E) (see Figure 8), it is processed based on the end-
to-end QS Mdel. Subsequently, the conbination of <TMOD- 1>, <PHB
O ass>, and <Admi ssion Priority> is derived fromthe <QS Desired>
object of the initial QSPEC.

The QNE Ingress MUST nmaintain informati on about the small est MU t hat
is supported on the links within the RVD domai n.

The <Maxi nrum Packet Size-1 (MPS)> value included in the end-to-end
QS Model <TMOD-1> paraneter is conpared with the snallest MIU val ue
that is supported by the links within the RVD domain. |[|f the

"Maxi mum Packet Size-1 (MPS)" is larger than this snmallest MU val ue
within the RVD donain, then the end-to-end reservation request is
rejected (see Section 4.6.1.1.2). Oherw se, the adni ssion process
cont i nues.

The <TMOD- 1> paraneter contained in the original initiator QSPEC is
mapped into the equival ent RVD- @spec <TMOD- 1> paraneter representing
only the peak bandwi dth in the | ocal RVD-QSPEC. This can be

acconpl i shed by setting the RVD- QSPEC <TMOD- 1> fields as foll ows:
token rate (r) = peak traffic rate (p), the bucket depth (b) = large,
and the mnimum policed unit (n) = 1arge.

Note that the bucket size, (b), is measured in bytes. Values of this

paraneter may range from1l byte to 250 gi gabytes; see [ RFC2215].
Thus, the maxi nrumvalue that (b) could be is in the order of 250
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gi gabytes. The minimumpoliced unit, [m, is an integer neasured in
bytes and nust be I ess than or equal to the Maxi mum Packet Size
(MPS). Thus, the maxi mumvalue that (n) can be is (MPS). [Part94]
and [ TaCh99] describe a method of cal culating the values of some
Token Bucket parameters, e.g., calculation of |arge values of (n) and
(b), when the token rate (r), peak rate (p), and MPS are known.

The <Peak Data Rate-1 (p)> value of the end-to-end QS Mdel <TMOD 1>
paranmeter is copied into the <Peak Data Rate-1 (p)> value of the
<Peak Data Rate-1 (p)> value of the | ocal RVD @pec <TMOD 1>.

The MPS val ue of the end-to-end QS Mdel <TMOD-1> paraneter is
copied into the MPS val ue of the |ocal RVD Qspec <TMOD- 1>.

If the initial QSPEC does not contain the <PHB C ass> paraneter, then
the selection of the <PHB Class> that is carried by the intra-domain
RVD- QSPEC is defined by a local policy simlar to the procedures

di scussed in [RFC2998] and [ RFC3175].

For exanple, in the situation that the initial QSPEC is used by the
IntServ Controlled Load QOSM then the Expedited Forwarding (EF) PHB
is appropriate to set the <PHB Cl ass> paraneter carried by the intra-
domai n RVMD- QSPEC (see [ RFC3175]).

If the initial QSPEC does not carry the <Admi ssion Priority>
paraneter, then the <Admission Priority> parameter in the RVD QSPEC
will not be populated. |If the initial QSPEC does not carry the
<Admi ssion Priority> paraneter, but it carries other priority
paraneters, then it is considered that Edges, as being statefu
nodes, are able to control the priority of the sessions that are
entering or leaving the RVD donain in accordance with the priority
paraneters

Note that the RMF reservation states (see Section 4.3) in the Q\E
Edges store the value of the <Admi ssion Priority> paraneter that is
used within the RVD domain in case of preenption and severe
congestion situations (see Section 4.6.1.6).

If the RVD domai n supports preenption during the admi ssion contro
process, then the QNE I ngress node can support the buil di ng bl ocks
specified in [RFC5974] and during the adm ssion control process use
t he exanpl e preenption handling al gorithm described in Appendix A 7.

Note that in the above described case, the Q\NE Egress uses, if

avail able, the tunneled initial priority paraneters, which can be
interpreted by the QNE Egress.

Bader, et al. Experi ment al [ Page 35]



RFC 5977 RVD- QOSM Cct ober 2010

If the initial QSPEC carries the <Excess Treatnent> paraneter, then
the QNE I ngress and QNE Egress nodes MUST control the excess traffic
that is entering or |leaving the RVD domain in accordance with the
<Excess Treatnent> paranmeter. Note that the RVD- QSPEC does not carry
t he <Excess Treatnent> paraneter.

If the requested <TMOD- 1> paraneter carried by the initial QSPEC
cannot be satisfied, then an end-to-end RESPONSE nessage has to be
generated. However, in order to deci de whether the end-to-end
reservation request was locally (at the QNE Ingress) satisfied, a

| ocal (at the QNE_Ingress) RVD- QOSM admi ssion control procedure al so
has to be perforned. |In other words, the RVD-Q0OSM functionality has
to verify whether the value included in the <Peak Data Rate-1 (p)>
field of RVMD- QOSM <TMOD- 1> can be reserved and stored in the RVD QOSM
reservation states (see Sections 4.6.1.1.2 and 4.3).

An initial QSPEC object MJST be included in the end-to-end RESPONSE
message. The paraneters included in the QSPEC <QS Reserved> obj ect
are copied fromthe original <QS Desired> val ues

The <E> flag associated with the QSPEC <QS Reserved> object and the
<E> flag associated with the | ocal RVD- QGSPEC <TMOD- 1> paraneter are
set. In addition, the <INFO SPEC> object is included in the end-to-
end RESPONSE nessage. The error code used by this <INFO SPECS is:

Error severity class: Transient Failure Error code val ue: Reservation
failure

Furthernmore, all of the other RESPONSE paraneters are set according
to the end-to-end QS Mdel or according to [ RFC5974] and [ RFC5975].

If the request was satisfied locally (see Section 4.3), the Ingress
QNE node generates two RESERVE nessages: one intra-domain and one
end-t o-end RESERVE nessage. Note however, that when the aggregated
QS- NSLP operational and reservation states are used by the OQNE

I ngress, then the generation of the intra-domai n RESERVE nessage
depends on the availability of the aggregated QoS- NSLP operationa
state. |If this aggregated QoS-NSLP operational state is avail able,
then the RVD nodification of aggregated reservations described in
Section 4.6.1.4 is used.

It is inportant to note that when the "per-flow RVD reservati on-
based" scenario is used within the RVD donain, the retransm ssion
within the RVD domai n SHOULD be disallowed. The reason for this is
related to the fact that the QNI Interior nodes are not able to
differentiate between a retransmitted RESERVE nessage associated with
a certain session and an initial RESERVE nessage bel ongi ng to anot her
session. However, the QNE Ingress have to report a failure situation
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upstream Wen the QNE I ngress transnits the (intra-donmain or end-
to-end) RESERVE with the <RI | > object set, it waits for a RESPONSE
fromthe Q\NE Egress for a QOSNSLP_REQUEST RETRY peri od.

If the QONE Ingress transnitted an intra-domain or end-to-end RESERVE
message with the <RI I> object set and it fails to receive the

associ ated intra-domain or end-to-end RESPONSE, respectively, after
t he QOSNSLP_REQUEST_RETRY period expires, it considers that the

reservation failed. 1In this case, the Q\E I ngress SHOULD generate an
end-t o- end RESPONSE nessage that will include, anbng others, an

<I NFO SPEC> obj ect. The error code used by this <INFO SPEC> obj ect
is:

Error severity class: Transient Failure
Error code val ue: Reservation failure

Furthernmore, all of the other RESPONSE paraneters are set according
to the end-to-end QS Mdel or according to [ RFC5974] and [ RFC5975].

Not e however, that if the retransnission within the RVD domain is not
di sal |l owed, then the procedure described in Appendix A 8 SHOULD be
used on Q\E Interior nodes; see also [Chan07]. |In this case, the
stateful QNE I ngress uses the retransm ssion procedure described in

[ RFC5974] .

If a rerouting takes place, then the stateful QNE Ingress is
followi ng the procedures specified in [ RFC5974].

At this point, the intra-domain and end-to-end operational states
MUST be initiated or nodified according to the REQU RED bi ndi ng
procedures. The way of how the BOUND- SESSION-IDs are initiated and
mai ntained in the intra-domain and end-to-end QoS- NSLP operationa
states is described in Sections 4.3.1 and 4. 3. 2.

These two nessages are bound together in the followi ng way. The end-
t 0-end RESERVE SHOULD contain, in the BOUND- SESSI ON-1 D, the SESSI O\
ID of its bound intra-domain session

Furthernmore, if the QNE Edge nodes mamintain intra-donain per-flow
QS-NSLP reservation states, then the val ue of Bi ndi ng_Code MJST be
set to code "Tunnel and end-to-end sessions” (see Section 4.3.2).

In addition to this, the intra-domain and end-to-end RESERVE nessages
are bound using the Message bindi ng procedure described in [ RFC5974].
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In particular the <MSG I D> object is included in the intra-donain
RESERVE nessage and its bound <BOUND- MSG-| D> object is carried by the
end-t o-end RESERVE nessage. Furthernore, the <Message_Bi ndi ng_Type>
flag is SET (value is 1), such that the nessage dependency is

bi di recti onal

If the QoS-NSLP Edges nmi ntain aggregated intra-donain QoS- NSLP
operational states, then the value of Binding Code MIUST be set to
code "Aggregated sessions"

Furthernmore, in this case, the retransm ssion within the RVD domain
is allowed and the procedures described in Appendi x A 8 SHOULD be
used on QNE Interior nodes. This is necessary due to the fact that
when retransni ssions are disall owed, then the associated with (mcro)
flows belonging to the aggregate will |oose their reservations. Note
that, in this case, the stateful QN\E Ingress uses the retransm ssion
procedure described in [ RFC5974].

The intra-donmai n RESERVE nessage is associated with the (local NTLP)
SESSI ON- |1 D nenti oned above. The selection of the IP source and IP
destination address of this nessage depends on how the different
inter-domain (end-to-end) flows are aggregated by the QNE | ngress
node (see Section 4.3.1). As described in Section 4.3.1, the Q\E
Edges mmintain either per-flow, or aggregated QoS- NSLP reservation
states for the RVMD QoS Model, which are identified by (local NTLP)
SESSI ON- |1 Ds (see [RFC5971]). Note that this NTLP SESSION-ID is a
different one than the SESSION-1D associated with the end-to-end
RESERVE nessage.

If no QoS-NSLP aggregation procedure at the QNE Edges is supported,
then the I P source and | P destination address of this nessage MJST be
equal to the I P source and I P destination addresses of the data flow
The intra-domai n RESERVE nmessage i s sent using the NTLP datagram node
(see Sections 4.4 and 4.5). Note that the d ST Datagram node can be
selected using the unreliable G ST APl Transfer-Attributes. In
addition, the intra-domai n RESERVE ( RVMD- QSPEC) nessage MJST include a
PHR cont ai ner (PHR_Resource_Request) and the RVD QOSM <QoS Desired>
obj ect.

The end-to-end RESERVE nessage includes the initial QSPEC and it is
sent towards the Egress ONE

Note that after conpleting the initial discovery phase, the G ST
Connecti on node can be used between the QNE | ngress and QNE Egress.
Note that the G ST Connecti on node can be selected using the reliable
G ST APl Transfer-Attributes.
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The end-to-end RESERVE nessage is forwarded using the G ST forwarding
procedure to bypass the Interior stateless or reduced-state Q\E
nodes; see Figure 8. The bypassing procedure is described in Section
4.4,

At the QNE Ingress, the end-to-end RESERVE nessage is narked, i.e.
nodi fying the QoS-NSLP default NSLPID val ue to another NSLPID
predefined value that will be used by the G ST nessage carrying the
end-t 0o- end RESPONSE nessage to bypass the QNE Interior nodes. Note
that the QNE Interior nodes (see [RFC5971]) are configured to handl e
only certain NSLP-1Ds (see [RFC5974]).

Furthernmore, note that the initial discovery phase and the process of
sendi ng the end-to-end RESERVE nessage towards the QNE Egress MAY be
done sinultaneously. This can be acconplished only if the G ST

i npl ementation is configured to performthat, e.g., via a loca
policy. However, the selection of the discovery procedure cannot be
sel ected by the RVD- QOSM

The (initial) intra-domai n RESERVE nessage MJUST be sent by the QNE
Ingress and it MJUST contain the follow ng values (see the QoS- NSLP-
RMF APl described in [ RFC5974]):

* the <RSN> object, whose value is generated and processed as
described in [ RFC5974];

* the <SCOPING> flag MUST NOT be set, neaning that a default
scopi ng of the nmessage is used. Therefore, the QNE Edges MJST
be configured as RVD boundary nodes and the QNE Interior nodes
MUST be configured as Interior (internmediary) nodes;

* the <RII> MJST be included in this nessage, see [ RFC5974];
* the <REPLACE> flag MJST be set to FALSE = O;

* The value of the <Message I D> value carried by the <MsG | D> obj ect
is set according to [ RFC5974]. The value of the
<Message Binding Type> is set to "1".

* the value of the <REFRESH PERI OD> obj ect MJST be cal cul ated and
set by the OQNE Ingress node as described in Section 4.6.1.3;

* the value of the <PACKET-CLASSI FI ER> object is associated with the
pat h- coupl ed routi ng Message Routing Message (MRM, since RVD QOSM
is used with the path-coupled MRM The flag that has to be set is
the <T> flag (traffic class) neaning that the packet
classification of packets is based on the <DSCP> val ue included in
the I P header of the packets. Note that the <DSCP> val ue used in

Bader, et al. Experi ment al [ Page 39]



RFC 5977 RVD- QOSM Cct ober 2010

Bader ,

the MRl can be derived by the value of <PHB O ass> paraneter,

whi ch MUST be carried by the intra-domai n RESERVE nessage. Note
that the QNE Ingress being a QNI for the intra-domain session it
can pass this value to G ST, via the G ST API.

the PHR resource units MJUST be included in the <Peak Data Rate-1
(p)> field of the lIocal RVD QGSPEC <TMOD- 1> paraneter of the <QS
Desi red> obj ect.

When the QNE Edges use per-flow intra-domain QoS-NSLP states, then
the <Peak Data Rate-1 (p)> value included in the initial QSPEC
<TMOD- 1> paraneter is copied into the <Peak Data Rate-1 (p)> val ue
of the | ocal RVD QSPEC <TMOD- 1> par anet er.

When the QNE Edges use aggregated intra-domain QoS- NSLP
operational states, then the <Peak Data Rate-1 (p)> value of the
| ocal RVD- QSPEC <TMOD- 1> par anet er can be obtai ned by using the
bandwi dt h aggregati on nmethod described in Section 4.3.1;

the val ue of the <PHB Cl ass> paraneter can be defined by using the
nmet hod of copying the <PHB Cl ass> paraneter carried by the initial
QSPEC into the <PHB Cl ass> carried by the RVD-QSPEC, which is
descri bed above in this subsection.

the val ue of the <Paraneter ID> field of the PHR contai ner MJUST be
set to "17", (i.e., PHR Resource_ Request).

the value of the <Admitted Hops> paraneter in the PHR contai ner
MUST be set to "1". Note that during a successful reservation,
each time an RVD- QOSM awar e node processes the RVD- QGSPEC, the
<Admi tted Hops> paraneter is increased by one.

the value of the <Hop_U> paraneter in the PHR contai ner MIUST be
set to "0".

the value of the <Max Admitted Hops> is set to "0".

If the initial QSPEC carried an <Admi ssion Priority> paraneter,
then this parameter SHOULD be copied into the RVD- QGSPEC and
carried by the (initiating) intra-domin RESERVE.

Note that for the RVMD-QOSM a reservation established wi thout an

<Admi ssion Priority> paraneter is equivalent to a reservation wth
<Adni ssion Priority> value of 1.

et al. Experi ment al [ Page 40]



RFC 5977 RVD- QOSM Cct ober 2010

Note that, in this case, each adnmission priority is associated
with a priority traffic class. The three priority traffic classes
(PHB_l ow priority, PHB normal _priority, and PHB_high_priority) MAY
be associated with the sane PHB (see Section 4.3.3).

* |In a single RVD domain case, the PDR container MAY not be included
in the nessage

Note that the intra-domai n RESERVE nessage does not carry the <BOUND-
SESSI ON-|1 D> object. The reason for this is that the end-to-end
RESERVE carries, in the <BOUND- SESSI ON-| D> obj ect, the <SESSI ON-| D>
val ue of the intra-donmain session

When an end-to-end RESPONSE nessage is received by the QNE I ngress
node, which was sent by a Q\E Egress node (see Section 4.6.1.1.3),
then it is processed according to [ RFC5974] and end-to-end QS Mdel
rul es.

When an intra-donmai n RESPONSE nessage is received by the QNE I ngress
node, which was sent by a QNE Egress (see Section 4.6.1.1.3), it uses
the QoS-NSLP procedures to natch it to the earlier sent intra-donmain
RESERVE nessage. After this phase, the RVD- QSPEC has to be
identified and processed.

The RVMD QOSM reservati on has been successful if the <M> bit carried
by the "PDR Container" is equal to "0" (i.e., not set).

Furt hernmore, the <INFO SPEC> object is processed as defined in the
QS- NSLP specification. In the case of successful reservation, the
<I NFO- SPEC> obj ect MJUST have the foll owi ng val ues:

Error severity class: Success
* Error code val ue: Reservation successfu

If the end-to-end RESPONSE nmessage has to be forwarded to a node
out si de the RVD- QOSM awar e donmin, then the val ues of the objects
contained in this nessage (i.e., <RII> <RSN>, <|NFO SPEC>, [<QSPEC>])
MUST be set by the QoS-NSLP protocol functions of the QNE. If an
end-to-end QUERY is received by the Q\E Ingress, then the sane
bypassi ng procedure has to be used as the one applied for an end-to-
end RESERVE nessage. In particular, it is forwarded using the G ST
forwardi ng procedure to bypass the Interior stateless or reduced-

st ate QNE nodes.
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4.6.1.

1.2. Qperation in the Interior Nodes

Each QNE Interior node MIST use the QoS-NSLP and RVD- QOSM par anet er s

of

the intra-domai n RESERVE (RVD- @GSPEC) nessage as foll ows (see QS-

NSLP- RMF APl described in [ RFC5974]):

*

Bader ,

the val ues of the <RSN>, <RI|>, <PACKET-CLASSI FlI ER>, <REFRESH
PERI OD>, objects MJST NOT be changed.

The Interior node is informed by the <PACKET- CLASSI FI ER> obj ect
that the packet classification SHOULD be done on the <DSCP> val ue.
The flag that has to be set in this case is the <T> flag (traffic
class). The value of the <DSCP> val ue MJST be obtained via the
MRl paraneters that the QoS-NSLP receives fromdST. A QNE
Interior MUST be able to associate the value carried by the RVD
QSPEC <PHB O ass> paraneter and the <DSCP> val ue obtai ned via

A ST. This is REQU RED, because there are situations in which the
<PHB O ass> paraneter is not carrying a <DSCP> value but a PHB ID
code, see Section 4.1.1.

the flag <REPLACE> MJST be set to FALSE = O;

when the RMD reservation-based net hods, described in Section 4.3.1
and 4.3.3, are used, the <Peak Data Rate-1 (p)> value of the loca
RVMD- QGSPEC <TMOD- 1> paraneter is used by the QNE Interior node for
adm ssion control. Furthernore, if the <Adm ssion Priority>
paraneter is carried by the RVD- QOSM <QoS Desired> object, then
this paranmeter is processed as described in the follow ng bullets.

in the case of the RWVD reservation-based procedure, and if these
resources are adnitted (see Sections 4.3.1 and 4.3.3), they are
added to the currently reserved resources. Furthernore, the val ue
of the <Adnitted Hops> paraneter in the PHR container has to be

i ncreased by one.

If the bandwidth all ocated for the PHB high priority traffic is
fully utilized, and a high priority request arrives, other
policies on allocating bandwi dth can be used, which are beyond the
scope of this docunent.

If the RVD domain supports preenption during the adm ssion contro
process, then the QNE Interior node can support the building

bl ocks specified in the [RFC5974] and during the adm ssion contro
process use the preenption handling algorithmspecified in
Appendi x A. 7.
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* in the case of the RVD neasurenent-based nmethod (see Section
4.3.2), and if the requested into the <Peak Data Rate-1 (p)> val ue
of the I ocal RVD QGSPEC <TMOD- 1> paraneter is adnmitted, using a
nmeasur enent - based adm ssion control (MBAC) algorithm then the
nunber of this resource will be used to update the MBAC al gorithm
according to the operation described in Section 4.3.2.

4.6.1.1.3. Operation in the Egress Node

When the end-to-end RESERVE nessage is received by the egress node,
it is only forwarded further, towards ONR, if the processing of the
i ntra-domai n RESERVE( RVD- QSPEC) nessage was successful at all nodes
in the RVMD domain. In this case, the QNE Egress MJST stop the
mar ki ng process that was used to bypass the QNE Interior nodes by
reassi gning the QS-NSLP default NSLPID value to the end-to-end
RESERVE nessage (see Section 4.4). Furthernore, the carried <BOUND
SESSI ON- |1 D> obj ect associated with the intra-domain session MIST be
renoved after processing. Note that the received end-to-end RESERVE
was tunneled within the RVMD domain. Therefore, the tunneled initial
QSPEC carried by the end-to-end RESERVE nessage has to be
processed/ set according to the [ RFC5975] specification

If a rerouting takes place, then the stateful QNE Egress is follow ng
the procedures specified in [ RFC5974].

At this point, the intra-domain and end-to-end operational states
MJUST be initiated or nodified according to the REQU RED bi ndi ng
pr ocedures.

The way in which the BOUND-SESSION-1Ds are initiated and nmi nt ai ned
in the intra-donmain and end-to-end QoS- NSLP operational states is
described in Sections 4.3.1 and 4. 3. 2.

If the processing of the intra-domai n RESERVE(RVD- QGSPEC) was not
successful at all nodes in the RVD domain, then the inter-domain
(end-to-end) reservation is considered to have fail ed.

Furthermore, if the initial QSPEC object used an object comnbination
of type 1 or 2 where the <QoS Available> is popul ated, and the intra-
domai n RESERVE( RVD- QGSPEC) was not successful at all nodes in the RVD
domai n MJUST be considered that the <QoS Available> is not satisfied
and that the inter-donmain (end-to-end) reservation is considered to
have fail ed.

Furthernmore, note that when the QNE Egress uses per-flow intra-domain
QS- NSLP operational states (see Sections 4.3.2 and 4.3.3), the Q\E
Egress SHOULD support the nessage bi nding procedure described in

[ RFC5974], which can be used to synchronize the arrival of the end-
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to-end RESERVE and the intra-donmai n RESERVE ( RVMD- @GSPEC) nessages, see
Section 5.7, and QoS-NSLP-RMF APl described in [RFC5974]. Note that
the intra-domai n RESERVE nessage carries the <M5SG I D> object and its
bound end-to-end RESERVE nessage carries the <BOUND- MSG | D> obj ect.
Both these objects carry the <Message_ Binding_Type> flag set to the
value of "1". If these two nessages do not arrive during the tine
defined by the MsglDWait tiner, then the reservation is considered to
have failed. Note that the tinmer has to be preconfigured and it has
to have the sanme value in the RVD domain. |In this case, an end-to-
end RESPONSE nessage, see (QS-NSLP-RMF APl described in [ RFC5974], is
sent towards the QNE Ingress with the foll owi ng <I NFO SPEC> val ues:

Error class: Transient Failure
Error code: M smatch synchronization between end-to-end RESERVE
and intra-domai n RESERVE

When the intra-domai n RESERVE (RVD- QSPEC) is received by the Q\E
Egress node of the session associated with the intra-donain
RESERVE( RVMD- QGSPEC) (the PHB session) with the session included in its
<BOUND- SESSI ON- | D> obj ect MJUST be bound according to the
specification given in [RFC5974]. The SESSION-1D included in the
BOUND- SESSI ON- 1 D paraneter stored in the intra-domain QoS- NSLP
operational state object is the SESSION-ID of the session associated
with the end-to-end RESERVE nessage(s). Note that if the QNE Edge
nodes nmintain per-flow intra-donmain QoS-NSLP operational states,
then the value of Binding Code = (Tunnel and end-to-end sessions) is
used. |If the QNE Edge nodes mmintain per-aggregated QoS-NSLP intra-
domai n reservation states, then the value of Binding Code =
(Aggregat ed sessions), see Sections 4.3.1 and 4. 3. 2.

If the RVD donai n supports preenption during the adnission contro
process, then the QNE Egress node can support the building bl ocks
specified in the [ RFC5974] and during the admni ssion control process
use the exanpl e preenption handling al gorithm described in Appendi x
A 7.

The end-to-end RESERVE nessage i s generated/forwarded further
upstream according to the [ RFC5974] and [ RFC5975] specifications.
Furt hernmore, the <B> (BREAK) QS-NSLP flag in the end-to-end RESERVE
message MJST NOT be set, see the QoS-NSLP-RMF APl described in QoS-
NSLP.
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Fi gure 8: Basic operation of successful reservation procedure
used by the RVD- QOSM

The QNE Egress MJST generate an intra-donai n RESPONSE ( RVD- spec)
message. The intra-domai n RESPONSE ( RMD- QGSPEC) nmessage MJUST be sent
to the Q\E Ingress node, i.e., the previous stateful hop by using the
procedures described in Sections 4.4 and 4.5.

The val ues of the RVD-QSPEC that are carried by the intra-domain
RESPONSE nessage MJUST be used and/or set in the follow ng way (see
the QoS- NSLP-RMF APl described in [ RFC5974]):

* the <RI|> object carried by the intra-donmai n RESERVE nessage, see
Section 4.6.1.1.1, has to be copied and carried by the intra-
domai n RESPONSE nessage

* the value of the <Paraneter ID> field of the PDR contai ner MJST be
set to "23" (i.e., PDR_Reservation_Report);

* the value of the <M> field of the PDR contai ner MUST be equal to
t he val ue of the <M> paraneter of the PHR container that was
carried by its associated intra-donmai n RESERVE( RVMD- GSPEC) nessage.
This is REQUI RED since the value of the <M> paraneter is used to
indicate the status if the RVD reservation request to the Ingress
Edge.
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I f the binding between the intra-donain session and the end-to-end
session uses a Binding Code that is (Aggregated sessions), and there
i s no aggregated QoS-NSLP operational state associated with the

i ntra-domain session available, then the RVD nodification of
aggregated reservation procedure described in Section 4.6.1.4 can be
used.

If the QONE Egress receives an end-to-end RESPONSE nessage, it is
processed and forwarded towards the QNE Ingress. |In particular, the
non-default values of the objects contained in the end-to-end
RESPONSE nessage MJUST be used and/or set by the QNE Egress as follows
(see the QoS- NSLP-RMF APl described in [ RFC5974]):

* the values of the <RII> <RSN>, <|NFO SPEC>, [<QSPEC>] objects are
set according to [ RFC5974] and/or [RFC5975]. The <I NFO SPEC>
obj ect SHOULD be set by the QoS-NSLP functionality. |In the case
of successful reservation, the <INFO SPEC> obj ect SHOULD have the
foll owi ng val ues:

Error severity class: Success Error code value: Reservation
successf ul

* furthernore, an initial QSPEC object MJST be included in the end-
t o-end RESPONSE nessage. The paraneters included in the QSPEC
<QoS Reserved> object are copied fromthe original <QS Desired>
val ues.

The end-to-end RESPONSE nessage is delivered as normal, i.e., is
addressed and sent to its upstream QoS- NSLP nei ghbor, i.e., the Q\E
I ngress node.

Note that if a QNE Egress receives an end-to-end QUERY that was
bypassed t hrough the RVD domain, it MJST stop the marking process
that was used to bypass the QNE Interior nodes. This can be done by
reassi gning the QS-NSLP default NSLPID value to the end-to-end QUERY
nmessage; see Section 4.4,

4.6.1.2. Unsuccessful Reservation

Thi s subsection describes the operation where a request for
reservati on cannot be satisfied by the RVD QOSM

The QNE Ingress, the QNE Interior, and QNE Egress nodes process and
forward the end-to-end RESERVE nessage and the intra-domain

RESERVE( RVD- @SPEC) nessage in a sinmlar way, as specified in Section
4.6.1.1. The main difference between the unsuccessful operation and
successful operation is that one of the QNE nodes does not admt the
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request, e.g., due to lack of resources. This also neans that the
QNE Edge node MUST NOT forward the end-to-end RESERVE nessage towards
the QNR node.

Note that the described functionality applies to the RVD reservati on-
based nethods (see Sections 4.3.1 and 4.3.2) and to the NSI S
measur enent - based admi ssion control nethod (see Section 4.3.2).

The QNE Edge nodes nmintain either per-flow QoS NSLP reservation
states or aggregated QoS-NSLP reservation states. Wen the Q\E Edges
mai nt ai n aggregat ed QoS- NSLP reservation states, the RVD QOSM
functionality MAY acconplish an RVD nodification procedure (see
Section 4.6.1.4), instead of the reservation initiation procedure
that is described in this subsection

4.6.1.2.1. Qperation in the Ingress Nodes

When an end-to-end RESERVE nessage arrives at the QNE Ingress and if
(1) the "Maxi mum Packet Size-1 (MPS)" included in the end-to-end QS
Model <TMOD-1> is larger than this smallest MU value within the RVD
domain or (2) there are no resources avail able, the QNE I ngress MJST
reject this end-to-end RESERVE nessage and send an end-to-end
RESPONSE nessage back to the sender, as described in the QS-NSLP
specification, see [ RFC5974] and [ RFC5975].

When an end-to-end RESPONSE nessage is received by an | ngress node
(see Section 4.6.1.2.3), the values of the <RII> <RSN>, <I|NFO SPEC>,
and [ <QSPEC>] objects are processed according to the QoS- NSLP

pr ocedures.

If the end-to-end RESPONSE nessage has to be forwarded upstreamto a
node outside the RVD- QOSM aware donmin, then the val ues of the
objects contained in this nessage (i.e., <RII<, <RSN>, <INFO SPEC>,

[ <@SPEC>]) MUIST be set by the QoS-NSLP protocol functions of the QNE

When an intra-donmai n RESPONSE nessage is received by the QNE I ngress
node, which was sent by a Q\NE Egress (see Section 4.6.1.2.3), it uses
the QoS- NSLP procedures to nmatch it to the intra-domai n RESERVE
nmessage that was previously sent. After this phase, the RVD QSPEC
has to be identified and processed. Note that, in this case, the RV
Resour ce Managenent Function (RMF) is notified that the reservation
has been unsuccessful, by reading the <M> paraneter of the PDR
container. Note that when the Q\NE Edges mmintain a per-flow QS-NSLP
reservation state, the RVMD-QOSM functionality, has to start an RVD
rel ease procedure (see Section 4.6.1.5). Wen the QNE Edges nmi ntain
aggregated QoS-NSLP reservation states, the RVD-QOSM functionality
MAY start an RVD nodification procedure (see Section 4.6.1.4).
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4.6.1.2.2. Qperation in the Interior Nodes

In the case of the RMVMD reservation-based scenario, and if the intra-
domai n reservation request is not admtted by the QNE Interior node,
then the <Hop_U> and <M> paraneters of the PHR contai ner MIST be set
to "1". The <Admitted Hops> counter MJST NOT be increased.

Mor eover, the value of the <Max Adnitted Hops> counter MJST be set
equal to the <Admitted Hops> val ue.

Furt hernmore, the <E> flag associated with the QSPEC <QS Desired>
object and the <E> flag associated with the | ocal RVD QSPEC <TMOD- 1>
paraneter SHOULD be set. 1In the case of the RVD neasurenent-based
scenario, the <M> paraneter of the PHR contai ner MJST be set to "1".
Furt hernmore, the <E> flag associated with the QSPEC <QS Desired>
object and the <E> flag associated with the | ocal RVD QSPEC <TMOD- 1>
paranmeter SHOULD be set. Note that the <M> flag seens to be set in a
simlar way to the <E> flag used by the | ocal RVD QSPEC <TMOD- 1>
paraneter. However, the ways in which the two flags are processed by
a ONE are different.

In general, if a QNE Interior node receives an RVD- QSPEC <TMOD- 1>
paraneter with the <E> flag set and a PHR contai ner type
"PHR_Resource_Request”, with the <M> paraneter set to "1", then this
"PHR Contai ner" and t he RVD- QOSM <QoS Desi red> object) MJST NOT be
processed. Furthernore, when the <K> paraneter that is included in
the "PHR Container" and carried by a RESERVE nessage is set to "1",
then this "PHR Container" and the RVD- QOSM <QoS Desired> object) MJIST
NOT be processed.

4.6.1.2.3. Qperation in the Egress Nodes

In the RVD reservation-based (Section 4.3.3) and RVD NSI S
nmeasur enent - based scenarios (Section 4.3.2), when the <M> marked

i ntra-domai n RESERVE(RVD- QSPEC) is received by the QNE Egress node
(see Figure 9), the session associated with the intra-domain
RESERVE( RVD- QGSPEC) (the PHB session) and the end-to-end session MJST
be bound.

Moreover, if the initial QSPEC object (used by the end-to-end QS
Model ) used an object conbination of type 1 or 2 where the <QS

Avai |l abl e> i s popul ated, and the intra-domai n RESERVE( RVD- GSPEC) was
not successful at all nodes in the RVD donain, i.e., the intra-donain
RESERVE( RVMD- QGSPEC) nessage is nmarked, it MJST be considered that the
<QoS Avail able> is not satisfied and that the inter-domain (end-to-
end) reservation is considered as to have fail ed.

Bader, et al. Experi ment al [ Page 48]



RFC 5977 RVD- QOSM Cct ober 2010

When the QNE Egress uses per-flow intra-domain QoS- NSLP operationa
states (see Sections 4.3.2 and 4.3.3), then the QNE Egress node MJST
generate an end-to-end RESPONSE nessage that has to be sent to its
previ ous stateful QoS-NSLP hop (see the QoS-NSLP-RMF APl described in
[ RFC5974]).

* the values of the <RII> <RSN> and <I NFO- SPEC> obj ects are set by
the standard QoS- NSLP protocol functions. 1In the case of an
unsuccessful reservation, the <I NFO SPEC> object SHOULD have the
foll owi ng val ues:

Error severity class: Transient Failure
Error code val ue: Reservation failure

The QSPEC that was carried by the end-to-end RESERVE nessage t hat
bel ongs to the sane session as this end-to-end RESPONSE nessage is
included in this nessage.

In particular, the paraneters included in the QSPEC <QS Reserved>
obj ect of the end-to-end RESPONSE nessage are copied fromthe initia
<QoS Desired> values included in its associ ated end-to-end RESERVE
message. The <E> flag associated with the QSPEC <QQ@S Reserved>
object and the <E> flag associated with the <TMOD- 1> par aneter
included in the end-to-end RESPONSE are set.

In addition to the above, simlar to the successful operation, see
Section 4.6.1.1.3, the Q\E Egress MJST generate an intra-domain
RESPONSE nessage that has to be sent to its previous stateful QS
NSLP hop.

The val ues of the <RI I> <RSN> and <I NFO- SPEC> obj ects are set by the
standard QoS-NSLP protocol functions. |In the case of an unsuccessfu
reservation, the <INFO SPEC> object SHOULD have the follow ng val ues
(see the QoS-NSLP-RMF APl described in [ RFC5974]):

Error severity class: Transient Failure
Error code val ue: Reservation failure
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Figure 9: Basic operation during unsuccessful reservation
initiation used by the RVD QOSM

The val ues of the RVD- QGSPEC MJST be used and/or set in the follow ng
way (see the QoS-NSLP-RMF APl described in [ RFC5974]):

* the value of the <PDR Control Type> of the PDR container MJST be
set to "23" (PDR_Reservation_Report);

* the value of the <Max Adnmitted Hops> paraneter of the PHR
contai ner included in the received <M> nmarked intra-donmai n RESERVE
(RVD- @SPEC) MUST be included in the <Max Admitted Hops> paraneter
of the PDR cont ai ner;

* the value of the <M> paraneter of the PDR container MJST be "1".
4.6.1.3. RMD Refresh Reservation

In the case of the RMD nmeasurenent-based nmet hod, see Section 4.3.2,

QoS- NSLP reservation states in the RVD domain are not typically

mai nt ai ned, therefore, this nethod typically does not use an intra-
domai n refresh procedure.
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However, there are neasurenent-based optim zation schenes, see
[GTs03], that MAY use the refresh procedures described in Sections
4.6.1.3.1 and 4.6.1.3.3. However, this measurenent-based

optim zation schene can only be applied in the RVD domain if the QNE
Edges are configured to performintra-domain refresh procedures and
if all the Q\E Interior nodes are configured to performthe
measur enent - based optim zation schenes.

In the description given in this subsection, it is assumed that the
RMD neasur enent - based schene does not use the refresh procedures

When the QNE Edges naintain aggregated or per-flow QoS- NSLP
operational and reservation states (see Sections 4.3.1 and 4. 3. 3),
then the refresh procedures are very sinilar. |f the RESERVE
nmessages arrive within the soft state tineout period, the
correspondi ng nunber of resource units are not renmoved. However, the
transm ssion of the intra-domain and end-to-end (refresh) RESERVE
nmessage are not necessarily synchronized. Furthernore, the
generation of the end-to-end RESERVE nessage, by the Q\E Edges,
depends on the locally maintained refreshed interval (see [RFC5974]).

4.6.1.3.1. Qperation in the Ingress Node

The I ngress node MIST be able to generate an intra-domain (refresh)
RESERVE( RVMD- QGSPEC) at any tinme defined by the refresh period/tiner
Bef ore generating this nessage, the RVD QoS signaling node
functionality is using the RMD traffic class (PHR) resource units for
refreshing the RVMD traffic class state.

Note that the RVD traffic class refresh periods MJST be equal in al
ONE Edge and QNE Interior nodes and SHOULD be snaller (default: nore
than two tines smaller) than the refresh period at the Q\E I ngress
node used by the end-to-end RESERVE nessage. The intra-domain
RESERVE ( RMD- @GSPEC) nessage MJST incl ude an RVD- QOSM <(QoS Desi red>
and a PHR container (i.e., PHR Refresh_Update).

An exanpl e of this refresh operation can be seen in Figure 10.
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QNE( | ngr ess) QNE(I nterior) QNE(I nterior) QNE( Egr ess)
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| |
| RESERVE( RVD- QSPEC) |
|- -e e >

Fi gure 10: Basic operation of RVD-specific refresh procedure

Most of the non-default values of the objects contained in this
message MJST be used and set by the QNE Ingress in the sane way as
described in Section 4.6.1.1. The follow ng objects are used and/or
set differently:

* the PHR resource units MJST be included in the <Peak Data Rate-1
(p)> field of the Iocal RVD- QGSPEC <TMOD- 1> paraneter. The <Peak
Data Rate-1 (p)> field value of the |local RVD- QGSPEC <TMOD- 1>
par anet er depends on how the different inter-donain (end-to-end)
flows are aggregated by the QNE Ingress node (e.g., the sumof all
the PHR-requested resources of the aggregated flows); see Section
4.3.1. If no QoS-NSLP aggregation is acconplished by the QNE
I ngress node, the <Peak Data Rate-1 (p)> value of the |ocal RMD
QSPEC <TMOD- 1> paraneter SHOULD be equal to the <Peak Data Rate-1
(p)> value of the local RVD QGSPEC <TMOD- 1> paraneter of its
associ ated new (initial) intra-donmai n RESERVE ( RMD- GSPEC) nessage;
see Section 4.3.3.

* the value of the Container field of the <PHR Contai ner> MJST be
set to "19", i.e., "PHR Refresh_Update"

Wien the intra-domai n RESPONSE ( RMD- QSPEC) nessage (see Section
4.6.1.3.3), is received by the QNE I ngress node, then

* the values of the <RII> <RSN>, <INFO SPEC>, and [ RFC5975] objects
are processed by the standard QoS-NSLP protocol functions (see
Section 4.6.1.1);

* the "PDR Container" has to be processed by the RVD QOSM
functionality in the QNE Ingress node. The RVD-QOSM functionality
is notified by the <PDR M> paraneter of the PDR container that the
refresh procedure has been successful or unsuccessful. Al
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sessions associated with this RVD-specific refresh session MJUST be
i nfornmed about the success or failure of the refresh procedure.
(When aggregated QoS- NSLP operational and reservation states are
used (see Section 4.3.1), there will be nore than one session.)

In the case of failure, the QNE Ingress node has to generate (in a
standard QoS-NSLP way) an error end-to-end RESPONSE nessage t hat
will be sent towards the QNI

4.6.1.3.2. Operation in the Interior Node

The intra-domai n RESERVE (RVD- QGSPEC) nessage is received and
processed by the QNE Interior nodes. Any QNE Edge or QNE Interior
node that receives a <PHR Refresh_Update> field MJST identify the
traffic class state (PHB) (using the <PHB O ass> paraneter). Most of
the paranmeters in this refresh intra-domin RESERVE ( RVD- QSPEC)
message MJST be used and/or set by a Q\NE Interior node in the sane
way as described in Section 4.6.1.1.

The followi ng objects are used and/or set differently:

* the <Peak Data Rate-1 (p)> value of the | ocal RVD QSPEC <TMOD- 1>
paraneter of the RVD QOSM <(QoS Desired> is used by the Q\E
Interior node for refreshing the RVMD traffic class state. These
resources (included in the <Peak Data Rate-1 (p)> value of |oca
RVMD- QGSPEC <TMOD-1>), if reserved, are added to the currently
reserved resources per PHB and therefore they will becone a part
of the per-traffic class (PHB) reservation state (see Sections
4.3.1 and 4.3.3). |If the refresh procedure cannot be fulfilled
then the <M> and <S> fields carried by the PHR contai ner MIST be
set to "1".

* furthernore, the <E> flag associated with <QS Desired> object and
the <E> flag associated with the | ocal RVD QSPEC <TMOD- 1>
par amet er SHOULD be set.

Any PHR contai ner of type "PHR Refresh Update", and its associ ated

| ocal RMD- QSPEC <TMOD- 1>, whether or not it is nmarked and i ndependent
of the <E> flag value of the local RVD-QSPEC <TMOD- 1> paraneter, is
al ways processed, but narked bits are not changed.

4.6.1.3.3. Qperation in the Egress Node
The intra-donmai n RESERVE( RMD- QSPEC) nessage is received and processed
by the QNE Egress node. A new intra-donai n RESPONSE ( RVD- QSPEC)

nmessage i s generated by the QNE Egress node and MJST include a PDR
(type PDR _Refresh_Report).
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The (refresh) intra-domai n RESPONSE ( RMD- QGSPEC) nessage MJST be sent

to the Q\E Ingress node, i.e., the previous stateful hop. The
(refresh) intra-domai n RESPONSE ( RVD- QGSPEC) nessage MUST be
explicitly routed to the QNE I ngress node, i.e., the previous

stateful hop, using the procedures described in Section 4.5.

* the values of the <RI I> <RSN>, and <l NFO SPEC> objects are set by
the standard QoS- NSLP protocol functions, see [RFC5974].

* the value of the <PDR Control Type> paraneter of the PDR container
MUST be set "24" (i.e., PDR Refresh_Report). |In case of
successful reservation, the <I NFO- SPEC> obj ect SHOULD have the
foll owi ng val ues:

Error severity O ass: Success
Error code val ue: Reservation successf ul

* |In the case of unsuccessful reservation the <I NFO SPEC> obj ect
SHOULD have the follow ng val ues

Error severity class: Transient Failure
Error code val ue: Reservation failure

The RVD- QSPEC that was carried by the intra-domai n RESERVE bel ongi ng
to the sane session as this intra-domain RESPONSE is included in the
i ntra-domai n RESPONSE nessage. The paraneters included in the QSPEC
<QoS Reserved> object are copied fromthe original <QS Desired>
values. |If the reservation is unsuccessful, then the <E> flag

associ ated with the QSPEC <QoS Reserved> object and the <E> fl ag
associated with the | ocal RVD- GSPEC <TMOD- 1> paraneter are set.
Furthernmore, the <M> and <S> PDR container bits are set to "1".

4.6.1.4. RMD Modification of Aggregated Reservations

In the case when the QNE Edges nmmi ntain QoS- NSLP-aggr egat ed
operational and reservation states and the aggregated reservation has
to be nodified (see Section 4.3.1) the follow ng procedure is
appl i ed:

* \When the nodification request requires an increase of the reserved
resources, the QNE I ngress node MJST include the correspondi ng
value into the <Peak Data Rate-1 (p)> value of the | ocal RVD QSPEC
<TMOD- 1> paraneter of the RVD QOSM <QoS Desired>, which is sent
together with a "PHR Resource_ Request" control information. |If a
QNE Edge or Q\NE Interior node is not able to reserve the nunber of
requested resources, the "PHR Resource_Request" that is associated
with the | ocal RVD- QGSPEC <TMOD- 1> paraneter MJST be <M> mar ked
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i.e., the <M> bit is set to the value of "1". In this situation
the RVD-specific operation for unsuccessful reservation will be
applied (see Section 4.6.1.2).

* \When the nodification request requires a decrease of the reserved
resources, the QNE I ngress node MJST include this value into the
<Peak Data Rate-1 (p)> value of the | ocal RVD QGSPEC <TMOD- 1>
paraneter of the RVD- QOSM <QoS Desired>. Subsequently, an RVD
rel ease procedure SHOULD be acconplished (see Section 4.6.1.5).
Note that if the conplete bandw dth associated with the aggregated
reservation maintained at the QNE I ngress does not have to be
rel eased, then the <TEAR> flag MJST be set to OFF. This is
because the NSLP operational states associated with the aggregated
reservation states at the Edge QNEs MJST NOT be turned off.
However, if the conplete bandw dth associated with the aggregated
reservati on maintained at the QNE I ngress has to be rel eased, then
the <TEAR> flag MJST be set to ON

It is inmportant to enphasize that this RVD nodification schene only
applies to the foll owing two RVD QOSM schenes:

* "per-aggregate RVD reservation-based" in conbination with the
"severe congestion handling by the RVD-QOSM refresh” procedure;

* "per-aggregate RVD reservation-based" in conbination with the
"severe congestion handling by proportional data packet narking"
procedur e.

4.6.1.5. RVMD Rel ease Procedure

This procedure is applied to all RVD nechanisns that naintain
reservation states. |If a refresh RESERVE nessage does not arrive at
a Q\E Interior node within the refresh timeout period, then the
bandwi dth requested by this refresh RESERVE nessage i s not updated.
This means that the reserved bandw dth associated with the reduced
state is decreased in the next refresh period by the anount of the
correspondi ng bandwi dth that has not been refreshed, see Section

4, 3. 3.

This soft state behavior provides certain robustness for the system
ensuring that unused resources are not reserved for a long tine.
Resources can be renoved by an explicit release at any tine.

However, in the situation that an end-to-end (tear) RESERVE is
retransmtted (see Section 5.2.4 in [ RFC5974]), then this nessage
MJUST NOT initiate an intra-domain (tear) RESERVE nessage. This is
because the amount of bandwidth within the RVD donmain associated wth

Bader, et al. Experi ment al [ Page 55]



RFC 5977 RVD- QOSM Cct ober 2010

the (tear) end-to-end RESERVE has al ready been rel eased, and
therefore, this amount of bandwidth within the RVD donmain MUST NOT
once agai n be rel eased.

When the RVD-RMF of a QNE Edge or OQNE Interior node processes a

"PHR Rel ease_Request" PHR container, it MJST identify the <PHB O ass>
paraneter and estinmate the tinme period that el apsed after the
previous refresh, see also Section 3 of [CsTa05].

This MAY be done by indicating the tine lag, say "T_Lag", between the
| ast sent "PHR Refresh_Update" and the "PHR Rel ease_Request” control
i nformati on container by the QNE I ngress node, see [ RVDl] and

[ CsTa05] for nore details. The value of "T Lag" is first normalized
to the length of the refresh period, say "T_period". The ratio
between the "T_Lag" and the length of the refresh period, "T_period"
is calculated. This ratio is then introduced into the <Tine Lag>
field of the "PHR Rel ease_Request”. When the above nentioned
procedure of indicating the "T _Lag" is used and when a node (QNE
Egress or QNE Interior) receives the "PHR Rel ease_Request" PHR
container, it MJST store the arrival time. Then, it MJST cal cul ate
the time difference, "T_diff", between the arrival tine and the start
of the current refresh period, "T _period". Furthernore, this node
MUST derive the value of the "T_Lag", fromthe <Tine Lag> paraneter.
"T Lag" can be found by multiplying the value included in the <Tine
Lag> paraneter with the length of the refresh period, "T period". |If
the derived time lag, "T_Lag", is smaller than the calculated tine
difference, "T_diff", then this node MJST decrease the PHB
reservation state with the nunmber of resource units indicated in the
<Peak Data Rate-1 (p)> field of the | ocal RVD QSPEC <TMOD- 1>
paraneter of the RVD- QOSM <QoS Desired> that has been sent together
with the "PHR Rel ease_Request" "PHR Contai ner", but not bel ow zero.

An RMD-specific rel ease procedure can be triggered by an end-to-end
RESERVE with a <TEAR> flag set to ON (see Section 4.6.1.5.1), or it
can be triggered by either an intra-domai n RESPONSE, an end-to-end
RESPONSE,

or an end-to-end NOTIFY nessage that includes a narked (i.e., PDR
<M> and/or PDR <S> paraneters are set to O\N) "PDR Reservation_Report"
or "PDR _Congestion_Report" and/or an <INFO SPEC> obj ect.

4.6.1.5.1. Triggered by a RESERVE Message

This RVD-explicit rel ease procedure can be triggered by a tear
(<TEAR> flag set to ON) end-to-end RESERVE nessage. Wen a tear
(<TEAR> flag set ON) end-to-end RESERVE nessage arrives to the Q\E

I ngress, the QNE I ngress node SHOULD process the nmessage in a
standard QoS-NSLP way (see [RFC5974]). |In addition to this, the RVD
RVF is notified, as specified in [ RFC5974].
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Li ke the scenario described in Section 4.6.1.1., a bypassing
procedure has to be initiated by the Q\E | ngress node. The bypassing
procedure is performed according to the description given in Section
4.4. At the ONE Ingress, the end-to-end RESERVE nessage i s marked,
i.e., nodifying the QoS-NSLP default NSLPID val ue to another NSLPID
predefined value that will be used by the G ST nessage that carries
the end-to-end RESERVE nessage to bypass the QNE Interior nodes.

Before generating an intra-domain tear RESERVE, the RVD-QOSM has to
rel ease the requested RVD- QOSM bandwi dth fromthe RVD traffic class
state maintained at the QNE I ngress.

This can be achieved by identifying the traffic class (PHB) and then
subtracting the anbunt of RMD traffic class requested resources,
included in the <Peak Data Rate-1 (p)> field of the | ocal RVD QSPEC
<TMOD- 1> paraneter, fromthe total reserved amount of resources
stored in the RVD traffic class state. The <Time Lag> is used as
explained in the introductory part of Section 4.6.1.5.

QNE( I ngress) QNE(I nterior) QNE(I nterior) QNE( Egr ess)
NTLP st at ef ul NTLP st at el ess NTLP st at el ess NTLP st at ef ul

| | | |
RESERVE | | |
--->| | | RESERVE |

------------------------------------------------------------ >|

| RESERVE( RVD- QSPEC: Tear =1) | |

R R RRERREEEE > |

| | RESERVE( RVD- QSPEC: Tear =1) |

| |- >] |

| | RESERVE( RVD- QSPEC: Tear =1)

| | |- >

| | | RESERVE

| |

| |-->

Figure 11: Explicit release triggered by RESERVE used by the
RVD- QOSM

After that, the REQU RED bandwi dth is rel eased fromthe RVD QOSM
traffic class state at the QN\E Ingress, an intra-domai n RESERVE ( RVD-
QOSM nessage has to be generated. The intra-domai n RESERVE ( RVD-
QSPEC) nmessage MUJST include an <RVD Q©S obj ect conbination> field and
a PHR container, (i.e., "PHR Rel ease Request") and it MAY include a
PDR container, (i.e., PDR Release Request). An exanple of this
operation can be seen in Figure 11.
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Most of the non-default values of the objects contained in the tear

i ntra-domai n RESERVE nessage are set by the QNE I ngress node in the

sane way as described in Section 4.6.1.1. The follow ng objects are
set differently (see the QoS- NSLP-RWVF APl described in [ RFC5974]):

*  The <RIl > object MJUST NOT be included in this nessage. This is
because the QNE I ngress node does not need to receive a response
fromthe QNE Egress node;

* if the release procedure is not applied for the RVD nodification
of aggregated reservation procedure (see Section 4.6.1.4), then
the <TEAR> flag MUST be set to ON

* the PHR resource units MJST be included into the <Peak Data Rate-1
(p)> val ue of the local RVD- QSPEC <TMOD- 1> par aneter of the RVMD-
QOSM <QoS Desi red>;

* the value of the <Admitted Hops> paraneter MJST be set to "1"

* the value of the <Tinme Lag> paraneter of the PHR container is
cal cul ated by the RVD-QOSM functionality (see Section 4.6.1.5) the
val ue of the <Control Type> paraneter of the PHR container is set
to "18" (i.e., PHR Rel ease_Request).

Any QNE Interior node that receives the conbination of the RVD QOSM
<QoS Desired> object and the "PHR Rel ease_Request" contro

i nformati on container MIST identify the traffic class (PHB) and

rel ease the requested resources included in the <Peak Data Rate-1
(p)> value of the local RVD- QGSPEC <TMOD- 1> paraneter. This can be
achi eved by subtracting the anount of RVMD traffic class requested
resources, included in the <Peak Data Rate-1 (p)> field of the |oca
RVD- @SPEC <TMOD- 1> paraneter, fromthe total reserved anount of
resources stored in the RMD traffic class state. The value of the
<Ti me Lag> paranmeter of the "PHR Rel ease_Request" container is used
during the rel ease procedure as explained in the introductory part of
Section 4.6.1.5.

The intra-domain tear RESERVE (RVD- QGSPEC) nessage is received and
processed by the QONE Egress node. The RVD QOSM <QoS Desired> and the
"PHR RVMD- QOSM control " container (and if available the "PDR

Contai ner") are read and processed by the RVD QoS node.

The val ue of the <Peak Data Rate-1 (p)> field of the | ocal RVD QGSPEC
<TMOD- 1> paraneter of the RVD QOSM <QoS Desired> and the val ue of the
<Time Lag> field of the PHR contai ner MIST be used by the RWVD rel ease
procedure.
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This can be achieved by subtracting the anount of RVMD traffic class
requested resources, included in the <Peak Data Rate-1 (p)> field
val ue of the |local RVMD- QGSPEC <TMOD- 1> paraneter, fromthe total
reserved anmount of resources stored in the RVMD traffic class state.

The end-to-end RESERVE nessage is forwarded by the next hop (i.e.,
the Q\E Egress) only if the intra-donain tear RESERVE ( RVD- QGSPEC)
message arrives at the QNE Egress node. Furthernore, the QNE Egress
MUST stop the marking process that was used to bypass the QN\E
Interior nodes by reassigning the QoS-NSLP default NSLPID value to

t he end-to-end RESERVE nessage (see Section 4.4).

Not e that when the QNE Edges naintain aggregated QoS-NSLP reservation
states, the RVMD-QOSM functionality MAY start an RVD nodification
procedure (see Section 4.6.1.4) that uses the explicit rel ease
procedure, described above in this subsection. Note that if the
conmpl ete bandw dth associated with the aggregated reservation

mai ntai ned at the QNE I ngress has to be rel eased, then the <TEAR>
flag MUST be set to ON.. Otherwi se, the <TEAR> flag MJST be set to
OFF, see Section 4.6.1.4.

4.6.1.5.2. Triggered by a Marked RESPONSE or NOTI FY Message

This RVD explicit rel ease procedure can be triggered by either an

i ntra-domai n RESPONSE nessage with a PDR contai ner carrying anong
others the <M> and <S> paraneters with values <M>=1 and <S>=0 (see
Section 4.6.1.2), an intra-domain (refresh) RESPONSE nessage carrying
a PDR container with <M>=1 and <S>=1 (see Section 4.6.1.6.1), or an
end-to-end NOTI FY nmessage (see Section 4.6.1.6) with an <l NFO SPEC
object with the foll ow ng val ues:

Error severity class: |nformational
Error code val ue: Congestion situation

When the aggregated intra-domain Q0S-NSLP operational states are
used, an end-to-end NOTI FY nessage used to trigger an RVD rel ease
procedure MAY contain a PDR container that carries an <M> and an <S>
with values <M>=1 and <S>=1, and a bandw dth value in the <PDR
Bandwi dt h> paranmeter included in a "PDR _Refresh_Report" or
"PDR_Congestion_Report" contai ner.

Note that in all explicit rel ease procedures, before generating an
i ntra-domai n tear RESERVE, the RMD- QOSM has to rel ease the requested
RVMD- QOSM bandwi dth fromthe RVD traffic class state naintained at the
ONE Ingress. This can be achieved by identifying the traffic class
(PHB) and then subtracting the anmount of RMVMD traffic class requested
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resources, included in the <Peak Data Rate-1 (p)> field of the |oca
RVD- @SPEC <TMOD- 1> paraneter, fromthe total reserved anount of
resources stored in the RVMD traffic class state.

Figure 12 shows the situation that the intra-domain tear RESERVE is
generated after being triggered by either an intra-domain (refresh)
RESPONSE nessage that carries a PDR container with <M>=1 and <S>=1 or
by an end-to-end NOTI FY nessage that does not carry a PDR contai ner
but an <I NFO SPEC> object. The error code values carried by this
NOTI FY nessage are

Error severity class: Informationa
Error code val ue: Congestion situation

Most of the non-default values of the objects contained in the tear
i ntra-domai n RESERVE( RVD- QSPEC) nessage are set by the QNE Ingress
node in the same way as described in Section 4.6.1.1.

The followi ng objects MIST be used and/or set differently (see the
QoS- NSLP- RMF described in [ RFC5974]):

* the value of the <M> paraneter of the PHR container MIST be set to
o

* the value of the <S> paraneter of the "PHR contai ner" MJST be set
to "1".

* the RESERVE nessage MAY include a PDR container. Note that this
is needed if a bidirectional scenario is used; see Section 4.6.2.

QNE( | ngr ess) QNE(I nterior) QNE(I nterior) QNE( Egr ess)
NTLP st at ef ul NTLP st atel ess NTLP st atel ess NTLP st at ef ul
| | | |
| NOTI FY | |
[ <----momme e |
|

RESERVE( RVD- QSPEC; Tear =1, M1, S=1) | |
| s >| RESERVE( RVMD- QSPEC; Tear =1, M1, S=1) |
|

Fi gure 12: Basic operation during RVD-explicit rel ease procedure
triggered by NOTIFY used by the RVD QOSM

Note that if the values of the <M> and <S> paraneters included in the

PHR container carried by a intra-domain tear RESERVE(RVD- QOSM) are
set as ((<M>=0 and <S>=1) or (<Mr=0 and <S$>=0) or (<Mr=1 and <S>=1)),
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then the <Max Admi tted Hops> val ue SHOULD NOT be conpared to the
<Admi tted Hops> value and the value of the <K> field MJST NOT be set.
Any ONE Edge or QNE Interior node that receives the intra-domain tear
RESERVE MUST check the <K> field included in the PHR container. |If
the <K> field is "0", then the traffic class state (PHB) has to be
identified, using the <PHB O ass> paraneter, and the requested
resources included in the <Peak Data Rate-1 (p)> field of the |ocal
RVD- @SPEC <TMOD- 1> par aneter have to be rel eased.

This can be achieved by subtracting the anount of RMD traffic class
requested resources, included in the <Peak Data Rate-1 (p)> field of
the | ocal RVD- QGSPEC <TMOD- 1> paraneter, fromthe total reserved
anmount of resources stored in the RMD traffic class state. The val ue
of the <Tinme Lag> paraneter of the PHR field is used during the

rel ease procedure, as explained in the introductory part of Section
4.6.1.5. Afterwards, the QONE Egress node MJST term nate the tear

i ntra-domai n RESERVE( RVD- QGSPEC) nessage.

The RVD-specific release procedure that is triggered by an intra-
domai n RESPONSE nessage with an <Mr=1 and <S>=0 PDR contai ner (see
Section 4.6.1.2) generates an intra-donmain tear RESERVE nessage t hat
uses the conbination of the <Max Admitted Hops> and <Adnmitted_ Hops>
fields to cal culate and specify when the <K> value carried by the
"PHR Container" can be set. Wien the <K> field is set, then the "PHR
Cont ai ner" and the RVD- QOSM <QoS Desired> carried by an intra-donain
tear RESERVE MJUST NOT be processed.

The RVD-specific explicit rel ease procedure that uses the conbination
of <Max Admitted Hops>, <Admitted_ Hops> and <K> fields to rel ease
resources/ bandwidth in only a part of the RVD domain, is denoted as
RVMD partial rel ease procedure.

This explicit rel ease procedure can be used, for exanple, during
unsuccessful reservation (see Section 4.6.1.2). Wen the RVD
QOSM Q©S- NSLP si gnaling nodel functionality of a QNE I ngress node
receives a PDR container with values <M>=1 and <S>=0, of type
"PDR_Reservation_Report", it MJST start an RVD partial release
procedure.

In this situation, after the REQU RED bandwi dth is rel eased fromthe
RVD-QOSM traffic class state at the QNE I ngress, an intra-domain
RESERVE ( RMD- Q0SM) nessage has to be generated. An exanple of this
operation can be seen in Figure 13.

Most of the non-default values of the objects contained in the tear

i ntra-domai n RESERVE( RVD- QSPEC) nessage are set by the QNE Ingress
node in the same way as described in Section 4.6.1.1.
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The followi ng objects MIUST be used and/or set differently:

* the value of the <M paraneter of the PHR contai ner MIST be set to
"1t

* the RESERVE nessage MAY include a PDR contai ner.

* the value of the <Max Adnitted Hops> carried by the "PHR
Cont ai ner" MUST be set equal to the <Max Adnitted Hops> val ue
carried by the "PDR Container" (with <M>=1 and <S>=0) carried by
the received intra-domai n RESPONSE nessage that triggers the
rel ease procedure.

Any ONE Edge or QNE Interior node that receives the intra-domain tear
RESERVE has to check the value of the <K> field in the "PHR
Cont ai ner" before releasing the requested resources.

If the value of the <K> field is "1", then all the QNEs | ocated
downstream including the QNE Egress, MJST NOT process the carried
"PHR Contai ner" and the RVD- QOSM <QoS Desired> object by the intra-
donmai n teari ng RESERVE

QNE( I ngr ess) QNE(I nterior) QNE(I nterior) QNE( Egr ess)
Node that marked
PHR_Resour ce_Request
<PHR> obj ect
NTLP st at ef ul NTLP st atel ess NTLP st atel ess NTLP st at ef ul
| | | |

| | | |
| RESPONSE ( RVD- QSPEC: Me1) | |

RESERVE( RVD. GEPEC. Tear o1, MeL. <Adm { Hbpescchix Adm tied Hopss.  Ke0)
I ------------------- >IRESERVE(RI\/D—C_SPEC: Tear=1, M1, K=1) I
| | RESERVE( RVD. GSPEC. Tear=1, Mel, Ke1)|
___________________ )
: ' ' :

Figure 13: Basic operation during RVD explicit rel ease procedure
triggered by RESPONSE used by the RVD- QOSM

If the <K> field value is "0", any Q\NE Edge or QNE Interior node that
receives the intra-domain tear RESERVE can rel ease the resources by
subtracting the anpunt of RMD traffic class requested resources,
included in the <Peak Data Rate-1 (p)> field of the | ocal RVD QSPEC
<TMOD- 1> paraneter, fromthe total reserved amobunt of resources
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stored in the RMD traffic class state. The value of the <Tine Lag>
paraneter of the PHR field is used during the rel ease procedure as
explained in the introductory part of Section 4.6.1.5.

Furt hernmore, the QNE MUST performthe foll ow ng procedures.

If the values of the <M> and <S> paraneters included in the

"PHR Rel ease_Request" PHR contai ner are (<M=1> and <S>=0) then the
<Max Adnitted Hops> val ue MJST be conpared with the cal cul at ed
<Admitted Hops> value. Note that each tinme that the intra-domain
tear RESERVE is processed and before being forwarded by a Q\E, the
<Admi tted Hops> value included in the PHR container is increased by
one.

Wien these two values are equal, the intra-domai n RESERVE( RVD- QSPEC)
that is forwarded further towards the Q\E Egress MJST set the <K>
val ue of the carried "PHR Container"” to "1".

The reason for doing this is that the Q\E node that is currently
processing this nessage was the | ast Q\NE node that successfully
processed t he RVD QOSM <QoS Desired>) and PHR container of its
associated initial reservation request (i.e., initial intra-domain
RESERVE( RVMD- SPEC) nessage). Its next QNE downstream node was unabl e
to successfully process the initial reservation request; therefore,
this ONE node narked the <M> and <Hop_U> paraneters of the
"PHR_Resour ce_Request".

Finally, note that the QNE Egress node MJST terninate the intra-
domai n RESERVE( RVD- QGSPEC) nessage.

Moreover, note that the above descri bed RVD partial rel ease procedure
applies to the situation that the Q\NE Edges nmmintain a per-flow QS-
NSLP reservation state.

When the QNE Edges nmmintain aggregated intra-domain QoS- NSLP
operational states and a severe congestion occurs, then the QNE

I ngress MAY receive an end-to-end NOTI FY nessage (see Section
4.6.1.6) with a PDR container that carries the <M>=0 and <S>=1 fields
and a bandwi dth value in the <PDR Bandwi dt h> paranmeter included in a
"PDR_Congestion_Report" container. Furthernore, the same end-to-end
NOTI FY nmessage carries an <I NFO SPEC> object with the foll ow ng

val ues:

Error severity class: |nformational
Error code val ue: Congestion situation

Bader, et al. Experi ment al [ Page 63]



RFC 5977 RVD- QOSM Cct ober 2010

The end-to-end session associated with this NOTI FY nessage nmi ntains
t he BOUND- SESSI ON-|1 D of the bound aggregated session; see Section
4.3.1. The RVD-QOSM at the QNE Ingress MJST start an RMD
nodi fi cation procedures (see Section 4.6.1.4) that uses the RVD
explicit rel ease procedure, described above in this section. In
particular, the RVD explicit release procedure rel eases the bandwi dth
val ue included in the <PDR Bandwi dt h> paraneter, within the
"PDR_Congesti on_Report" container, fromthe reserved bandw dth

associ ated with the aggregated intra-domai n QoS- NSLP operationa
st at e.

4.6.1.6. Severe Congestion Handling

This section describes the operation of the RVD QOSM when a severe
congestion occurs within the Diffserv domain.

When a failure in a communication path, e.g., a router or a link
failure occurs, the routing algorithns will adapt to failures by
changi ng the routing decisions to reflect changes in the topol ogy and
traffic volume. As a result, the rerouted traffic will follow a new
path, which MAY result in overl oaded nodes as they need to support
more traffic. This MAY cause severe congestion in the conmunication
path. In this situation, the avail able resources, are not enough to
meet the REQUI RED Q©S for all the flows along the new path.

Therefore, one or nore flows SHOULD be ternminated, or forwarded in a
| ower priority queue.

Interior nodes notify Edge nodes by data marking or marking the
refresh nmessages

4.6.1.6.1. Severe Congestion Handling by the RVD QOSM Refresh Procedure

This procedure applies to all RVD scenarios that use an RVD refresh
procedure. The QoS-NSLP and RVD are able to cope with congested
situations using the refresh procedure; see Section 4.6.1.3.

If the refresh is not successful in an Q\NE Interior node, Edge nodes
are notified by setting <S>=1 (<M+>=1) marking the refresh nessages
and by setting the <O> field in the "PHR Refresh_Update" contai ner,
carried by the intra-domai n RESERVE nessage

Note that the overload situation can be detected by using the exanple
given in Appendix A.1. In this situation, when the given

signal ed_overl oad_rate paraneter given in Appendix A 1 is higher than
0, the value of the <Cverload> field is set to "1". The calculation
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of this is given in Appendix A 1 and denoted as the
signal ed_overl oad_rate paraneter. The flows can be terninated by the
RVD rel ease procedure described in Section 4.6.1.5.

The intra-domai n RESPONSE nessage that is sent by the QNE Egress
towards the QNE Ingress will contain a PDR container with a Paraneter
ID =26, i.e., "PDR Congestion Report". The values of the <M>, <S>,
and <O> fields of this container SHOULD be set equal to the val ues of
the <M>, <S>, and <G> fields, respectively, carried by the

"PHR _Refresh_Update" container. Part of the flows, corresponding to
the <O>, are termnated, or forwarded in a lower priority queue.

The flows can be terninated by the RVD rel ease procedure described in
Section 4.6.1.5.

Furt hernmore, note that the above functionalities also apply to the
scenario in which the QNE Edge nodes nmintain either per-flow QS-
NSLP reservation states or aggregated QoS-NSLP reservation states

In general, relying on the soft state refresh mechani sm solves the
congestion within the tinme frane of the refresh period. |If this
mechani smis not fast enough, additional functions SHOULD be used,
whi ch are described in Section 4.6.1.6. 2.

4.6.1.6.2. Severe Congestion Handling by Proportional Data Packet
Mar ki ng

Thi s severe congestion handling nethod requires the foll ow ng
functionalities.

4.6.1.6.2.1. Operation in the Interior Nodes

The detection and marking/re-marking functionality described in this
section applies to NSIS-aware and NSI S-unaware nodes. This means
however, that the "not NSIS-aware"” nodes MJST be configured such that
they can detect the congestion/severe congestion situations and re-
mar k packets in the sanme way the "NSIS-aware" nodes do

The Interior node detecting severe congestion re-marks data packets
passing the node. For this re-marking, two additional DSCPs can be
al l ocated for each traffic class. One DSCP MAY be used to indicate
that the packet passed a congested node. This type of DSCP is
denoted in this docunment as an "affected DSCP" and is used to
i ndi cate that a packet passed through a severe congested node.

The use of this DSCP type elimnates the possibility that, e.g., due

to fl ow based ECMP-enabl ed (Equal Cost Miltiple Paths) routing, the
Egress node either does not detect packets passed a severely

Bader, et al. Experi ment al [ Page 65]



RFC 5977 RVD- QOSM Cct ober 2010

congest ed node or erroneously detects packets that actually did not
pass the severely congested node. Note that this type of DSCP MJST
only be used if all the nodes within the RVD domain are configured to
use it. Oherwise, this type of DSCP MJUST NOT be applied. The other
DSCP MUST be used to indicate the degree of congestion by marking the
bytes proportionally to the degree of congestion. This type of DSCP
is denoted in this docunent as "encoded DSCP"

In this docunment, note that the terns "narked packets" or "marked
bytes" refer to the "encoded DSCP'. The terns "unmar ked packets" or
"unmar ked bytes" represent the packets or the bytes belonging to
these packets that their DSCP is either the "affected DSCP" or the
original DSCP. Furthernore, in the algorithmdescribed below, it is
considered that the router MAY drop received packets. The
counti ng/ neasuring of marked or unmarked bytes described in this
section is acconplished within nmeasurenent periods. Al nodes within
an RVD donmmi n use the sane, fixed-neasurenment interval, say T
seconds, which MJST be preconfi gured.

It is RECOWENDED that the total nunber of additional (local and
experinental) DSCPs needed for severe congestion handling within an
RVMD domai n SHOULD be as | ow as possible, and it SHOULD NOT exceed the
limt of 8 One possibility to reduce the nunber of used DSCPs is to
use only the "encoded DSCP" and not to use "affected DSCP" marking.
Anot her possible solutionis, for exanple, to allocate one DSCP for
severe congestion indication for each of the AF classes that can be
supported by RVD QOSM

An exanpl e of a re-marking procedure can be found in Appendi x A 1.
4.6.1.6.2.2. Operation in the Egress Nodes

When the QNE Edges naintain a per-flow intra-domain QoS- NSLP
operational state (see Sections 4.3.2 and 4.3.3), then the foll ow ng
procedure is followed. The QNE Egress node applies a predefined
policy to solve the severe congestion situation, by selecting a
nunber of inter-donmain (end-to-end) flows that SHOULD be term nated
or forwarded in a lower priority queue.

When the RVD domai n does not use the "affected DSCP' marking, the
Egress MJST generate an |Ingress/Egress pair aggregated state, for
each I ngress and for each supported PHB. This is because the Edges
MUST be able to detect in which Ingress/Egress pair a severe
congestion occurs. This is because, otherw se, the Q\E Egress will
not have any information on which flows or groups of flows were

af fected by the severe congestion
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When the RVD donmin supports the "affected DSCP" marking, the Egress
is able to detect all flows that are affected by the severe
congestion situation. Therefore, when the RVD domain supports the
"af fected DSCP" marking, the Egress MAY not generate and maintain the
I ngress/ Egress pair aggregated reservation states. Note that these
aggregated reservation states MAY not be associated with aggregated

i ntra-domai n QoS- NSLP operational states.

The I ngress/Egress pair aggregated reservation state can be derived
by detecting which flows are using the sane PHB and are sent by the
same Ingress (via the per-flow end-to-end Q0S-NSLP states).

Some flows, belonging to the sanme PHB traffic class night get other
priority than other flows belonging to the same PHB traffic class.
This difference in priority can be notified to the Egress and Ingress
nodes by either the RESERVE nessage that carries the QSPEC associ at ed
with the end-to-end QoS Model, e.g.,, <Preenption Priority> and
<Defending Priority> paraneter or using a locally defined policy.

The priority value is kept in the reservation states (see Section
4.3), which might be used during adm ssion control and/or severe
congestion handling procedures. The ternminated flows are sel ected
fromthe flows having the same PHB traffic class as the PHB of the
mar ked (as "encoded DSCP') and "affected DSCP' (when applied in the
conpl ete RVD donmai n) packets and (when the Ingress/Egress pair
aggregated states are available) that belong to the same

I ngress/ Egress pair aggregate.

For flows associated with the same PHB traffic class, the priority of
the flow plays a significant role. An exanple of calculating the
nunber of flows associated with each priority class that have to be
termnated is explained in Appendi x A 2.

For the flows (sessions) that have to be termi nated, the Q\NE Egress
node generates and sends an end-to-end NOTI FY nessage to the QNE
Ingress node (its upstream stateful QoS-NSLP peer) to indicate the
severe congestion in the comruni cation path.

The non-default values of the objects contained in the NOTIFY nessage
MUST be set by the QNE Egress node as follows (see QoS- NSLP-RMF API
described in [RFC5974]):

* the values of the <INFO SPEC> object is set by the standard QoS-
NSLP protocol functions.

* the <I NFO SPEC> obj ect MUST include information that notifies that

the end-to-end fl ow MJUST be termnated. This information is as
foll ows:
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Bader ,

Error severity class: Informationa
Error code val ue: Congestion situation

When the QNE Edges nmamintain a per-aggregate intra-domain QoS- NSLP
operational state (see Section 4.3.1), the QNE Edge has to

cal cul ate, per each aggregate intra-donain QoS-NSLP operationa
state, the total bandwi dth that has to be terminated in order to
sol ve the severe congestion. The total bandwi dth to be rel eased
is calculated in the sane way as in the situation in which the Q\E
Edges mmintain per-flow intra-domai n QoS-NSLP operational states.
Note that for the aggregated sessions that are affected, the Q\E
Egress node generates and sends one end-to-end NOTI FY nessage to
the Q\E Ingress node (its upstream stateful QoS-NSLP peer) to

i ndi cate the severe congestion in the comunication path. Note
that this end-to-end NOTI FY nessage is associated with one of the
end-to-end sessions that is bound to the aggregated intra-domain
QoS- NSLP operational state.

The non-default values of the objects contained in the NOTIFY
message MJST be set by the QNE Egress node in the sane way as the
ones used by the end-to-end NOTIFY nessage descri bed above for the
situation that the QNE Egress naintains a per-flow intra-domain

operational state. 1In addition to this, the end-to-end NOTIFY
MUST carry the RVD- QSPEC, which contains a PDR container with a
Paraneter ID = 26, i.e., "PDR Congestion_Report". The val ue of

the <S> SHOULD be set. Furthernore, the value of the <PDR
Bandwi dt h> paranmeter MJST contain the bandw dth associated with
t he aggregated QoS-NSLP operational state, which has to be

rel eased.

Furt hernore, the nunmber of end-to-end sessions that have to be
termnated will be calculated as in the situation that the Q\E
Edges maintain per-flow intra-domain QoS- -NSLP operational states
Simlarly for each, to be term nated, ongoing flow, the Egress
will notify the Ingress in the same way as in the situation that
the QNE Edges naintain per-flow intra-donain QoS- NSLP operationa
st at es.

Note that the QNE Egress SHOULD restore the origi nal <DSCP> val ues
of the re-marked packets; otherw se, multiple actions for the sane
event mght occur. However, this value MAY be left inits re-
marking formif there is an SLA agreenent between domains that a
downstream donai n handl es the re-nmarki ng probl em

An exanpl e of a detailed severe congestion operation in the Egress
Nodes can be found in Appendi x A 2.
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4.6.1.6.2.3. Operation in the Ingress Nodes

Upon receiving the (end-to-end) NOTIFY nessage, the QNE | ngress node
resol ves the severe congestion by a predefined policy, e.g., by
refusing new incomng flows (sessions), termnating the affected and
notified flows (sessions), and bl ocking their packets or shifting
themto an alternative RVD traffic class (PHB)

This operation is depicted in Figure 14, where the Q\E Ingress, for
each flow (session) to be term nated, receives a NOTl FY nessage t hat
carries the "Congestion situation"” error code.

When the QNE I ngress node receives the end-to-end NOTIFY nessage, it
associ ates this NOTIFY nessage with its bound intra-donain session
(see Sections 4.3.2 and 4.3.3) via the BOUND- SESSION-I1 D i nformati on
included in the end-to-end per-flow QoS-NSLP state. The QNE | ngress
uses the operation described in Section 4.6.1.5.2 to ternminate the

i ntra-domai n session

QNE( I ngress) QNE(I nterior) QNE(I nterior) QNE( Egr ess)
user | | | |
data | user data | | |
------ S R T user data | user data |
| [-------mmmm oo - >S(# marked byt es)
| | S R >
| | S(# unmar ked byt es) |
| | S >| Term
| NOTI FY S | f1ow?
[<--mmmmmme o - I S - | YES
|

RESERVE( RVD- QSPEC: Tear =1, Me1, S=1) S |
| oo >| RESERVE( RVMD- QSPEC: T=1, M1, S=1) |

| S |
[-omm - >S |

Figure 14: RMD severe congestion handling

Note that the above functionality applies to the RVD reservation-
based (see Section 4.3.3) and to both nmeasurenent-based adm ssi on
control nethods (i.e., congestion notification based on probing and
the NSI S neasurenent - based adm ssion control; see Section 4.3.2).

In the case that the QNE Edges support aggregated intra-domain QS-
NSLP operational states, the followi ng actions take place. The QNE

I ngress MAY receive an end-to-end NOTIFY nmessage with a PDR cont ai ner
that carries an <S> marked and a bandwi dth value in the <PDR

Bader, et al. Experi ment al [ Page 69]



RFC 5977 RVD- QOSM Cct ober 2010

Bandw dt h> paraneter included in a "PDR Congestion_Report" contai ner.
Furt hernmore, the same end-to-end NOTIFY nessage carries an <l NFO
SPEC> object with the "Congestion situation" error code.

When the QNE I ngress node receives this end-to-end NOTI FY nessage, it
associ ates the NOTIFY nessage with the aggregated intra-domain QS-
NSLP operational state via the BOUND SESSI ON-1D i nformation included
in the end-to-end per-flow QoS-NSLP operational state, see Section
4.3. 1.

The RVD- QOSM at the QNE I ngress node by using the total bandw dth
value to be released included in the <PDR Bandw dt h> paraneter MJST
reduce the bandwi dt h associ ated and reserved by the RVD aggregated
session. This is acconplished by triggering the RVD nodification for
aggregat ed reservations procedure described in Section 4.6.1.4.

In addition to the above, the QNE I ngress MJST sel ect a nunber of
inter-domain (end-to-end) flows (sessions) that MJST be term nated.
This is acconplished in the sane way as in the situation that the Q\E
Edges maintain per-flow intra-domain QoS- -NSLP operational states

The term nated end-to-end sessions are selected fromthe end-to-end
sessions bound to the aggregated intra-domain QoS- NSLP operationa
state. Note that the end-to-end session associated with the received
end-to-end NOTI FY nessage that notified the severe congesti on MJST

al so be selected for term nation

For the flows (sessions) that have to be term nated, the QNE | ngress
node generates and sends an end-to-end NOTI FY nessage upstream
towards the sender (QNI). The values carried by this nessage are:

* the values of the <INFO SPEC> object set by the standard QoS- NSLP
protocol functions.

* the <INFO SPEC> object MIST include information that notifies that
the end-to-end flow MUST be termnated. This infornmation is as
foll ows:

Error severity class: Informationa
Error code val ue: Congestion situation

4.6.1.7. Admssion Control Using Congestion Notification Based on
Pr obi ng

The congestion notification function based on probing can be used to

i mpl ement a si npl e measur enent - based adni ssion control within a
Diffserv domain. At Interior nodes along the data path, congestion
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notification thresholds are set in the neasurenent-based adm ssion
control function for the traffic belonging to different PHBs. These
Interior nodes are not NSIS-aware nodes.

4.6.1.7.1. QOperation in Ingress Nodes

When an end-to-end reservation request (RESERVE) arrives at the
I ngress node (Q\E), see Figure 15, it is processed based on the
procedures defined by the end-to-end QS Mdel

The <DSCP> field of the @ ST datagram nmessage that is used to
transport this probe RESERVE nessage, SHOULD be narked with the sane
val ue of DSCP as the data path packets associated with the sane
session. In this way, it is ensured that the end-to-end RESERVE
(probe) packet passed through the node that it is congested. This
feature is very useful when ECMP-based routing is used to detect only
flows that are passing through the congested router

When a (end-to-end) RESPONSE nessage is received by the Ingress
node,it will be processed based on the procedures defined by the end-
to-end QoS Mbdel .

4.6.1.7.2. Qperation in Interior nodes

These Interior nodes do not need to be NSIS-aware nodes and they do
not need to process the NSIS functionality of NSIS nessages. Note
that the "not NSIS-aware" nodes MJUST be configured such that they can
detect the congestion/severe congestion situations and re-mark
packets in the sane way the "NSIS-aware" nodes do

Usi ng standard functionalities, congestion notification thresholds
are set for the traffic that belongs to different PHBs (see Section
4.3.2). The end-to-end RESERVE nessage, see Figure 15, is used as a
pr obe packet.

The <DSCP> field of all data packets and of the G ST nessage carrying
t he RESERVE nessage wi Il be re-marked when the correspondi ng
"congestion notification" threshold is exceeded (see Section 4.3.2).
Note that when the data rate is higher than the congestion
notification threshold, the data packets are also re-marked. An
exanpl e of the detailed operation of this procedure is given in
Appendi x A. 2.

4.6.1.7.3. COperation in Egress Nodes
As enphasi zed in Section 4.6.1.6.2.2, the Egress node, by using the

per-flow end-to-end QoS-NSLP states, can derive which flows are using
the sane PHB and are sent by the sane Ingress.
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For each Ingress, the Egress SHOULD generate an | ngress/Egress pair
aggregated (RMF) reservation state for each supported PHB. Note that
this aggregated reservation state does not require that an aggregated
i ntra-domai n Q0S-NSLP operational state is needed al so

Appendi x A 4 contains an exanple of how and when a (probe) RESERVE
message that arrives at the Egress is admitted or rejected.

If the request is rejected, then the Egress node SHOULD generate an
(end-to-end) RESPONSE nessage to notify that the reservation is
unsuccessful. In particular, it will generate an <I NFO SPEC> obj ect
of :

Error severity class: Transient Failure
Error code val ue: Reservation failure

The QSPEC that was carried by the end-to-end RESERVE that bel ongs to
the same session as this end-to-end RESPONSE is included in this
message. The paraneters included in the QSPEC <QS Reserved> obj ect
are copied fromthe original <QS Desired> values. The <E> flag
associ ated with the <QS Reserved> object and the <E> flag associ at ed
with | ocal RVD- QSPEC <TMOD- 1> paraneter are also set. This RESPONSE
message will be sent to the Ingress node and it will be processed
based on the end-to-end QS Mdel.

Note that the QNE Egress SHOULD restore the original <DSCP> val ues of
the re-marked packets; otherw se, nultiple actions for the sane event
m ght occur. However, this value MAY be left in its re-marking form
if there is an SLA agreenent between domains that a downstream domain
handl es the re-nmarking problem Note that the break <B> flag carried
by the end-to-end RESERVE nessage MJST NOT be set.
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QNE( | ngr ess) Interior Interior QNE( Egr ess)
(not NSIS aware) (not NSIS aware)
user | | | |
data | user data | | |
------ S i E R user data | |
| I >| user data |
| | R >|
user | | | |
data | user data | | |
------ b I LR user data | user data |
| [---------------- >S(# mar ked byt es)
| | S R >
| | S(# unmarked bytes) |
| | S R R >|
| | S |
RESERVE | | S
------- >| | S |
[ mmm >S |
| | RESERVE( r e- mar ked DSCP in G ST)
| | S >|
| | RESPONSE( unsuccessful | NFO SPEC) |
| <mmmmmmmr e e |
RESPONSE( unsuccessful | NFO SPEC) | |
<------ | | | |

Figure 15: Using RVD congestion notification function for
admi ssion control based on probing

4.6.2. Bidirectional Operation

This section describes the basic bidirectional operation and sequence
of events/triggers of the RVD-QOSM The foll owi ng basic operation
cases are distinguished:

Successful and unsuccessful reservation (Section 4.6.2.1);
Refresh reservation (Section 4.6.2.2);

Modi fication of aggregated reservation (Section 4.6.2.3);

Rel ease procedure (Section 4.6.2.4);

Severe congestion handling (Section 4.6.2.5);

Adm ssion control using congestion notification based on probing
(Section 4.6.2.6).

* % ok Sk F F

It is inmportant to enphasize that the content of this section is used
for the specification of the follow ng RVMD- QOSM QoS- NSLP si gnal i ng
schenes, when basic unidirectional operation is assuned:

* "per-flow congestion notification based on probing"
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* "per-flow RVD NSI S neasurenent - based admi ssion control",

* "per-flow RVD reservation-based" in conbination with the "severe
congestion handling by the RVD-QOSM refresh" procedure;

* "per-flow RVD reservati on-based" in conbination with the "severe
congestion handling by proportional data packet narking"
procedur e;

* "per-aggregate RVD reservation-based" in conbination with the
"severe congestion handling by the RVD-QOSM refresh” procedure;

* "per-aggregate RVD reservati on-based" in conbination with the
"severe congestion handling by proportional data packet narking"
procedur e.

For nore details, please see Section 3.2.3.

In particular, the functionality described in Sections 4.6.2.1,
4.6.2.2, 4.6.2.3, 4.6.2.4, and 4.6.2.5 applies to the RVD
reservation-based and NSI'S neasurenent - based adni ssion contro

nmet hods. The described functionality in Section 4.6.2.6 applies to
the adnmi ssion control procedure that uses the congestion notification
based on probing. The QNE Edge nodes nmmintain either per-flow QS
NSLP operational and reservation states or aggregated QS-NSLP
operational and reservation states.

RMD- QOSM assunes that asymetric routing MAY be applied in the RVD
domai n. Conbi ned sender-receiver initiated reservation cannot be
efficiently done in the RVD donmai n because upstream NTLP states are
not stored in Interior routers.

Therefore, the bidirectional operation SHOULD be perforned by two
sender-initiated reservations (sender&sender). W assune that the
ONE Edge nodes are common for both upstream and downstream
directions, therefore, the two reservations/sessions can be bound at
the Q\NE Edge nodes. Note that if this is not the case, then the

bi di recti onal procedure could be nanaged and nmi ntai ned by nodes

| ocat ed outside the RVD donmain, by using other procedures than the
ones defined i n RVD- QOSM

This (intra-donmain) bidirectional sender&sender procedure can then be
appl i ed between the QNE Edge (QNE I ngress and QNE Egress) nodes of
the RMD QoS signaling nodel. In the situation in which a security
associ ation exists between the Q\E Ingress and Q\E Egress nodes (see
Fi gure 15), and the ONE Ingress node has the REQUI RED <Peak Data
Rate-1 (p)> values of the |ocal RVD QSPEC <TMOD- 1> paraneters for
both directions, i.e., QNE Ingress towards QNE Egress and QNE Egress
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towards QNE I ngress, then the QNE I ngress MAY include both <Peak Data
Rate-1 (p)> values of the |ocal RVD QSPEC <TMOD- 1> paraneters (needed
for both directions) into the RVD- QSPEC wi thin a RESERVE nessage. |In
this way, the QNE Egress node is able to use the QoS paraneters
needed for the "Egress towards Ingress” direction (QS-2). The Q\E
Egress is then able to create a RESERVE with the right QoS paraneters
included in the @SPEC, i.e., RESERVE (QS-2). Both directions of the
flows are bound by inserting <BOUND- SESSI ON-| D> obj ects at the QNE

I ngress and QNE Egress, which will be carried by bound end-to-end
RESERVE nessages.

[ ------ RESERVE (Q0S-1, Q0S-2)----|

| \Y
| Interior/statel ess QN\Es
+- -+ +- -+
EEEREEE >| QNE] - - -- - | QNE] ----- -
| +-- -+ +-- -+ |
| Y
+-- -+ +-- -+
| QNE] | QNE]
+-- -+ +-- -+
" |
| | +-- -+ +-- -+ V
R | QNE| - - - -- | QNE| - - - -- |
| +-- -+ +-- -+
I ngress/ Egr ess/
stateful QNE stateful QNE
|
<mmmmmmme - RESERVE (QoS-2) ------- |

Figure 16: The intra-domain bidirectional reservation scenario
in the RVD donain

Note that it is RECOMVENDED that the QNE i npl ementations of RMD QOSM
process the QoS-NSLP signaling nmessages with a higher priority than
data packets. This can be acconplished as described in Section 3.3.4
in [ RFC5974] and the QoS- NSLP-RMF APl [ RFC5974].

A bidirectional reservation, within the RVD domain, is indicated by
the PHR <B> and PDR <B> flags, which are set in all messages. In
this case, two <BOUND- SESSI ON- |1 D> obj ects SHOULD be used.

When the QNE Edges naintain per-flow intra-donain QoS- NSLP
operational states, the end-to-end RESERVE nmessage carries two BOUND
SESSION-1 Ds.  One BOUND- SESSION-1D carries the SESSION-1D of the
tunnel ed intra-domain (per-flow) session that is using a Binding_Code
with value set to code (Tunnel ed and end-to-end sessions). Another
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BOUND- SESSI ON-1 D carries the SESSION-1D of the bound bidirectiona
end-to-end session. The Bi nding Code associated with this BOUND
SESSION-ID is set to code (Bidirectional sessions).

When the QNE Edges nmmintain aggregated intra-domain QoS- NSLP
operational states, the end-to-end RESERVE nessage carries two BOUND
SESSI ON-1 Ds.  One BOUND- SESSI ON-1D carries the SESSION-1D of the
tunnel ed aggregated intra-domain session that is using a Binding_Code
with value set to code (Aggregated sessions). Another BOUND SESSI O\
ID carries the SESSION-ID of the bound bidirectional end-to-end
session. The Binding_Code associated with this BOUND-SESSION-1D i s
set to code (Bidirectional sessions).

The intra-domai n and end-to-end QoS- NSLP operational states are
initiated/ nodified depending on the binding type (see Sections 4.3.1,
4.3.2, and 4.3.3).

If no security association exists between the QNE I ngress and QNE
Egress nodes, the bidirectional reservation for the sender&sender
scenario in the RVD domain SHOULD use the scenario specified in

[ RFC5974] as "bidirectional reservation for sender&sender scenario"
This is because in this scenario, the RESERVE nessage sent fromthe
ONE Ingress to Q\E Egress does not have to carry the QoS paraneters
needed for the "Egress towards |Ingress" direction (QS-2).

In the followi ng sections, it is considered that the Q\E Edge nodes
are comon for both upstream and downstream directions and therefore,
the two reservations/sessions can be bound at the QNE Edge nodes.
Furthernmore, it is considered that a security association exists

bet ween the QNE I ngress and QNE Egress nodes, and the QNE | ngress
node has the REQUI RED <Peak Data Rate-1 (p)> value of the |local RVD
QSPEC <TMOD- 1> paraneters for both directions, i.e., QNE Ingress
towards QNE Egress and QNE Egress towards OQNE I ngress.

According to Section 3.2.3, it is specified that only the "per-fl ow
RMD reservation-based" in conbination with the "severe congestion
handl i ng by proportional data packet marking" scheme MJST be

i mpl emented within one RVD domain. However, all RVD QNEs supporting
this specification MIUST support the conbination the "per-flow RVD
reservation-based" in conbination with the "severe congestion
handl i ng by proportional data packet marking" schenme. |f the RVD
QNEs support nore RVMD- QOSM schenes, then the operator of that RMVD
domai n MUST preconfigure all the QNE Edge nodes wi thin one donain
such that the <SCH> field included in the "PHR Container" (Section
4.1.2) and the "PDR Container" (Section 4.1.3) will always use the
same val ue, such that within one RVD domain, only one of the bel ow
descri bed RVD- QOSM schenes is used at a tine.
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Al'l QNE nodes located within the RVD dormain MJUST read and interpret
the <SCH> field included in the "PHR Contai ner" before processing al
the other <PHR Cont ai ner> payload fields. Mreover, all QNE Edge
nodes | ocated at the boarder of the RVMD dommin, MJST read and
interpret the <SCH> field included in the "PDR container" before
processing all the other <PDR Contai ner> payload fields.

4.6.2.1. Successful and Unsuccessful Reservations

This section describes the operation of the RVD- QOSM where an RMD
Intra-domain bidirectional reservation operation, see Figure 16 and
Section 4.6.2, is either successfully or unsuccessfully acconplished.

The bidirectional successful reservation is sinlar to a conbination
of two unidirectional successful reservations that are acconplished
in opposite directions, see Figure 17. The main differences of the
bi directi onal successful reservation procedure with the conbination
of two unidirectional successful reservations acconplished in
opposite directions are as follows. Note also that the intra-donain
and end-to-end QoS- NSLP operational states generated and nmi ntai ned
by the end-to-end RESERVE nessages contain, conpared to the

uni directional reservation scenario, a different BOUND- SESSI ON-1D
data structure (see Sections 4.3.1, 4.3.2, and 4.3.3). In this
scenario, the intra-domai n RESERVE nessage sent by the OQNE I ngress
node towards the QNE Egress node is denoted in Figure 17 as RESERVE
(RVD-QSPEC): "forward". The main differences between the intra-
domai n RESERVE (RVD- @SPEC): "forward" nessage used for the

bi di recti onal successful reservation procedure and a RESERVE ( RVD-
SPEC) nessage used for the unidirectional successful reservation are
as follows (see the QoS-NSLP-RVF APl described in [ RFC5974]):

* the <RI'|> object MUST NOT be included in the nmessage. This is
because no RESPONSE nessage i s REQUI RED.

* the <B> bit of the PHR container indicates a bidirectiona
reservation and it MJST be set to "1"

* the PDR container is also included in the RESERVE(RVD QSPEC)
"forward" message. The value of the Paraneter IDis "20", i.e.
"PDR_Reservation_Request”. Note that the response PDR contai ner
sent by a Q\E Egress to a Q\E Ingress node is not carried by an
end-t o-end RESPONSE nessage, but it is carried by an intra-donain
RESERVE nessage that is sent by the QNE Egress node towards the
QN\E I ngress node (denoted in Figure 16 as RESERVE( RVD- QSPEC)
"reverse").

* the <B> PDR bit indicates a bidirectional reservation and is set
to "1".
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* the <PDR Bandwi dth> field specifies the requested bandw dth that
has to be used by the QNE Egress node to initiate another intra-
domai n RESERVE nessage in the reverse direction.

The RESERVE(RVD- QSPEC): "reverse" nessage is initiated by the QNE
Egress node at the nonent that the RESERVE(RVD- QGSPEC): "forward"
message i s successfully processed by the QNE Egress node.

The main differences between the RESERVE(RVD- QGSPEC): "reverse"
message used for the bidirectional successful reservation procedure
and a RESERVE(RVD- QGSPEC) nessage used for the unidirectional
successful reservation are as foll ows:

QNE( | ngr ess) Q\E (int.) Q\E (int.) Q\E (int.) QNE( Egr ess)
NTLP stateful NTLP st.less NILP st.less NILP st.less NILP stateful
| | |

| |
ESERVE( RVD- QSPEC) |
f

|
| |
| |
| " f or war d" | | |
| | RESERVE( RVD- QSPEC) : |
| <o >| "forward" | |
|

|
|
|
| RESERVE( RVMD- QSPEC)
| "reverse" |

|

Figure 17: Intra-domain signaling operation for successful

bi directional reservation

* the <RI'l> object is not included in the nmessage. This is because
no RESPONSE nessage i s REQUI RED;

* the value of the <Peak Data Rate-1 (p)> field of the local RMD
QSPEC <TMOD- 1> paraneter is set equal to the value of the <PDR
Bandwi dt h> field included in the RESERVE(RVD- QSPEC): "forward"
nmessage that triggered the generation of this RESERVE(RVD QSPEC):
"reverse" nessage,;

* the <B> bit of the PHR container indicates a bidirectional
reservation and is set to "1";

* the PDR container is included into the RESERVE(RVD- QGSPEC) :

"reverse" message. The value of the Paraneter IDis "23", i.e.,
"PDR_Reservati on_Report™";
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* the <B> PDR bit indicates a bidirectional reservation and is set
to "1"

Fi gures 18 and 19 show the flow di agrans used in the case of an
unsuccessful bidirectional reservation. In Figure 18, the QNE that
is not able to support the requested <Peak Data Rate-1 (p)> val ue of

| ocal RVD- QSPEC <TMOD-1> is located in the direction QNE | ngress
towards QNE Egress. In Figure 19, the QNE that is not able to
support the requested <Peak Data Rate-1 (p)> value of |ocal RVD QSPEC
<TMOD-1> is located in the direction QNE Egress towards QNE | ngress.
The main differences between the bidirectional unsuccessful procedure
shown in Figure 18 and the bidirectional successful procedure are as
fol | ows:

* the QNE node that is not able to reserve resources for a certain
request is located in the "forward" path, i.e., the path fromthe
ONE I ngress towards the OQNE Egress.

* the QNE node that is not able to support the requested <Peak Data
Rate-1 (p)> value of local RVD QSPEC <TMOD- 1> MJST nark the <M
bit, i.e., set to value "1", of the RESERVE(RVD- @SPEC): "forward".

QNE( I ngr ess) ONE (int.) ONE (int.) ONE (int.) QNE( Egr ess)
NTLP stateful NTLP st.less NILP st.less NILP st.less NILP st ateful

| | | | |
| RESERVE( RVMD- QSPEC) : | | |

| "forward" | RESERVE( RVD- QSPEC) : | |
[-------mmmm - - > "forward" | M RESERVE( RVD- QSPEC) :
I e T >M "forward-M mar ked"

M---emme e - - >|

| |
| RESPONSE( PDR) M |
| "forward - M narked"M |

| RESERVE( RVMD- QSPEC, K=1)
| "forward - T tear”
|

T i |
RESERVE( RVMD- QSPEC, K=0) | M |
"forward - T tear” | M |
R > | M |
RESERVE( RMD- QSPEC, K=1) M |

| "forward - T tear" M |

[--mmmm e >M |

|

|

|

Figure 18: Intra-domain signaling operation for unsuccessful
bi directional reservation (rejection on path
NE( I ngress) towards ONE(Egress))
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The operation for this type of unsuccessful bidirectional reservation
is simlar to the operation for unsuccessful unidirectiona
reservation, shown in Figure 9.

The main differences between the bidirectional unsuccessful procedure
shown in Figure 19 and the in bidirectional successful procedure are
as follows:

* the QNE node that is not able to reserve resources for a certain
request is located in the "reverse" path, i.e., the path fromthe
ONE Egress towards the QNE I ngress.

* the QNE node that is not able to support the requested <Peak Data

Rate-1 (p)> value of local RVD QSPEC <TMOD- 1> MJST nark the <M
bit, i.e., set to value "1", the RESERVE(RVD- GSPEC): "reverse"
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QNE( | ngr ess) ONE (int.) ONE (int.) ONE (int.) QNE( Egr ess)
NTLP st at ef ul NTLP st.less NTLP st.less NITLP st.|ess NTLP st at ef ul

| |
| RESERVE( RVD- QSPEC) | |

|
| " forward" | RESERVE( RVMD- QSPEC) : | |
[------------- - > "forward" | RESERVE( RVD- QSPEC) :
| I T >| " forward" |
| | RESERVE( RVD- QSPEC) : [--mmmem - >|
| | "reverse" | | |
| RESERVE( RVD- QSPEC) | |
| RESERVE( RVD- QSPEC) : M "reverse" |<------------- |
| "reverse - M narked" Y |
| e M | |
| | M | |
| RESERVE( RVD- QSPEC, K=0): M | |
| "forward - T tear" M | |
[---------- - >|  RESERVE( RMD- @SPEC, K=0): |
| | "forward - T tear" | |
| R R R PEERPPEEE > |
| | M |- >
| | M RESERVE( RVMD- @SPEC, K=0):
| | M "reverse - T tear" |
| | M SR CEEEEEE |
| M RESERVE( RVMD- QSPEC, K=1) |
| | M"forward - T tear" |
| | MR- - -mmmme oo - | |
| RESERVE( RMD- QSPEC, K=1) M | |
| "forward - T tear" M | |
| <o-mmmmm e M | |

Figure 19: Intra-domain signaling nornmal operation for unsuccessfu

Bader ,

bidirectional reservation (rejection on path QNE(Egress)
t owar ds QNE( | ngr ess)

the QN\E Ingress uses the information contained in the received PHR
and PDR contai ners of the RESERVE(RVD- QGSPEC): "reverse" and
generates a tear intra-donmain RESERVE(RVD- QGSPEC): "forward - T
tear" nessage. This nessage carries a "PHR Rel ease_Request" and
"PDR_Rel ease_Request"” control information. This nmessage is sent
to the Q\NE Egress node. The QNE Egress node uses the information
contained in the "PHR Rel ease_Request” and the

"PDR_Rel ease_Request" control info containers to generate a
RESERVE( RVMD- QSPEC) : "reverse - T tear" nessage that is sent
towards the QNE | ngress node.
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4.6.2.2. Refresh Reservations

This section describes the operation of the RVD QOSM where an RMD
intra-domain bidirectional refresh reservation operation is
acconpl i shed

The refresh procedure in the case of an RVMD reservati on-based net hod
follows a schene sinilar to the successful reservation procedure,
described in Section 4.6.2.1 and depicted in Figure 17, and how the
refresh process of the reserved resources is maintained and is
simlar to the refresh process used for the intra-domain
unidirectional reservations (see Section 4.6.1.3).

Note that the RVMD traffic class refresh periods used by the bound
bi di recti onal sessions MJST be equal in all QNE Edge and QNE Interior
nodes.

The main differences between the RESERVE(RVD- QGSPEC): "forward"
message used for the bidirectional refresh procedure and a
RESERVE( RVD- @SPEC) : "forward" nessage used for the bidirectiona
successful reservation procedure are as foll ows:

* the value of the Paraneter |ID of the PHR container is "19", i.e.
"PHR_Refresh_Updat e"

* the value of the Paraneter ID of the PDR container is "21", i.e.
"PDR_Refresh_Request ™.

The main differences between the RESERVE(RVD- QGSPEC): "reverse”
message used for the bidirectional refresh procedure and t he RESERVE
(RVD- @SPEC): "reverse" nessage used for the bidirectional successfu
reservation procedure are as follows:

* the value of the Paraneter |D of the PHR container is "19", i.e.
"PHR_Refresh_Updat e”.

* the value of the Paraneter ID of the PDR container is "24", i.e.
"PDR_Refresh_Report".

4.6.2.3. Modification of Aggregated Intra-Donmain QoS-NSLP Operationa
Reservation States

This section describes the operation of the RVD-QOSM where RMVMD intra-

domai n bidirectional QS-NSLP aggregated reservation states have to
be nodi fi ed.
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In the case when the QNE Edges nmintain, for the RVD QoS Mddel, QS-
NSLP aggregated reservation states and if such an aggregat ed
reservation has to be nodified (see Section 4.3.1), then sinilar
procedures to Section 4.6.1.4 are applied. In particular:

* \Wen the nodification request requires an increase of the reserved
resources, the QNE | ngress node MJST include the correspondi ng
value into the <Peak Data Rate-1 (p)> field | ocal RVD QSPEC
<TMOD- 1> paraneter of the RVD QOSM <QoS Desired>), which is sent
together with "PHR Resource_Request" control information. |If a
QONE Edge or QNE Interior node is not able to reserve the nunber of
requested resources, then the "PHR Resource Request" associ ated
with the | ocal RVD- QGSPEC <TMOD- 1> paraneter MJST be nmarked. In
this situation, the RVD specific operation for unsuccessfu
reservation will be applied (see Section 4.6.2.1). Note that the
val ue of the <PDR Bandwi dt h> paranmeter, which is sent within a
"PDR_Reservation_Request” container, represents the increase of
the reserved resources in the "reverse" direction

* \Wien the nodification request requires a decrease of the reserved
resources, the QNE I ngress node MJST include this value into the
<Peak Data Rate-1 (p)> field of the | ocal RVD QSPEC <TMOD- 1>
paraneter of the RVD- QOSM <QoS Desired>). Subsequently, an RMD
rel ease procedure SHOULD be acconplished (see Section 4.6.2.4).
Note that the val ue of the <PDR Bandwi dt h> paraneter, which is
sent within a "PDR Rel ease_Request" container, represents the
decrease of the reserved resources in the "reverse" direction.

4.6.2. 4. Rel ease Procedure

This section describes the operation of the RVMD-QOSM where an RVD
intra-domain bidirectional reservation rel ease operation is
acconpl i shed. The nessage sequence diagramused in this procedure is
simlar to the one used by the successful reservation procedures,
described in Section 4.6.2.1 and depicted in Figure 17. However, how
the release of the reservation is acconplished is simlar to the RVD
rel ease procedure used for the intra-domain unidirectiona
reservations (see Section 4.6.1.5 and Figures 18 and 19).

The main differences between the RESERVE ( RVD- QGSPEC): "forward"
message used for the bidirectional rel ease procedure and a RESERVE
(RVD- @SPEC): "forward" nessage used for the bidirectional successfu
reservation procedure are as follows:

* the value of the Paraneter ID of the PHR container is "18"
i.e."PHR Rel ease_Request";
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* the value of the Paraneter ID of the PDR container is "22", i.e.
"PDR_Rel ease_Request";

The main differences between the RESERVE ( RVMD- QSPEC): "reverse"
message used for the bidirectional release procedure and the RESERVE
(RVD- @SPEC): "reverse" nessage used for the bidirectional successfu
reservation procedure are as follows:

* the value of the Paraneter ID of the PHR container is "18", i.e.
"PHR_Rel ease_Request";

* the PDR container is not included in the RESERVE ( RMD- QSPEC) :
"reverse" nessage

4.6.2.5. Severe Congestion Handling

This section describes the severe congestion handling operation used
in conbination with RVD intra-donmain bidirectional reservation
procedures. This severe congestion handling operation is simlar to
the one described in Section 4.6.1.6.

4.6.2.5.1. Severe Congestion Handling by the RVD- QOSM Bi di recti ona
Refresh Procedure

This procedure is sinmilar to the severe congestion handling procedure
described in Section 4.6.1.6.1. The difference is related to how the
refresh procedure is acconplished (see Section 4.6.2.2) and how the
flows are termnated (see Section 4.6.2.4).

4.6.2.5.2. Severe Congestion Handling by Proportional Data Packet
Mar ki ng

This section describes the severe congestion handling by proportiona
dat a packet marking when this is conbined with an RVD intra-domain
bidirectional reservation procedure. Note that the detection and

mar ki ng/ re-nmarking functionality described in this section and used
by Interior nodes, applies to NSIS-aware but al so to NSIS-unaware
nodes. This means however, that the "not NSIS-aware" |nterior nodes
MUST be configured such that they can detect the congestion
situations and re-mark packets in the sane way as the Interior "NSIS-
awar e" nodes do

This procedure is sinmilar to the severe congestion handling procedure
described in Section 4.6.1.6.2. The main difference is related to
the I ocation of the severe congested node, i.e., "forward" or
"reverse" path. Note that when a severe congestion situation occurs,
e.g., on a forward path, and flows are termnated to solve the severe
congestion in forward path, then the reserved bandw dth associ at ed
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Therefore, a careful
term nated SHOULD t ake pl ace.
gi ven in Appendi x A.5.
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flows will also be rel eased.

his operation is associated with the

severe congestion situation occurring sinultaneously on the forward

and reverse paths.
A 6.

An exanple of this operation is given in Appendi x

Simul ation results associated with these procedures can be found in

[ Di Ka08] .

QNE( | ngr ess)
NTLP st at ef ul

Q\E (int.)
NTLP st.| ess

QNE (i

NTLP st.| ess

nt.) Q\E (int.)

NTLP st.| ess

QNE( Egr ess)
NTLP st at ef ul

user | | | | |
dat a| user | | | |
--- > dat a | user data | | user data |
|- > | S |
| I R L >S (#mar ked byt es)
| | | S -e-o-ooo--- >
| | | S(#unmar ked byt es)
| | | S - >| Term
| | S | 1 ow?
| | NOTI FY ( PDR) S | YES
| o |
| RESERVE( RVD- QSPEC) | S |
| "forward - T tear" | S |
[---------- - >| | RESERVE( RVD- QSPEQC) : |
| I >S'forward - T tear"
| | | S--oooooioo--- >
| | | RESERVE( RVD- QSPEC) : |
| | | "reverse - T tear" |
| RESERVE( RVD- QSPEC) : | [<----mmmmae - |
| "reverse - T tear” I S |
| <-mmmm e | S |
Fi gure 20: Intra-domain RVMD severe congestion handling for

bi di recti onal reservat

ion (congestion on path

QNE( I ngress) towards ONE(Egress))

Fi gure 20 shows the scenario in which the severely congested node is

| ocated in the "forward" path.

will

Note that in this situation, it

not congested.

Bader, et al.

Experi ment al

The QNE Egress node has to generate
an end-to-end NOTIFY (PDR) nessage.

In this way, the QNE Ingress

be able to receive the (#marked and #unnmarked) that were
measured by the QNE Egress node on the congested "forward"

pat h.
is assuned that the "reverse"” path is
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This scenario is very simlar to the severe congestion handling
scenario described in Section 4.6.1.6.2 and shown in Figure 14. The
difference is related to the rel ease procedure, which is acconplished
in the same way as described in Section 4.6.2.4.

Fi gure 21 shows the scenario in which the severely congested node is
| ocated in the "reverse" path. Note that in this situation, it is
assumed that the "forward" path is not congested. The main

di fference between this scenario and the scenario shown in Figure 20
is that no end-to-end NOTIFY (PDR) message has to be generated by the
ONE Egress node.

This is because now the severe congestion occurs on the "reverse"
path and the QNE I ngress node receives the (#marked and #unmar ked)
user data passing through the severely congested "reverse" path. The
ONE Ingress node will be able to calculate the nunber of flows that
have to be termnated or forwarded in a lower priority queue
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QNE( | ngr ess) ONE (int.) ONE (int.) ONE (int.) QNE( Egr ess)
NTLP st at ef ul NTLP st.less NTLP st.less NITLP st.|ess NTLP st at ef ul

user | | | | |
dat a| user | | | |
---> dat a | user data | | user data |
| ---mmmmmm - >| | | |
| [---mmm - >| user data | user
| | | I >| dat a
| | | | |--->
| | | user | | <---
| user data | | data | <-------mmm--- |
| (#marked bytes)| S<---------- | |
| <-mmmmmmmme e S | |
| (#unmar ked byt es) S | |
Term <------m e S | |
Fl ow? | S | |
YES | RESERVE( RVMD- QSPEC) : S | |
|“forward - T tear" S |
I >| RESERVE( RMD- QSPEC) : | |
| | "forward - T tear" |
| [=-mmmmm e >| |
| | S [-----mmmmmo - >|
| | S RESERVE( RVD- QSPEC) :
| | S "reverse - T tear"
| RESERVE( RVMD- QSPEC) S [ <----mmmemaa oo |
| "reverse - T tear" S | |
| <-mmmmmmmm e S | |

Figure 21: Intra-domain RVMD severe congestion handling for
bidirectional reservation (congestion on path
ONE( Egr ess) towards QNE(I ngress))

For the flows that have to be term nated, a rel ease procedure, see
Section 4.6.2.4, is initiated to rel ease the reserved resources on
the "forward" and "reverse" paths.

4.6.2.6. Admission Control Using Congestion Notification Based on
Pr obi ng

Thi s section describes the adm ssion control schene that uses the

congestion notification function based on probing when RVD intra-
domai n bidirectional reservations are support ed.
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QNE( | ngr ess) Interior ONE (int.) Interior QNE( Egr ess)
NTLP stateful not NSIS aware not NSIS aware not NSIS aware NTLP stat ef ul
user | | | | |
dat a| | | | |
---> | user data | | user data |
I e >S (#mar ked byt es)
| | | S >
| | | S(#unmar ked byt es)
| | | S >|
| | | S |
| | RESERVE(re-marked DSCP in @ ST)): |
| | | S |
I e >S |
| | S >|
| S I

: |

| | RESPONSE( unsuccessful | NFO SPEC)
I

|

Fi gure 22: Intra-domain RVD congestion notification based on
probing for bidirectional adnission control (congestion
on path from QNE(I ngress) towards QNE(Egress))

This procedure is sinmlar to the congestion notification for

adm ssion control procedure described in Section 4.6.1.7. The main
difference is related to the location of the severe congested node,
i.e., "forward" path (i.e., path between QNE | ngress towards QNE
Egress) or "reverse" path (i.e., path between QNE Egress towards QNE
I ngress).

Fi gure 22 shows the scenario in which the severely congested node is
located in the "forward" path. The functionality of providing

adm ssion control is the sane as that described in Section 4.6.1.7,
Fi gure 15.

Fi gure 23 shows the scenario in which the congested node is |ocated
in the "reverse" path. The probe RESERVE nessage sent in the
"forward" direction will not be affected by the severely congested
node, while the <DSCP> value in the |IP header of any packet of the
"reverse" direction flow and also of the G ST nessage that carries

t he probe RESERVE nessage sent in the "reverse"” direction will be re-
mar ked by the congested node. The QNE Ingress is, in this way,
notified that a congestion occurred in the network, and therefore it
is able to refuse the newinitiation of the reservation
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Note that the "not NSIS-aware" Interior nodes MJST be configured such
that they can detect the congestion/severe congestion situations and
re-mark packets in the same way as the Interior "NSIS- aware" nodes
do.

QNE( | ngr ess) Interior QNE (int.) Interior QNE( Egr ess)
NTLP stateful not NSIS aware NTLP st.less not NSIS aware NTLP st at ef ul
user | | | | |
dat a| | | | |
---> | user data | | |
R e R T >| user data | user
| | | [--------mm - - >| dat a
| | | | |--->
| | | | | user
| | | | | dat a
| | | | | <---
| S | user data |
| S user data [ <-mmmm e
| user data R S | | |
| <----mmmme--- S | | |
| user data S | | |
| (#marked bytes)S | | |
| <----mmmmme---- S | | |
| S RESERVE( unmarked DSCP in G ST)): |
| S | | |
[------mmmem - - R e T >
| S RESERVE(r e- mar ked DSCP in G ST)
| R R e I P
SR S | | |

Fi gure 23: Intra-domain RVD congestion notification for
bi di rectional adnission control (congestion on path
QNE( Egress) towards QNE(I ngress))

4.7. Handling of Additional Errors
During the QSPEC processing, additional errors MAY occur. The way in
whi ch these additional errors are handled and notified is specified
in [ RFC5975] and [ RFC5974].

5. Security Considerations

5.1. Introduction
A design goal of the RVD-QOSM protocol is to be "lightweight" in
terns of the nunber of exchanged signaling nmessage and the anount of

state established at involved signaling nodes (with and w thout
reduced-state operation). A side effect of this design decision is
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to introduce second-cl ass signaling nodes, nanely QNE I nterior nodes,
that are restricted in their ability to perform QoS signaling
actions. Only the QNE Ingress and the QNE Egress nodes are all owed
toinitiate certain signaling nessages.

Mor eover, RMD focuses on an intra-domain depl oynent only.
The above description has the following inplications for security:

1) QNE Ingress and QNE Egress nodes require nore security and fault
protection than QNE Interior nodes because their uncontrolled
behavi or has larger inplications for the overall stability of the
network. QNE I ngress and QNE Egress nodes share a security
association and utilize G ST security for protection of their
signaling nmessages. |Intra-domain signaling nessages used for RMD
signaling do not use G ST security, and therefore they do not
store security associations.

2) The focus on intra-domain QS signaling sinplifies trust
managenent and reduces overall conplexity. See Section 2 of RFC
4081 for a nore detail ed discussion about the conplete set of
communi cati on nodel s avail able for end-to-end QoS signaling
protocols. The security of RVMD-QOSM does not depend on Interior
nodes, and hence the cryptographic protection of intra-donain
nmessages via G ST is not utilized.

It is inmportant to highlight that RVD al ways uses the nessage
exchange shown in Figure 24 even if there is no end-to-end signaling
session. If the RMD-QOSMis triggered based on an end-to-end (E2E)
si gnal i ng exchange, then the RESERVE nessage is created by a node
outside the RVMD donmain and will subsequently travel further (e.g., to
the data receiver). Such an exchange is shown in Figure 3. As such
an eval uation of an RMD' s security always has to be seen as a

combi nation of the two signaling sessions, (1) and (2) of Figure 24.
Note that for the E2E nmessage, such as the RESERVE and t he RESPONSE
message, a single "hop" refers to the comunication between the Q\E
I ngress and the QNE Egress since QNE Interior nodes do not
participate in the exchange
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QNE QNE QNE QNE
I ngress Interior Interior Egress
NTLP stateful NTLP stateless NILP stateless NILP stateful

| |
| RESERVE (1) |

|
o e m e e e e e e e e e e e e e e e e e e e e oo >|
| RESERVE' (2) | | |
R >| | |
| | RESERVE |
| R >| |
| | | RESERVE
| | oo >
| | | RESPONSE (2) |
I e T +
| | | RESPONSE (1) |
I e +

Fi gure 24: RMD nessage exchange

Aut hori zing quality-of-service reservations is acconplished using the
Aut henti cati on, Authorization, and Accounting (AAA) framework and the
functionality is inherited fromthe underlying NSIS QoS NSLP, see

[ RFC5974], and not described again in this docunent. As a technica
sol uti on nechani sm the Dianeter QoS application [ RFC5866] nay be
used. The end-to-end reservation request arriving at the |Ingress
node will trigger the authorization procedure with the backend AAA
infrastructure. The end-to-end reservation is typically triggered by
a human interaction with a software application, such as a voice-
over-1P client when making a call. Wen authorization is successfu
then no further user initiated QS authorization check is expected to
be performed within the RVD domain for the intra-domain reservation.

5.2. Security Threats

In the RVD-QOSM the Ingress node constructs both end-to-end and
i ntra-domai n signaling nessages based on the end-to-end nessage
initiated by the sender end node.

The Interior nodes within the RVD network ignore the end-to-end

si gnal i ng message, but they process, nodify, and forward the intra-
domai n signaling nessages towards the Egress node. |In the neantine,
resource reservation states are installed, nodified, or deleted at
each Interior node along the data path according to the content of
each intra-donain signaling nessage. The Edge nodes of an RMD
network are critical conponents that require strong security
protection.
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Therefore, they act as security gateways for inconing and outgoi ng
signali ng nessages. Mboreover, a certain degree of trust has to be
placed into Interior nodes within the RVD- QOSM networ k, such that

t hese nodes can perform signaling nessage processing and take the

necessary actions.

Wth the RMD-Q0SM we assune that the Ingress and the Egress nodes
are not controlled by an adversary and the comuni cati on between the
I ngress and the Egress nodes is secured using standard G ST security,
(see Section 6 of [RFC5971]) mechani snms and experiences integrity,
replay, and confidentiality protection

Note that this only affects nessages directly addressed by these two
nodes and not any other nessage that needs to be processed by
internedi ari es. The <SESSION-|I D> object of the end-to-end

comruni cation is visible, via GST, to the Interior nodes. In order
to define the security threats that are associated with the RVD QOSM
we consider that an adversary that nmay be | ocated inside the RVD
domai n and coul d drop, delay, duplicate, inject, or nodify signaling
packets.

Dependi ng on the location of the adversary, we speak about an on-path
adversary or an off-path adversary, see also RFC 4081 [ RFC4081].

5.2.1. On-Path Adversary

The on-path adversary is a node, which supports RVMD-QOSM and is able
to observe RVMD-QOSM signaling nessage exchanges.

1) Dropping signaling nessages

An adversary could drop any signaling nmessages after receiving them
This will cause a failure of reservation request for new sessions or
del etion of resource units (bandw dth) for ongoing sessions due to
states tineout.

It may trigger the Ingress node to retransnit the | ost signaling
nmessages. In this scenario, the adversary drops sel ected signaling
nmessages, for exanple, intra-domain reserve nessages. |n the RVD
QOSM the retransm ssion nechani smcan be provided at the |Ingress
node to make sure that signaling nessages can reach the Egress node.
However, the retransm ssions triggered by the adversary dropping
messages may cause certain problens. Therefore, disabling the use of
retransnissions in the RVD- QOSM aware network i s recomended, see

al so Section 4.6.1.1.1.
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2) Delaying Signaling Messages

Any signaling nessage could be delayed by an adversary. For exanple,
i f RESERVE' nessages are del ayed over the duration of the refresh
period, then the resource units (bandw dth) reserved al ong the nodes
for corresponding sessions will be renoved. In this situation, the

I ngress node does not receive the RESPONSE within a certain period,
and considers that the signaling nessage has failed, which nay cause
a retransm ssion of the "fail ed" nmessage. The Egress node nmay

di stingui sh between the two nmessages, i.e., the del ayed nessage and
the retransmtted nmessage, and it could get a proper response.

However, Interior nodes suffer fromthis retransm ssion and they may
reserve twice the resource units (bandw dth) requested by the Ingress
node.

3) Repl aying Signaling Messages

An adversary may want to replay signaling nessages. It first stores
the recei ved nessages and deci des when to replay these nessages and
at what rate (packets per second).

When the RESERVE nessage carried an <RI | > object, the Egress wll
reply with a RESPONSE' nessage towards the Ingress node. The Ingress
node can then detect replays by conparing the value of <RII> in the
RESPONSE' nessages with the stored val ue.

4) Injecting Signaling Messages

Simlar to the replay-attack scenario, the adversary may store a part
of the information carried by signaling nessages, for exanmple, the
<RSN> object. Wen the adversary injects signaling nessages, it puts
the stored information together with its own generated paraneters
(RVD- @SPEC <TMOD- 1> paraneter, <RII>, etc.) into the injected
messages and then sends themout. Interior nodes will process these
messages by default, reserve the requested resource units (bandw dth)
and pass themto downstream nodes

It may happen that the resource units (bandwi dth) on the Interior
nodes are exhausted if these injected nessages consune too nuch
bandwi dt h.

5) Modi fying Signaling Messages
On-path adversaries are capable of nodifying any part of the
signal i ng message. For exanple, the adversary can nodify the <M,

<S>, and <O> paraneters of the RVD- QSPEC nessages. The Egress node
will then use the SESSI ON-I D and subsequently the <BOUND- SESSI ON- | D>
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objects to refer to that flowto be ternminated or set to | ower
priority. It is also possible for the adversary to nodify the RVD
QSPEC <TMOD- 1> paraneter and/or <PHB O ass> paraneter, which could
cause a nodification of an ambunt of the requested resource units
(bandwi dt h) changes.

5.2.2. Of-Path Adversary

In this case, the adversary is not |ocated on-path and it does not
participate in the exchange of RMD- QOSM si gnali ng nmessages, and
therefore is unable to eavesdrop signaling nmessages. Hence, the
adversary does not know valid <RIl>s, <RSN>s, and <SESSI| ON- | D>s.
Hence, the adversary has to generate new paraneters and constructs
new si gnaling messages. Since Interior nodes operate in reduced-
state node, injected signaling nessages are treated as new once

whi ch causes Interior nodes to allocate additional reservation state.

5.3. Security Requirenents

The followi ng security requirenments are set as goals for the intra-
domai n comuni cation, nanely:

* Nodes, which are never supposed to participate in the NSI' S
si gnal i ng exchange, nust not interfere with Q\NE Interior nodes.
O f-path nodes (off-path with regard to the path taken by a
particul ar signaling message exchange) nust not be able to
interfere with other on-path signaling nodes.

* The actions allowed by a QNE Interior node should be m nim
(i.e., only those specified by the RMD-QOSM. For exanple, only
the Q\E Ingress and the QNE Egress nodes are allowed to initiate
certain signaling nessages. QNE Interior nodes are, for exanple,
allowed to nodify certain signaling nessage payl oads.

Note that the term™"interfere"” refers to all sorts of security
threats, such as denial -of-service, spoofing, replay, signaling
message injection, etc.

5.4. Security Mechani sns

An inmportant security mechanismthat was built into RVD QOSM was the
ability to tie the end-to-end RESERVE and the RESERVE nessages
toget her using the BOUND-SESSION-1D and to allow the I ngress node to
mat ch the RESERVE with the RESPONSE by using the <RI I>. These
nmechani sns enabl e the Edge nodes to detect unexpected signaling
nessages.
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We assune that the RESERVE/ RESPONSE is sent with hop-by-hop channe
security provided by G ST and protected between the QNE | ngress and
the Q\E Egress. @ ST security mechani sms MJST be used to offer

aut hentication, integrity, and replay protection. Furthernore,
encryption MJST be used to prevent an adversary |ocated al ong the
pat h of the RESERVE nessage from |l earning informati on about the
session that can later be used to inject a RESERVE' nessage.

The followi ng nessages need to be mapped to each other to nake sure
that the occurrence of one nessage is not wi thout the other:

a) the RESERVE and the RESERVE relate to each other at the QNE
Egress; and

b) the RESPONSE and the RESERVE relate to each other at the Q\E
I ngress; and

c) the RESERVE' and the RESPONSE relate to each other. The <RII> is
carried in the RESERVE nessage and the RESPONSE nessage that is
generated by the QNE Egress node contains the sane <RI | > as the
RESERVE' . The <RI I> can be used by the Q\E Ingress to nmatch the
RESERVE' with the RESPONSE'. The QNE Egress is able to deternine
whet her the RESERVE was created by the QNE Ingress node since the
i ntra-domai n session, which sent the RESERVE', is bound to an end-
to-end session via the <BOUND- SESSI ON- |1 D> val ue included in the
i ntra-domai n QoS- NSLP operational state maintained at the QNE
Egress.

The RESERVE and the RESERVE' nessage are tied together using the
BOUND- SESSI ON- 1 D(s) mai ntained by the intra-domain and end-to-end
QoS- NSLP operational states nmaintained at the QNE Edges (see Sections
4.3.1, 4.3.2, and 4.3.3). Hence, there cannot be a RESERVE wi thout
a corresponding RESERVE. The SESSION-ID can fulfill this purpose
quite well if the aimis to provide protection against off-path
adversaries that do not see the SESSION-ID carried in the RESERVE and
t he RESERVE' nessages.

I f, however, the path changes (due to rerouting or due to nobility),
then an adversary could inject RESERVE nessages (with a previously
seen SESSION-1D) and could potentially cause harm

An off-path adversary can, of course, create RESERVE nessages that
cause internediate nodes to create sone state (and cause ot her
actions) but the nessage would finally hit the Q\E Egress node. The
Q\E Egress node would then be able to deternmine that there is
sonet hi ng goi ng wong and generate an error nessage.
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The severe congestion handling can be triggered by internedi ate nodes

(unli ke other messages). |n many cases, however, internedi ate nodes
experienci ng congestion use refresh nmessages nodify the <S> and <O
paraneters of the nmessage. These nmessages are still initiated by the

ONE I ngress node and carry the SESSION-1D. The QNE Egress node wil |
use the SESSION-1D and subsequently the BOUND- SESSI ON-I D, nmi nt ai ned
by the intra-domain QoS- NSLP operational state, to refer to a flow
that mght be termi nated. The aspect of internediate nodes
initiating nessages for severe congestion handling is for further

st udy.

During the refresh procedure, a RESERVE creates a RESPONSE , see
Figure 25. The <RII> is carried in the RESERVE nessage and the
RESPONSE' nessage that is generated by the QNE Egress node contains
the sane <RI | > as the RESERVE' .

The <RI'1 > can be used by the QNE Ingress to match the RESERVE with
t he RESPONSE' .

A further aspect is marking of data traffic. Data packets can be
nodi fied by an internediary w thout any relationship to a signaling
session (and a SESSION-1D). The problem appears if an off-path
adversary injects spoofed data packets.

QN\E I ngress ONE Interior ONE Interior QONE Egress
NTLP stateful NTLP stateless NTLP stateless NILP stateful

| | | |
| REFRESH RESERVE' | |

R >| REFRESH RESERVE |

| (+RI1) R >| REFRESH RESERVE
| | (+RI1) R R TR >|

: : o
| | | REFRESH |

| | | RESPONSE’

IS e e +

| | | (+RI1) |

Fi gure 25: RVD REFRESH nessage exchange

The adversary thereby needs to spoof data packets that relate to the
flow identifier of an existing end-to-end reservation that SHOULD be
term nated. Therefore, the question arises how an of f-path adversary
SHOULD create a data packet that matches an existing flow identifier
(if a 5-tuple is used). Hence, this nmight not turn out to be sinple
for an adversary unless we assunme the previously nentioned

mobi lity/rerouting case where the path through the network changes
and the set of nodes that are along a path changes over tine.
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6.

6.

8.

8.

1.

1.

| ANA Consi der ati ons

This section defines additional codepoint assignnents in the QSPEC
Paraneter ID registry, in accordance with BCP 26 [ RFC5226].

Assi gnnent of QSPEC Paraneter |Ds

This docunent specifies the follow ng QSPEC containers in the QSPEC
Paraneter I D registry created in [ RFC5975]:

<PHR_Resour ce_Request > (Section 4.1.2 above, |D=17)
<PHR _Rel ease_Request> (Section 4.1.2 above, |D=18)
<PHR_Refresh_Update> (Section 4.1.2 above, |D=19)
<PDR_Reservati on_Request> (Section 4.1.3 above, |D=20)
<PDR_Refresh_Request> (Section 4.1.3 above, |D=21)
<PDR_Rel ease_Request> (Section 4.1.3 above, |D=22)
<PDR_Reservati on_Report> (Section 4.1.3 above, |D=23)
<PDR_Refresh_Report> (Section 4.1.3 above, |D=24)
<PDR _Rel ease_Report> (Section 4.1.3 above, |D=25)
<PDR_Congestion_Report> (Section 4.1.3 above, |D=26)
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Appendi x A, Exanpl es

A. 1. Exanple of a Re-Marking Operation during Severe Congestion in the
Interior Nodes

Thi s appendi x describes an exanple of a re-nmarking operation during
severe congestion in the Interior nodes.

Per supported PHB, the Interior node can support the operation states
depicted in Figure 26, when the per-flow congestion notification
based on probing signaling schenme is used in conmbination with this
severe congestion type. Figure 27 depicts the same functionality
when the per-flow congestion notification based on probing schene is
not used in conbination with the severe congestion schene. The
description given in this and the foll ow ng appendi ces, focuses on
the situation where: (1) the "notified DSCP' marking is used in
congestion notification state, and (2) the "encoded DSCP" and

"af fected DSCP" markings are used in severe congestion state. In
this case, the "notified DSCP" marking is used during the congestion
notification state to mark all packets passing through an Interior
node that operates in the congestion notification state. |In this
way, and in conbination with probing, a fl ow based ECMP sol uti on can
be provided for the congestion notification state. The "encoded
DSCP' marking is used to encode and signal the excess rate, neasured
at Interior nodes, to the Egress nodes. The "affected DSCP" narking
is used to mark all packets that are passing through a severe
congested node and are not "encoded DSCP" marked.

Anot her possible situation could be derived in which both congestion
notification and severe congestion state use the "encoded DSCP"
mar ki ng, without using the "notified DSCP" marking. The "affected
DSCP' marking is used to nmark all packets that pass through an
Interior node that is in severe congestion state and are not "encoded
DSCP' marked. In addition, the probe packet that is carried by an

i ntra-domai n RESERVE nessage and pass through Interior nodes SHOULD
be "encoded DSCP' narked if the Interior node is in congestion
notification or severe congestion states. O herw se, the probe
packet will remain unmarked. |In this way, an ECVWP sol ution can be
provided for both congestion notification and severe congestion
states. The"encoded DSCP" packets signal an excess rate that is not
only associated with Interior nodes that are in severe congestion
state, but also with Interior nodes that are in congestion
notification state. The algorithmat the Interior node is simlar to
the al gorithm described in the follow ng appendi x sections. However,
this nethod is not described in detail in this exanple.
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| event B |
| Y
| Nor nmal | event A | Congestion | event B | Severe
| state [---------- > notification|-------- >| congesti on
| | | state | | state |
DURDREEE _____[_______ ___[ ______
| event C | |
| |
| event D |

Figure 26: States of operation, severe congestion conbined with
congestion notification based on probing

| Nor nal | event B | Severe
| state |-------------- >| congestion
| | | state |
SERIEEEEE _____[ _______
| event E |

Figure 27: States of operation, severe congestion w thout
congestion notification based on probing

The terns used in Figures 26 and 27 are:

Normal state: represents the normal operation conditions of the node,
i.e., no congestion.

Severe congestion state: represents the state in which the Interior
node is severely congested related to a certain PHB. It is inportant
to enphasi ze that one of the targets of the severe congestion state
solution to change the severe congestion state behavior directly to
the normal state.

Congestion notification: state in which the load is relatively high
close to the I evel when congestion can occur

event A: this event occurs when the inconing PHB rate is higher than
the "congestion notification detection" threshold and | ower than the
"severe congestion detection". This threshold is used by the
congestion notification based on probing schene, see Sections 4.6.1.7
and 4.6. 2. 6.
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event B: this event occurs when the incomng PHB rate is higher than
the "severe congestion detection" threshold.

event C this event occurs when the incomng PHB rate is | ower than
or equal to the "congestion notification detection" threshold.

event D: this event occurs when the incoming PHB rate is | ower than
or equal to the "severe_congestion restoration" threshold. It is

i mportant to enphasize that this even supports one of the targets of
the severe congestion state solution to change the severe congestion
state behavior directly to the nornmal state.

event E: this event occurs when the incoming PHB rate is | ower than
or equal to the "severe congestion restoration" threshold.

Note that the "severe congestion detection", "severe congestion
restoration" and adm ssion thresholds SHOULD be hi gher than the
"congestion notification detection" threshold, i.e., "severe

congestion detection" > "congestion notification detection" and
"severe congestion restoration"” > "congestion notification
detection".

Furt hernore, the "severe congestion detection"” threshold SHOULD be
hi gher than or equal to the admission threshold that is used by the
reservati on-based and NSI S neasur enent - based signaling schenes.
"severe congestion detection" >= adm ssion threshold.

Mor eover, the "severe congestion restoration” threshold SHOULD be
| ower than or equal to the "severe congestion detection"” threshold
that is used by the reservation-based and NSI S neasurenent - based
signaling schenes, that is:

"severe congestion restoration" <= "severe congestion detection"

During severe congestion, the Interior node cal cul ates, per traffic
class (PHB), the incoming rate that is above the "severe congestion
restoration" threshold, denoted as signaled overload rate, in the
foll owi ng way:

* A severe congested Interior node SHOULD take into account that
packets m ght be dropped. Therefore, before queuing and
eventual Iy droppi ng packets, the Interior node SHOULD count the
total nunber of unmarked and re-narked bytes received by the
severe congested node, denote this nunber as total _received_bytes.
Note that there are situations in which nore than one Interior
node in the sanme path becone severely congested. Therefore, any
Interior node | ocated behind a severely congested node MAY receive
mar ked byt es.
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When the "severe congestion detection" threshold per PHB is set equa
to the maxi num capacity allocated to one PHB used by the RVD-QOSM it
nmeans that if the maxi mum capacity associated to a PHBis fully
utilized and a packet belonging to this PHB arrives, then it is
assuned that the Interior node will not forward this packet
downst r eam

In other words, this packet will either be dropped or set to another
PHB. Furthernore, this also neans that after the severe congestion
situation is solved, then the ongoing flows will be able to send
their associ ated packets up to a total rate equal to the maxi num
capacity associated with the PHB. Therefore, when nore than one
Interior node | ocated on the sane path will be severely congested and
when the Interior node receives "encoded DSCP" marked packets, it
nmeans that an Interior node |ocated upstreamis also severely

congest ed.

When the "severe congestion detection" threshold per PHB is set equa
to the maxi num capacity allocated to one PHB, then this Interior node
MUST forward the "encoded DSCP' mar ked packets and it SHOULD NOT
consi der these packets during its local re-marking process. |n other
words, the Egress should see the excess rates encoded by the
different severely congested Interior nodes as independent, and
therefore, these independent excess rates will be added.

When the "severe congestion detection" threshold per PHB is not set
equal to the maxi num capacity allocated to one PHB, this neans that
after the severe congestion situation is solved, the ongoing flows
will not be able to send their associ ated packets up to a total rate
equal to the nmaxi num capacity associated with the PHB, but only up to
the "severe_congestion_threshold". Wen nore than one Interior node
| ocated on the sanme comunication path is severely congested and when
one of these Interior node receives "encoded DSCP" narked packets,
this Interior node SHOULD NOT mark unmarked, i.e., either "origina
DSCP' or "affected DSCP" or "notified DSCP" encoded packets, up to a
rate equal to the difference between the naxi nrum PHB capacity and the
"severe congestion threshold", when the inconing "encoded DSCP"

mar ked packets are already able to signal this difference. 1In this
case, the "severe congestion threshold" SHOULD be configured in all
Interior nodes, which are located in the RVD donmain, and equal to:

"severe_congestion_threshold" =
Maxi mum PHB capacity - threshold offset rate

The threshol d_offset _rate represents rate and SHOULD have the same
value in all Interior nodes.
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* before queuing and eventual ly droppi ng the packets, at the end of
each measurenment interval of T seconds, calculate the current
esti mated overl oaded rate, say neasured_overload_rate, by using
the follow ng equation

measured_overload rate =
=((total received_bytes)/T)-severe_congestion_restoration)

To provide a reliable estimtion of the encoded information, severa
techni ques can be used; see [AtLiO1], [AdCa03], [ThCo04], and
[AnHa06]. Note that since marking is done in Interior nodes, the
deci sions are made at Egress nodes, and the termination of flows is
perfornmed by Ingress nodes, there is a significant delay until the
overload information is |l earned by the Ingress nodes (see Section 6
of [CsTa05]). The delay consists of the trip time of data packets
fromthe severely congested Interior node to the Egress, the
measurenent interval, i.e., T, and the trip tine of the notification
signaling nessages fromEgress to Ingress. Moreover, until the
overl oad decreases at the severely congested Interior node, an
additional trip time fromthe Ingress node to the severely congested
Interior node MUST expire. This is because inmediately before

recei ving the congestion notification, the Ingress MAY have sent out
packets in the flows that were selected for termnation. That is, a
termnated fl ow MAY contribute to congestion for a tine |onger that
is taken fromthe Ingress to the Interior node. Wthout considering
t he above, Interior nodes would continue nmarking the packets unti
the measured utilization falls below the severe congestion
restoration threshold. In this way, in the end, nore flows will be
term nated than necessary, i.e., an overreaction takes place.

[ CsTa05] provides a solution to this problem where the Interior
nodes use a sliding window nenory to keep track of the signaling
overload in a couple of previous neasurenent intervals. At the end
of a measurenent interval, T, before encoding and signaling the
overl oaded rate as "encoded DSCP" packets, the actual overload is
decreased with the sum of already signaled overload stored in the
sliding wi ndow menory, since that overload is already being handl ed
in the severe congestion handling control |oop. The sliding w ndow
menory consists of an integer nunber of cells, i.e., n = nmaxinmm
number of cells. Cuidelines for configuring the sliding w ndow
paraneters are given in [CsTa05].

At the end of each neasurenent interval, the newest cal cul at ed

overload is pushed into the menory, and the ol dest cell is dropped.
If M is the overload_rate stored in ith menory cell (i =1[1..n]),
then at the end of every measurenent interval, the overload rate that
is signaled to the Egress node, i.e., signaled_overload rate is

cal cul ated as foll ows:
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Sum M =0
For i =1 to n

{
SumM = SumM + M
}

signal ed_overl oad_rate = neasured _overload rate - SumM,
where Sum M is calculated as above

Next, the sliding nenory is updated as foll ows:
fori =1..(n-1): M < M+1
Mh <- signal ed overload rate

The bytes that have to be re-marked to satisfy the signaled overl oad
rate: signal ed_remarked_bytes, are cal culated using the foll ow ng
pseudocode:

| F severe_congestion_threshold <> Maxi nrum PHB capacity
THEN

I F (i ncom ng_encoded- DSCP_rate <> 0) AND
(i ncom ng_encoded-DSCP_rate =< term nation_offset_rate)
THEN
{ signal ed renmarked _bytes =
= ((signal ed_overload rate - inconing encoded-DSCP rate)*T)/N

ELSE I F (i ncom ng_encoded-DSCP_rate > term nati on_offset_rate)
THEN si gnal ed_remar ked_bytes =

= ((signaled overload rate - termnation_offset rate)*T)/N
ELSE I F (i ncom ng_encoded- DSCP_rate =0)
THEN si gnal ed_r ermar ked_bytes =

= signal ed_overload_rate*T/N

ELSE si gnal ed_remarked_bytes = signaled overload rate *T/N
Where the inconing "encoded DSCP" rate is calculated as foll ows:

i ncom ng_encoded-DSCP_rate =
= (received nunber of "encoded DSCP" during T) * N/T,;

The signal _remarked_bytes al so represents the nunber of the outgoing
packets (after the dropping stage) that MJST be re-marked, during
each measurement interval T, by a node when operates in severe
congesti on node.
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Note that, in order to process an overload situation higher than 100%
of the nmaintai ned severe congestion threshold, all the nodes within
the domain MJUST be configured and maintain a scaling paraneter, e.g.

N used in the above equation, which in conmbination with the nmarked
bytes, e.g., signaled_remarked_bytes, such a high overload situation
can be cal cul ated and represented. N can be equal to or higher than
1

Not e that when incoming re-marked bytes are dropped, the operation of
the severe congestion algorithm MAY be affected, e.g., the algorithm
MAY becone, in certain situations, slower. An inplenentation of the
al gorithm MAY assure as nmuch as possible that the inconm ng narked
bytes are not dropped. This could for exanple be acconplished by
using different dropping rate thresholds for marked and unmarked

byt es.

Note that when the "affected DSCP' marking is used by a node that is

congested due to a severe congestion situation, then all the outgoing
packets that are not marked (i.e., by using the "encoded DSCP") have

to be re-marked using the "affected DSCP" marKki ng.

The "encoded DSCP" and the "affected DSCP' marked packets (when
applied in the whole RVD donain) are propagated to the QNE Edge
nodes.

Furt hernmore, note that when the congestion notification based on
probing is used in conbination with severe congestion, then in
addition to the possible "encoded DSCP' and "affected DSCP', another
DSCP for the re-marking of the same PHB is used (see Section
4.6.1.7). This additional DSCP is denoted in this docunent as
"notified DSCP". Wen an Interior node operates in the severe
congested state (see Figure 27), and receives "notified DSCP"
packets, these packets are considered to be unmarked packets (but not
"af fected DSCP" packets). This neans that during severe congestion
al so the "notified DSCP" packets can be re-nmarked and encoded as

ei ther "encoded DSCP" or "affected DSCP' packets.

A. 2. Exanple of a Detailed Severe Congestion Qperation in the Egress
Nodes

Thi s appendi x describes an exanple of a detail ed severe congestion
operation in the Egress nodes.

The states of operation in Egress nodes are sinilar to the ones
described in Appendix A 1. The definition of the events, see bel ow,
is however different than the definition of the events given in

Fi gures 26 and 27:
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Bader ,

event A: when the Egress receives a predefined rate of "notified
DSCP' mar ked byt es/packets, event Ais activated (see Sections
4.6.1.7 and A. 4). The predefined rate of "notified DSCP' narked
bytes is denoted as the congestion notification detection
threshold. Note this congestion notification detection threshold
can al so be zero, neaning that the event A is activated when the
Egress node, during an interval T, receives at |east one "notified
DSCP" packet.

event B: this event occurs when the Egress receives packets marked
as either "encoded DSCP" or "affected DSCP' (when "affected DSCP"
is applied in the whol e RVD domai n).

event C. this event occurs when the rate of incomng "notified
DSCP" packets decreases bel ow the congestion notification
detection threshold. In the situation that the congestion
notification detection threshold is zero, this will nean that
event Cis activated when the Egress node, during an interval T,
does not receive any "notified DSCP" marked packets.

event D: this event occurs when the Egress, during an interval T,
does not receive packets nmarked as either "encoded DSCP' or

"af fected DSCP" (when "affected DSCP" is applied in the whole RMVD
domain). Note that when "notified DSCP' is applied in the whole

RVMD domai n for the support of congestion notification, this event
coul d cause the follow ng change in operation state.

When the Egress, during an interval T, does not receive (1)
packets marked as either "encoded DSCP" or "affected DSCP" (when
"affected DSCP" is applied in the whole RVD donmain) and (2) it
does NOT receive "notified DSCP' narked packets, the change in the
operation state occurs fromthe severe congestion state to nornal
state.

When the Egress, during an interval T, does not receive (1)
packets marked as either "encoded DSCP' or "affected DSCP" (when
"affected DSCP" is applied in the whole RVD donain) and (2) it
does receive "notified DSCP' marked packets, the change in the
operation state occurs fromthe severe congestion state to the
congestion notification state.

event E: this event occurs when the Egress, during an interval T,
does not receive packets narked as either "encoded DSCP' or

"af fected DSCP" (when "affected DSCP' is applied in the whole RVD
donai n) .
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An exanpl e of the algorithmfor calculation of the nunber of flows
associated with each priority class that have to be terninated is
expl ai ned by the pseudocode bel ow.

The Edge nodes are able to support severe congestion handling by: (1)
identifying which flows were affected by the severe congestion and
(2) selecting and term nating sone of these flows such that the
quality of service of the remaining flows is recovered

The "encoded DSCP" and the "affected DSCP' marked packets (when
applied in the whole RVD donain) are received by the QNE Edge node.

The QNE Edge nodes keep per-flow state and therefore they can

transl ate the cal cul ated bandwi dth to be termi nated, to nunber of
flows. The QNE Egress node records the excess rate and the identity
of all the flows, arriving at the QNE Egress node, with "encoded
DSCP' and with "affected DSCP" (when applied in the whol e RVD
domain); only these flows, which are the ones passing through the
severely congested Interior node(s), are candidates for term nation
The excess rate is calculated by neasuring the rate of all the
"encoded DSCP" data packets that arrive at the QNE Egress node. The
nmeasured excess rate is converted by the Egress node, by nultiplying
it by the factor N, which was used by the Q\E Interior node(s) to
encode the overload |evel

When different priority flows are supported, all the low priority
flows that arrived at the Egress node are termnated first. Next,
all the mediumpriority flows are stopped and finally, if necessary,
even high priority flows are chosen. Wthin a priority class both
"encoded DSCP" and "affected DSCP" are considered before the
mechani sm noves to higher priority class. Finally, for each flow
that has to be termnated the Egress node, sends a NOTIFY nessage to
the I ngress node, which stops the flow

Below, this algorithmis described in detail.

First, when the Egress operates in the severe congestion state, the
total anmount of re-marked bandwi dth associated with the PHB traffic
cl ass, say total _congested_bandw dth, is calculated. Note that when
t he node maintains information about each Ingress/Egress pair
aggregate, then the total congested_bandw dth MJST be cal cul ated per

I ngress/ Egress pair reservation aggregate. This bandw dth represents
the severely congested bandw dth that SHOULD be terninated. The
total congested bandw dth can be cal cul ated as foll ows:

total _congested_bandwi dth = N+i nput _remarked_bytes/T
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Where, input_renarked _bytes represents the nunber of "encoded DSCP"
mar ked bytes that arrive at the Egress, during one neasurenent
interval T, Nis defined as in Sections 4.6.1.6.2.1 and A 1. The
term denoted as terni nated_bandwi dth is a tenporal variable
representing the total bandwi dth that has to be term nated, bel onging
to the same PHB traffic class. The termi nate_flow bandwi dth
(priority class) is the total bandwi dth associated with fl ows of
priority class equal to priority class. The paraneter priority class
is an integer fulfilling:

0O =< priority_class =< Maxinumpriority.

The QNE Egress node records the identity of the QNE I ngress node that
forwarded each flow, the total congested bandwi dth and the identity
of all the flows, arriving at the QNE Egress node, with "encoded
DSCP' and "affected DSCP* (when applied in whole RVD domain). This
ensures that only these flows, which are the ones passing through the
severely overl oaded QNE Interior node(s), are candi dates for

term nation. The selection of the flows to be term nated is
described in the pseudocode that is given below, which is realized by
the function denoted bel ow as cal culate_termi nate_fl ows().

The calculate_term nate_flows() function uses the

<ternmi nate_bandw dth_cl ass> val ue and transl ates this bandw dth val ue
to nunmber of flows that have to be term nated. Only the "encoded
DSCP' flows and "affected DSCP' (when applied in whole RVD donai n)
flows, which are the ones passing through the severely overl oaded
Interior node(s), are candidates for term nation

After the flows to be term nated are selected, the

<sum bandwi dt h_termi nate(priority class)> value is calculated that is
the sum of the bandwi dth associated with the flows, belonging to a
certain priority class, which will certainly be termninated.

The constraint of finding the total number of flows that have to be
termnated is that sumbandwidth _ternminate(priority _class), SHOULD be
smal | er or approxinmately equal to the variable

term nat e_bandwi dt h(priority_cl ass).
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term nat ed_bandw dth = 0;
priority_class = 0;
whil e terninated_bandwi dth < total _congested_bandw dth

{

term nate_bandwi dt h(priority_class) =

= total congested_bandwi dth - tern nated_bandwi dth

calculate ternminate flows(priority class);

term nat ed_bandw dth =

= sum bandwi dth_term nate(priority_class) + terninated_bandw dth

priority class = priority_class + 1;

}

If the Egress node maintains |Ingress/Egress pair reservation
aggregates, then the above algorithmis perforned for each
I ngress/ Egress pair reservation aggregate.

Finally, for each flow that has to be term nated, the QNE Egress node
sends a NOTIFY nessage to the QNE I ngress node to term nate the flow

A. 3. Exanple of a Detail ed Re-Marking Adni ssion Control (Congestion
Notification) Qperation in Interior Nodes

Thi s appendi x describes an exanple of a detailed re-nmarking adm ssion
control (congestion notification) operation in Interior nodes. The
predefi ned congestion notification threshold, see Appendix A1, is
set according to, and usually |ess than, an engi neered bandw dth
limtation, i.e., adm ssion threshold, e.g., based on a Service Leve
Agreenment or a capacity limtation of specific |links.

The difference between the congestion notification threshold and the
engi neered bandwidth limtation, i.e., adm ssion threshold, provides
an interval where the signaling information on resource linmtation is
al ready sent by a node but the actual resource linmtation is not
reached. This is due to the fact that data packets associated with
an admtted session have not yet arrived, which allows the adm ssion
control process available at the Egress to interpret the signaling
informati on and reject new calls before reachi ng congestion

Note that in the situation when the data rate is higher than the
preconfi gured congestion notification rate, data packets are also re-
mar ked (see Section 4.6.1.6.2.1). To distinguish between congestion
notification and severe congestion, two nethods MAY be used (see
Appendi x A 1):

* using different <DSCP> val ues (re-nmarked <DSCP> val ues). The re-
mar ked DSCP that is used for this purpose is denoted as "notified
DSCP" in this docunent. Wen this method is used and when the
Interior node is in "congestion notification" state, see Appendi X
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A. 1, then the node SHOULD re-nmark all the unmarked bytes passing

t hrough the node using the "notified DSCP'. Note that this method
can only be applied if all nodes in the RVD donain use the
"notified" DSCP marking. |In this way, probe packets that will
pass through the Interior node that operates in congestion
notification state are al so encoded using the "notified DSCP"
mar ki ng.

* Using the "encoded DSCP" marking for congestion notification and
severe congestion. This nethod is not described in detail in this
exanpl e appendi x.

A. 4. Exanple of a Detailed Adm ssion Control (Congestion Notification)
Operation in Egress Nodes

Thi s appendi x describes an exanple of a detailed adm ssion contro
(congestion notification) operation in Egress nodes.

The adni ssion control congestion notification procedure can be
applied only if the Egress nmaintains the Ingress/Egress pair
aggregate. Wen the operation state of the I ngress/Egress pair
aggregate is the "congestion notification", see Appendix A 2, then
the inplenmentation of the algorithm depends on how the congestion
notification situation is notified to the Egress. As nentioned in
Appendi x A 3, two nethods are used:

* using the "notified DSCP". During a neasurenent interval T, the
Egress counts the nunmber of "notified DSCP" marked bytes that
belong to the same PHB and are associated with the sane
I ngress/ Egress pair aggregate, say input_notified bytes. W
denote the rate as inconmng_notified rate.

* using the "encoded DSCP*. In this case, during a neasurenent
interval T, the Egress neasures the input_notified bytes by
counting the "encoded DSCP' bytes.

Bel ow only the detail description of the first nethod is given.

The incoming congestion_rate can be then cal cul ated as foll ows:
i ncom ng_congestion_rate = input_notified_bytes/T

If the inconming _congestion_ rate is higher than a preconfigured

congestion notification threshold, then the conmunication path

bet ween I ngress and Egress is considered to be congested. Note that
the pre-congestion notification threshold can be set to "0". |In this
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A 5.

A 6.

Bad

case, the Egress node will operate in congestion notification state
at the nonent that it receives at |least one "notified DSCP" encoded
packet .

When the Egress node operates in "congestion notification" state and
if the end-to-end RESERVE (probe) arrives at the Egress, then this
request SHOULD be rejected. Note that this happens only when the
probe packet is either "notified DSCP' or "encoded DSCP' narked. In
this way, it is ensured that the end-to-end RESERVE (probe) packet
passed through the node that is congested. This feature is very
useful when ECMP-based routing is used to detect only flows that are
passi ng through the congested router.

If such an Ingress/Egress pair aggregated state is not avail able when
the (probe) RESERVE nessage arrives at the Egress, then this request
is accepted if the DSCP of the packet carrying the RESERVE nessage is
unmarked. Oherwise (if the packet is either "notified DSCP* or
"encoded DSCP' marked), it is rejected.

Exanpl e of Sel ecting Bidirectional Flows for Term nation during
Severe Congestion

Thi s appendi x describes an exanple of selecting bidirectional flows
for termination during severe congestion

When a severe congestion occurs, e.g., in the forward path, and when
the algorithmternminates flows to solve the severe congestion in the
forward path, then the reserved bandw dth associated with the

term nated bidirectional flows is also released. Therefore, a
careful selection of the flows that have to be term nated SHOULD t ake
pl ace. A possible nethod of selecting the flows belonging to the
same priority type passing through the severe congestion point on a
uni di rectional path can be the follow ng:

* the Egress node SHOULD select, if possible, first unidirectiona
flows instead of bidirectional flows.

* the Egress node SHOULD select, if possible, bidirectional flows
that reserved a relatively small anpbunt of resources on the path
reversed to the path of congestion

Exanpl e of a Severe Congestion Solution for Bidirectional Flows
Congested Si nul taneously on Forward and Reverse Paths

Thi s appendi x describes an exanple of a severe congestion solution

for bidirectional flows congested sinmultaneously on forward and
reverse paths
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This scenario describes a solution using the conbi nation of the
severe congestion solutions described in Section 4.6.2.5.2. It is
consi dered that the severe congestion occurs sinultaneously in
forward and reverse directions, which MAY affect the sane

bi directional fl ows.

When the QNE Edges naintain per-flow intra-donain QoS- NSLP
operational states, the steps can be the follow ng, see Figure A 3.
Consi der that the Egress node sel ects a nunber of bidirectional flows
to be termnated. In this case, the Egress will send, for each
bidirectional flow, a NOTIFY nessage to Ingress. |If the Ingress
recei ves these NOTIFY nessages and its operational state (associated
with reverse path) is in the severe congestion state (see Figures 26
and 27), then the Ingress operates in the follow ng way:

* For each NOTIFY nessage, the Ingress SHOULD identify the
bidirectional flows that have to be terminated

*  The Ingress then calculates the total bandw dth that SHOULD be
released in the reverse direction (thus not in forward direction)
if the bidirectional flows will be term nated (preenpted), say
"notify_reverse_bandwi dth". This bandwi dth can be cal cul ated by
the sum of the bandwi dth val ues associated with all the end-to-end
sessions that received a (severe congestion) NOIlIFY nessage.

* Furthernore, using the received narked packets (fromthe reverse
path) the Ingress will calculate, using the algorithmused by an
Egress and described in Appendix A 2, the total bandw dth that has
to be termnated in order to solve the congestion in the reverse
path direction, say "marked reverse bandw dth".

* The Ingress then cal cul ates the bandwi dth of the additional flows
that have to be terninated, say "additional _reverse_bandw dth", in
order to solve the severe congestion in reverse direction, by
taking into account:

** the bandwidth in the reverse direction of the bidirectional flows
that were appointed by the Egress (the ones that received a NOTIFY
nmessage) to be preenpted, i.e., "notify_reverse_bandw dth".

** the total amount of bandwidth in the reverse direction that has

been cal cul ated by using the received marked packets, i.e.
"mar ked_reverse_bandw dt h".
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I >|  RESERVE( RVD- QSPEC) :
| "forward - T tear”
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| |
| | |
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Fi gure 28: Intra-domain RVMD severe congestion handling for
bi directional reservation (congestion in both forward
and reverse direction)

This additional bandw dth can be cal cul ated using the foll ow ng
al gorithm

I F ("marked_reverse_bandw dth" > "notify_reverse_bandw dth") THEN
"addi tional _reverse bandw dth" =
= "marked_reverse_bandw dth"- "notify_reverse_bandw dth";
ELSE
"additional _reverse bandwidth" =0

* Ingress terninates the flows that experienced a severe congestion

in the forward path and received a (severe congestion) NOTIFY
nessage.
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I f possible, the Ingress SHOULD term nate unidirectional flows
that use the sanme Egress-lngress reverse direction

communi cati on path to satisfy the release of a total bandw dth
up equal to the "additional _reverse_bandw dth", see Appendi x

A 5.

I f the nunber of REQUI RED unidirectional flows (to satisfy the
above issue) is not available, then a nunber of bidirectiona
flows that are using the sane Egress-Ingress reverse direction
communi cati on path MAY be selected for preenption in order to
satisfy the rel ease of a total bandw dth equal up to the
"additional _reverse bandwi dth". Note that using the guidelines
given in Appendix A5 first the bidirectional flows that
reserved a relatively snall anount of resources on the path
reversed to the path of congestion SHOULD be sel ected for

term nation.

When the QNE Edges naintain aggregated intra-domain QS-NSLP
operational states, the steps can be the foll ow ng.

The Egress cal cul ates the bandwidth to be term nated using the
same met hod as described in Section 4.6.1.6.2.2. The Egress

i ncludes this bandwi dth value in a <PDR Bandwi dth> within a
"PDR _Congestion_Report" container that is carried by the end-
to-end NOTI FY nessage.

The I ngress receives the NOTI FY nessage and reads the <PDR
Bandw dt h> val ue i ncluded in the "PDR Congestion_Report"
container. Note that this value is denoted as

"notify reverse_bandwi dth" in the situation that the Q\NE Edges
mai ntain per-flow intra-donmain QoS-NSLP operational states, but
is calculated differently. The variables

"mar ked_r ever se_bandw dt h" and "additional _reverse_bandw dt h"
are cal cul ated using the sane steps as explained for the
situation that the QNE Edges naintain per-flow intra-domain
QS- NSLP st at es.

Regarding the ternmination of flows that use the same Egress-

I ngress reverse direction comuni cation path, the Ingress can
follow the same procedures as the situation that the QNE Edges
mai ntain per-flow intra-domain QoS- NSLP operational states

The RVD- aggregated (reduced-state) reservations nai ntai ned by
the Interior nodes, can be reduced in the "forward" and
"reverse" directions by using the procedure described in
Section 4.6.2.3 and including in the <Peak Data Rate-1 (p)>

val ue of the |local RVMD-QSPEC <TMOD- 1> paraneter of the RVD QOSM
<QoS Desired> field carried by the forward intra-donai n RESERVE
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the val ue equal to <notify reverse_bandw dth> and by i ncl udi ng
the <additional reverse_ bandw dth> value in the <PDR Bandw dt h>
paraneter within the "PDR_Rel ease_Request" container that is
carried by the sane intra-domai n RESERVE nessage

A. 7. Exanple of Preenption Handling during Adni ssion Contro

Thi s appendi x describes an exanpl e of how preenption handling is
supported during adm ssion control

This section describes the nechanismthat can be supported by the QNE
Ingress, QNE Interior, and QNE Egress nodes to satisfy preenption
during the adnission control process.

Thi s mechani sm uses the preenption buil ding blocks specified in
[ RFC5974] .

A.7.1. Preenption Handling in QNE I ngress Nodes

If a QNE Ingress receives a RESERVE for a session that causes other
session(s) to be preenpted, for each of these to-be-preenpted
sessions, then the QNE Ingress follows the follow ng steps:

Step_1:

The QNE I ngress MUST send a tearing RESERVE downstream and add a
BOUND- SESSI ON-1 D, wi th <Bi ndi ng_Code> val ue equal to "Indicated
session caused preenption" that indicates the SESSION-1D of the
session that caused the preenption. Furthernore, an <l NFO SPEC>
object with error code value equal to "Reservation preenpted" has to
be included in each of these tearing RESERVE nessages.

The selection of which flows have to be preenpted can be based on
predefined policies. For exanple, this selection process can be
based on the MRI associated with the high and |low priority sessions.
In particular, the Q\E Ingress can select low(er) priority session(s)
where their MRl is "close" (especially the target IP) to the one
associated with the higher priority session. This neans that
typically the high priority session and the to-be-preenpted | oner
priority sessions are follow ng the sane conmmuni cation path and are
passi ng through the same QNE Egress node.

Furt hernmore, the anpbunt of |lower priority sessions that have to be
preenpted per each high priority session, has to be such that the
requested resources by the higher priority session SHOULD be | ower or
equal than the sum of the reserved resources associated with the

|l ower priority sessions that have to be preenpted.
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Step_2:

For each of the sent tearing RESERVE(sS) the QNE Ingress will send a
NOTI FY message with an <I NFO SPEC> object with error code val ue equal
to "Reservation preenpted” towards the ONI .

Step_3:

After sending the preenpted (tearing) RESERVE(S), the Ingress QNE
will send the (reserving) RESERVE, which caused the preenption,
downstream towards the QNE Egress.

A 7.2. Preenption Handling in QNE Interior Nodes

The QNE Interior upon receiving the first (tearing) RESERVE that
carries the <BOUND SESSI ON- | D> obj ect with <Bi ndi ng_Code> val ue equal
to "Indicated session caused preenption” and an <l NFO SPEC> obj ect
with error code value equal to "Reservation preenpted"” it considers
that this session has to be preenpted.

In this case, the QNE Interior creates a so-called "preenption
state", which is identified by the SESSION-ID carried in the
preenption-rel ated <BOUND- SESSI ON-1 D> object. Furthernore, this
"preenption state" will include the SESSION-1D of the session
associated with the (tearing) RESERVE. Subsequently, if additional
tearing RESERVE(s) are arriving including the sane val ues of BOUND-
SESSI ON- |1 D and <I NFO- SPEC> obj ects, then the associ ated SESSI ON-1 Ds
of these (tearing) RESERVE nessage will be included in the already
created "preenption state". The QNE will then set a timer, with a
value that is high enough to ensure that it will not expire before
the (reserving) RESERVE arrives.

Note that when the "preenption state" timer expires, the bandw dth
associated with the preenpted session(s) will have to be rel eased,
following a normal RMD- QOSM bandwi dt h rel ease procedure. [If the QNE
Interior node will not receive all the to-be-preenpted (tearing)
RESERVE nessages sent by the QNE I ngress before their associated
(reserving) RESERVE nessage arrives, then the (reserving) RESERVE
message will not reserve any resources and this nmessage will be "M
mar ked (see Section 4.6.1.2). Note that this situation is not a
typical situation. Typically, this situation can only occur when at
| east one of (tearing) the RESERVE nessages is dropped due to an
error condition.

Bader, et al. Experi ment al [ Page 118]



RFC 5977 RVD- QOSM Cct ober 2010

O herwise, if the QNE Interior receives all the to-be-preenpted
(tearing) RESERVE nessages sent by the QNE I ngress, then the QNE
Interior will renove the pending resources, and nake the new
reservation using normal RVD- QOSM bandwi dth rel ease and reservation
pr ocedures.

A 7.3. Preenption Handling in QNE Egress Nodes

Similar to the QNE Interior operation, the QNE Egress, upon receivVving
the first (tearing) RESERVE that carries the <BOUND- SESSI O\ | D>
object with the <Bi ndi ng_Code> val ue equal to "Indi cated session
caused preenption" and an <I NFO SPEC> object with error code val ue
equal to "Reservation preenpted”, it considers that this session has
to be preenpted. Sinmilar to the Q\NE Interior operation the Q\NE
Egress creates a so called "preenption state", which is identified by
the SESSION-1D carried in the preenption-rel ated <BOUND- SESSI ON- | D>
object. This "preenption state” will store the sane type of

i nformati on and use the sanme tiner value as specified in Appendi x

A T.2.

Subsequently, if additional tearing RESERVE(sS) are arriving including
the sane val ues of BOUND- SESSI ON-1 D and <l NFO- SPEC> obj ects, then the
associ ated SESSION-1Ds of these (tearing) RESERVE nessage will be
included in the already created "preenption state"

If the (reserving) RESERVE nmessage sent by the QNE | ngress node
arrived and is not "M marked, and if all the to-be-preenpted
(tearing) RESERVE nessages arrived, then the QNE Egress will renove
t he pendi ng resources and nmake the new reservati on using normal RMD-
QOSM pr ocedur es.

If the QNE Egress receives an "M narked RESERVE nessage, then the
Q\E Egress will use the normal partial RVD-QOSM procedure to rel ease
the partial reserved resources associated with the "M marked RESERVE
(see Section 4.6.1.2).

If the QNE Egress will not receive all the to-be-preenpted (tearing)
RESERVE nessages sent by the QNE Ingress before their associated and
not "M marked (reserving) RESERVE nessage arrives, then the

foll owi ng steps can be foll owed:

* |f the QNE Egress uses an end-to-end QOSM that supports the
preenption handling, then the QNE Egress has to cal culate and
sel ect new lower priority sessions that have to be termninated
How t he preenpted sessions are selected and signaled to the
downstream QNEs is sinmilar to the operation specified in Appendix
A 7.1,
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* |f the QNE Egress does not use an end-to-end QOSM that supports
the preenption handling, then the Q\NE Egress has to reject the
requesting (reserving) RESERVE nessage associated with the high
priority session (see Section 4.6.1.2).

Note that typically, the situation in which the Q\NE Egress does not
receive all the to-be-preenpted (tearing) RESERVE nessages sent by
the QNE I ngress can only occur when at |east one of the (tearing)
RESERVE nessages are dropped due to an error condition

A.8. Exanple of a Retransm ssion Procedure within the RVD Domain

Thi s appendi x describes an exanple of a retransm ssion procedure that
can be used in the RVD donain.

If the retransm ssion of intra-domai n RESERVE nmessages within the RVD
domain is not disallowed, then all the QNE Interior nodes SHOULD use
the functionality described in this section

In this situation, we enable QNE Interior nodes to nmaintain a replay
cache in which each entry contains the <RSN>, <SESSION-|D> (avail able
via G ST), <REFRESH PERI OD> (avail able via the QoS NSLP [ RFC5974]),
and the last received "PHR Container" <Paraneter |ID> carried by the
RVMD- QSPEC for each session [RFC5975]. Thus, this solution uses

i nformati on carried by <QoS-NSLP> objects [RFC5974] and paraneters
carried by the RVD- @SPEC "PHR Container". The follow ng phases can
be di sti ngui shed:

Phase 1: Create Replay Cache Entry

When an Interior node receives an intra-domai n RESERVE nessage and
its cache is enpty or there is no matching entry, it reads the
<Paraneter ID> field of the "PHR Container" of the received nessage.
If the <Paraneter ID> is a PHR RESOURCE REQUEST, which indicates that
the intra-domai n RESERVE nmessage is a reservation request, then the
QNE Interior node creates a new entry in the cache and copies the
<RSN>, <SESSION-| D> and <Paraneter ID> to the entry and sets the
<REFRESH PERI OD>.

By using the information stored in the list, the Interior node
verifies whether or not the received intra-domai n RESERVE nessage i s
sent by an adversary. For exanple, if the <SESSION-1D> and <RSN> of
a received intra-domai n RESERVE nessage match the val ues stored in
the list then the Interior node checks the <Parameter |D> part.
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If the <Paraneter ID>is different, then

Situation D1: <Paraneter ID>inits own list is
PHR_RESOURCE REQUEST, and <Paraneter ID> in the nmessage is
PHR_REFRESH_UPDATE;

Situation D2: <Paraneter ID>inits owm list is
PHR RESOURCE REQUEST or PHR REFRESH UPDATE, and <Paraneter |D>
in the nessage i s PHR_RELEASE REQUEST;

Situation D3: <Paraneter ID>in its own list is PHR REFRESH UPDATE
and <Paraneter ID> in the nessage i s PHR RESOURCE REQUEST,;

For Situation D1, the QNE Interior node processes this nessage by
RVD- QOSM def aul t operation, reserves bandw dth, updates the entry,
and passes the nmessage to downstream nodes. For Situation D2, the
QNE Interior node processes this nmessage by RVD- QOSM def aul t
operation, rel eases bandwi dth, deletes all entries associated with
the session and passes the nessage to downstream nodes. For
situation D3, the QNE Interior node does not use/process the |oca
RVMD- QGSPEC <TMOD- 1> paraneter carried by the received intra-donain
RESERVE nessage. Furthernore, the <K> flag in the "PHR Contai ner"
has to be set such that the |ocal RVD QGSPEC <TMOD- 1> par aneter
carried by the intra-domai n RESERVE nessage i s not processed/ used by
a ONE Interior node.

If the <Paraneter ID> is the sane, then

Situation Sl1: <Paraneter ID> is equal to PHR RESOURCE REQUEST;
Situation S2: <Paraneter ID> is equal to PHR REFRESH UPDATE;

For situation S1, the QNE Interior node does not process the

i ntra-domai n RESERVE nessage, but it just passes it to downstream
nodes, because it night have been retransmitted by the QNE Ingress
node. For situation S2, the QNE Interior node processes the first
i ncom ng intra-domain (refresh) RESERVE nessage within a refresh
peri od and updates the entry and forwards it to the downstream
nodes.

If only <Session-1D> is matched to the list, then the QNE Interior
node checks the <RSN>. Here also two situations can be
di sti ngui shed:

If a rerouting takes place (see Section 5.2.5.2 in [RFC5974]), the
<RSN> in the nmessage will be equal to either <RSN + 2> in the stored
list if it is not a tearing RESERVE or <RSN -1> in the stored list if
it is a tearing RESERVE:

Bader, et al. Experi ment al [ Page 121]



RFC 5977 RVD- QOSM Cct ober 2010

The QNE Interior node will check the <Paraneter |D> part;

If the <RSN> in the nessage is equal to <RSN + 2> in the stored |i st
and the <Paraneter ID> is a PHR RESOURCE REQUEST or

PHR_REFRESH UPDATE, then the received intra-domai n RESERVE nessage
has to be interpreted and processed as a typical (non-tearing)
RESERVE nessage, which is caused by rerouting, see Section 5.2.5.2 in
[ RFC5974] .

If the <RSN> in the nessage is equal to <RSN-1> in the stored |ist
and the <Paraneter ID> is a PHR RELEASE REQUEST, then the received

i ntra-domai n RESERVE nessage has to be interpreted and processed as a
typical (tearing) RESERVE nessage, which is caused by rerouting (see
Section 5.2.5.2 in [RFC5974]).

If other situations occur than the ones descri bed above, then the ONE
Interior node does not use/process the |ocal RVD QSPEC <TMOD- 1>
paraneter carried by the received intra-donmai n RESERVE nessage

Furt hernmore, the <K> paraneter has to be set, see above.

Phase 2: Update Replay Cache Entry

VWhen a QNE Interior node receives an intra-domai n RESERVE nessage, it
retrieves the corresponding entry fromthe cache and conpares the
values. |If the nessage is valid, the Interior node will update
<Paranmeter | D> and <REFRESH-PERIOD> in the list entry.

Phase 3: Delete Replay Cache Entry

When a QNE Interior node receives an intra-donain (tear) RESERVE
message and an entry in the replay cache can be found, then the Q\E
Interior node will delete this entry after processing the nessage.
Furthernmore, the Interior node will delete cache entries, if it did
not receive an intra-domain (refresh) RESERVE nessage during the
<REFRESH- PERI OD> period with a <Paranmeter |D> val ue equal to
PHR_REFRESH_UPDATE.

A.9. Exanple on Matching the Initiator QSPEC to the Local RVD- QSPEC

Section 3.4 of [RFC5975] describes an exanple of how the QSPEC can be
Used within QoS-NSLP. Figure 29 illustrates a situation where a QN
and a QONR are using an end-to-end QOSM denoted in this context as
Z-e2e. It is considered that the QNI access network side is a

wirel ess access network built on a generation "X' technology with QS
support as defined by generation "X', while QNR access network is a
wi red/fixed access network with its own defined QoS support.
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Furthernmore, it is considered that the shown QNE Edges are | ocated at
t he boundary of an RMD donmin and that the shown QNE Interior nodes
are |l ocated inside the RVD domai n.

The QNE Edges are able to run both the Z-e2e QOSM and the RVD- QOSM
while the QNE Interior nodes can only run the RMD-QOSM The QN is
considered to be a wireless laptop, for exanple, while the QNR is
considered to be a PC

| |

| Z-e2e | <->|Z-e2e | <------------mmmm oo >| Z-e2e | <->| Z-e2e |
N TR st B T oo B By
| NSLP | | NSLP |<->] NSLP |<-> NSLP |<->| NSLP | | NSLP |
| Z- e2e | | RNMD | | RVD | | RVD | | RVD | | Z-e2e]
| M| | sMm| | @sMm | | sMm | | QsM | | QO8M |

|- I I I I I |
QNI QNE QNE QNE QNE QAR
(End) (lngress Edge) (Interior) (Interior) (Egress Edge) (End)

Fi gure 29. Exanple of initiator and |ocal domain QOSM operation

The QNI sets <QoS Desired> and <QoS Avail abl e> QSPEC obj ects in the
initiator @SPEC, and initializes <QS Avail able> to <QoS Desired>.

In this exanple, the <M ni num QoS> object is not popul ated. The QN
popul ates QSPEC paraneters to ensure correct treatnment of its traffic
in donmains down the path. Additionally, to ensure correct treatnent
further down the path, the QNI includes <PHB O ass> in <QoS Desired>.
The QNI therefore includes in the QSPEC

<QoS Desired> = <TMOD 1> <PHB C ass>
<QoS Avail abl e> = <TMOD- 1> <Pat h Lat ency>

In this exanple, it is assumed that the <TMOD- 1> paranmeter is used to
encode the traffic parameters of a Vol P application that uses RTP and
the G 711 Codec, see Appendix B in [RFC5975]. The below text is

copi ed from [ RFC5975].

In the sinplest case the MninumPoliced Unit mis the sumof the
| P-, UDP- and RTP- headers + payload. The |IP header in the |Pv4

case has a size of 20 octets (40 octets if IPv6 is used). The UDP
header has a size of 8 octets and RTP uses a 12 octet header. The
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G 711 Codec specifies a bandwidth of 64 kbit/s (8000 octets/s).
Assum ng RTP transmits voi ce datagranms every 20 ns, the payl oad

for one datagramis 8000 octets/s * 0.02 s = 160 octets.
| Pv4+UDP+RTP+payl oad: mr20+8+12+160 octets = 200 octets
| Pv6+UDP+RTP+payl oad: mr40+8+12+160 octets = 220 octets

The Rate r specifies the anbunt of octets per second. 50
dat agrans are sent per second.

IPv4: r = 50 1/s * m= 10,000 octets/s
IPv6: r =50 1/s * m= 11,000 octets/s
The bucket size b specifies the maxi mumburst. |In this exanple, a

burst of 10 packets is used.

| Pv4: b
| Pv6: b

10 * m
10 * m

2000 octets
2200 octets

In our exanple, we will assune that |IPV4 is used and therefore, the
<TMOD- 1> values will be set as foll ows:

m = 200 octets

r = 10000 octets/s

b = 2000 octets

The <Peak Data Rate-1 (p)> and MPS are not specified above, but in
our exanple we will assune:

p =r = 10000 octets/s

MPS = 220 octets

The <PHB Class> is set in such a way that the Expedited Forwarding
(EF) PHB is used.

Since <Path Latency> and <QoS O ass> are not vital paraneters from
the QNI's perspective, it does not raise their <M flags.

Each QNE, which supports the Z-e2e QOSM on the path, reads and
interprets those paraneters in the initiator QSPEC

When an end-to-end RESERVE nessage is received at a QNE | ngress node
at the RVD donmin border, the QNE I ngress can "hide" the initiator
end-t 0o-end RESERVE nessage so that only the Q\E Edges process the
initiator (end-to-end) RESERVE nessage, which then bypasses

i nt ermedi at e nodes between the Edges of the domain, and issues its
own | ocal RESERVE nessage (see Section 6). For this new |oca
RESERVE nessage, the QNE | ngress node generates the | ocal RVD QSPEC.
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The RVD- QSPEC corresponding to the RMD-QOSM i s generated based on the
original initiator QSPEC according to the procedures described in
Section 4.5 of [RFC5974] and in Section 6 of this docunent. The RMD
ONE I ngress maps the <TMOD- 1> paraneters contained in the origina
Initiator QSPEC i nto the equival ent <TMOD- 1> paraneter representing
only the peak bandwi dth in the | ocal RVD QSPEC

In this exanple, the initial <TMOD- 1> paraneters are mapped into the
RVMD- QSPEC <TMOD- 1> paraneters as fol |l ows.

As specified, the RVD QOSM bandwi dt h equi val ent <TMOD- 1> par aneter of
RVMD- QSPEC shoul d have:

p of initial e2e <TMOD- 1> paraneter
| ar ge;
| ar ge;

r
m
b
For the RVMD- QGSPEC <TMOD- 1> paraneter, the foll owi ng val ues are
cal cul at ed

r =p of initial e2e <TMOD- 1> paraneter = 10000 octets/s

mis set in this exanple to large as foll ows:

m= MPS of initial e2e <TMOD- 1> paraneter = 220 octets
The maxi num val ue of b = 250 gi gabytes, but in our exanple this val ue
is quite large. The b paraneter specifies the extent to which the
data rate can exceed the sustainable |evel for short periods of tine.
In order to get a large b, in this exanple we consider that for a
period of certain period of tine the data rate can exceed the
sustai nable I evel, which in our exanple is the peak rate (p).
Thus, in our exanple, we calculate b as:

b=p* "period of tine"

For this Vol P exanple, we can assune that this period of tinme is 1.5
seconds, see bel ow

b = 10000 octets/s * 1.5 seconds = 15000 octets

Thus, the local RVD- @GSPEC <TMOD- 1> val ues are:

r = 10000 octets/s
p = 10000 octets/s
m= 220 octets

b = 15000 octets
MPS = 220 octets
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The bit level format of the RMD-QSPEC is given in Section 4.1. In
particular, the Initiator/Local QSPEC bit, i.e., <I>is set to
"Local" (i.e., "1") and the <Qspec Proc> is set as follows:

* Message Sequence = 0: Sender initiated
* (bj ect conbination = 0: <QS Desired> for RESERVE and
<QS Reserved> for RESPONSE

The <QSPEC Version> used by RMD-QOSMis the default version, i.e.,
"0", see [RFC5975]. The <QSPEC Type> val ue used by the RMD-QOSM i s
specified in [RFC5975] and is equal to: "2".

The <Traffic Handling Directives> contains the follow ng fields:
<Traffic Handling Directives> = <PHR cont ai ner> <PDR cont ai ner >

The Per-Hop Reservation container (PHR container) and the Per-Domain
Reservation contai ner (PDR container) are specified in Sections 4.1.2
and 4.1.3, respectively. The <PHR container> contains the traffic
handl ing directives for intra-domain comunication and reservati on.
The <PDR contai ner> contains additional traffic handling directives
that are needed for edge-to-edge conmuni cati on. The RVD- QOSM <QoS
Desi red> and <QS Reserved>, are specified in Section 4.1.1.

In RVMD- QOSM t he <QS Desired> and <QoS Reserved> objects contain the
foll owi ng paraneters:

<QoS Desired> = <TMOD- 1> <PHB Cl ass> <Adm ssion Priority>
<QS Reserved> = <TMOD- 1> <PHB C ass> <Admi ssion Priority>

The bit fornmat of the <PHB Cl ass> (see [ RFC5975] and Figures 4 and 5)
and <Adnission Priority> conplies to the bit format specified in
[ RFC5975] .

In this exanple, the RVD- QGSPEC <TMOD- 1> val ues are the ones that were
cal cul ated and gi ven above. Furthernore, the <PHB C ass>, represents
the EF PHB class. Mreover, in this exanple the RVD reservation is
established wi thout an <Admission Priority> parameter, which is

equi valent to a reservation established with an <Adm ssion Priority>
whose value is 1.

The RVD QNE Egress node updates <QS Avail abl e> on behal f of the
entire RVMD donmain if it can. |If it cannot (since the <M> flag is not
set for <Path Latency>) it raises the paraneter-specific, "not-
supported" flag, warning the QONR that the final |atency value in <QS
Avai |l abl e> is inprecise.
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In the "Y' access domain, the initiator QSPEC i s processed by the Q\R
inthe simlar was as it was processed in the "X' wreless access
domai n, by the QNI

If the reservation was successful, eventually the RESERVE request
arrives at the Q\NR (otherwi se, the QNE at which the reservation

fail ed woul d have aborted the RESERVE and sent an error RESPONSE back
tothe QNI). If the <RII> was included in the QoS- NSLP nessage, the
O\R generates a positive RESPONSE with QSPEC objects <QoS Reserved>
and <QoS Avail able>. The paraneters appearing in <QS Reserved> are
the sane as in <QoS Desired> wth values copied from <QS
Avai |l abl e>. Hence, the QNR includes the foll ow ng QSPEC objects in

t he RESPONSE nessage:

<QS Reserved> = <TMOD- 1> <PHB d ass>
<QoS Avail abl e> = <TMOD- 1> <Pat h Lat ency>
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