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Abstr act

Thi s docunent redefines how the explicit congestion notification
(ECN) field of the IP header should be constructed on entry to and
exit fromany IP-in-1P tunnel. On encapsulation, it updates RFC 3168
to bring all IP-in-1P tunnels (v4 or v6) into line with RFC 4301

| Psec ECN processing. On decapsulation, it updates both RFC 3168 and
RFC 4301 to add new behavi ours for previously unused conbi nati ons of

i nner and outer headers. The new rules ensure the ECN field is
correctly propagated across a tunnel whether it is used to signal one
or two severity levels of congestion; whereas before, only one
severity |l evel was supported. Tunnel endpoints can be updated in any
order without affecting pre-existing uses of the ECN field, thus
ensuring backward conpatibility. Nonetheless, operators wanting to
support two severity levels (e.g., for pre-congestion notification --
PCN) can require conpliance with this new specification. A thorough
anal ysis of the reasoning for these changes and the inplications is
included. 1In the unlikely event that the new rules do not neet a
specific need, RFC 4774 gives gui dance on designing alternate ECN
semantics, and this docunent extends that to include tunnelling

i ssues.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/ rfc6040
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1

I ntroduction

Explicit congestion notification (ECN [RFC3168]) allows a forwarding
elemrent (e.g., a router) to notify the onset of congestion w thout
having to drop packets. Instead, it can explicitly mark a proportion
of packets in the two-bit ECN field in the I P header (Table 1 recaps
t he ECN codepoints).

The outer header of an | P packet can encapsul ate one or nore IP
headers for tunnelling. A forwarding elenent using ECN to signify
congestion will only mark the i medi ately visible outer |IP header
When a tunnel decapsul ator | ater renpbves this outer header, it
follows rules to propagate congestion marki ngs by conbi ning the ECN
fields of the inner and outer |IP header into one outgoing |IP header.

Thi s docunment updates those rules for |Psec [ RFC4301] and non-1| Psec

[ RFC3168] tunnels to add new behavi ours for previously unused

conbi nations of inner and outer headers. |t also updates the ingress
behavi our of RFC 3168 tunnels to match that of RFC 4301 tunnels.
Tunnel endpoints conplying with the updated rules will be backward
conpati bl e when interworking with tunnel endpoints conplying with RFC
4301, RFC 3168, or any earlier specification

When ECN and its tunnelling was defined in RFC 3168, only the mni num
necessary changes to the ECN field were propagated through tunne
endpoints -- just enough for the basic ECN nechanismto work. This
was due to concerns that the ECN field m ght be toggled to
communi cat e between a secure site and soneone on the public |nternet
-- a covert channel. This was because a mutable field |ike ECN
cannot be protected by IPsec’s integrity nmechanisns -- it has to be
able to change as it traverses the Internet.

Nonet hel ess, the latest |IPsec architecture [RFC4301] considered a
bandwidth Iimt of two bits per packet on a covert channel to be a
manageabl e risk. Therefore, for sinplicity, an RFC 4301 ingress
copied the whole ECN field to encapsul ate a packet. RFC 4301

di spensed with the two nodes of RFC 3168, one which partially copied
the ECN field, and the other which bl ocked all propagation of ECN
changes.

Unfortunately, this entirely reasonabl e sequence of standards actions
resulted in a perverse outcone; non-I1Psec tunnels (RFC 3168) bl ocked
the two-bit covert channel, while IPsec tunnels (RFC 4301) did not --
at least not at the ingress. At the egress, both | Psec and non-| Psec
tunnel s still partially restricted propagation of the full ECN field.
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The trigger for the changes in this docunent was the introduction of
pre-congestion notification (PCN [ RFC5670]) to the | ETF Standards
Track. PCN needs the ECN field to be copied at a tunnel ingress and
it needs four states of congestion signalling to be propagated at the
egress, but pre-existing tunnels only propagate three in the ECN
field.

Thi s docunent draws on currently unused (CU) conbinations of inner
and outer headers to add tunnelling of four-state congestion
signalling to RFC 3168 and RFC 4301. Operators of tunnels who
specifically want to support four states can require that all their
tunnels conply with this specification. However, this is not a fork
in the RFC series. It is an update that can be deployed first by
those that need it, and subsequently by all tunnel endpoint

i mpl ement ati ons (RFC 4301, RFC 3168, RFC 2481, RFC 2401, RFC 2003),
whi ch can safely be updated to this new specification as part of
general code maintenance. This will gradually add support for four
congestion states to the Internet. Existing three state schenes wll
continue to work as before.

In fact, this docunent is the opposite of a fork. At the sane tine
as supporting a fourth state, the opportunity has been taken to draw
t oget her divergent ECN tunnelling specifications into a single

consi stent behavi our, harnoni sing differences such as perverse covert
channel treatnent. Then, any tunnel can be depl oyed unilaterally,
and it will support the full range of congestion control and
managenment schenes without any nodes or configuration. Further, any
host or router can expect the ECN field to behave in the sane way,
what ever type of tunnel mght intervene in the path.

1.1. Scope
Thi s docunent only concerns wire protocol processing of the ECN field
at tunnel endpoints and makes no changes or reconmendations

concerning algorithns for congestion marking or congestion response.

Thi s docunent specifies commobn ECN field processing at encapsul ation
and decapsul ation for any IP-in-I1P tunnelling, whether |Psec or non-

| Psec tunnels. It applies irrespective of whether IPv4 or IPv6 is
used for either the inner or outer headers. It applies for packets
with any destination address type, whether unicast or nulticast. It

applies as the default for all D ffserv per-hop behaviours (PHBs),
unl ess stated otherwise in the specification of a PHB (but Section 4
strongly deprecates such exceptions). It is intended to be a good
trade off between somewhat conflicting security, control, and
management requirenments.
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[ RFC2983] is a conprehensive priner on differentiated services and
tunnels. Gven ECN raises simlar issues to differentiated services
when interacting with tunnels, useful concepts introduced in RFC 2983
are used throughout, with brief recaps of the explanations where
necessary.

2. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Table 1 recaps the nanes of the ECN codepoints [ RFC3168].

T T T T +
| Binary codepoint | Codepoint name | Meaning

Fom e e e e e o S o e e e e e e m e e e +
| 00 | Not-ECT | Not ECN capabl e transport

| 01 | ECT(1) | ECN-capabl e transport

| 10 | ECT(0) | ECN- capabl e transport

| 11 | CE | Congestion experienced
e e o m e e e e e e e e meaao - +

Tabl e 1: Recap of Codepoints of the ECN Field [ RFC3168]
in the | P Header

Further term nology used within this docunent:

Encapsul ator: The tunnel endpoint function that adds an outer IP
header to tunnel a packet (also ternmed the 'ingress tunne
endpoint’ or just the 'ingress’ where the context is clear).

Decapsul ator: The tunnel endpoint function that renoves an outer IP
header from a tunnell ed packet (also termed the ’egress tunne
endpoint’ or just the ’egress’ where the context is clear).

I ncom ng header: The header of an arriving packet before
encapsul ati on.

Qut er header: The header added to encapsul ate a tunnelled packet.
I nner header: The header encapsul ated by the outer header

Qut goi ng header: The header constructed by the decapsul ator using
| ogi c that conbines the fields in the outer and inner headers.

Copyi ng ECN: On encapsul ation, setting the ECN field of the new
outer header to be a copy of the ECN field in the incom ng header

Bri scoe St andards Track [ Page 6]



RFC 6040 ECN Tunnel |'i ng Novenber 2010

Zeroing ECN:.  On encapsul ation, clearing the ECN field of the new
outer header to Not-ECT ("00").

Resetting ECN:.  On encapsul ation, setting the ECN field of the new
outer header to be a copy of the ECN field in the incom ng header
except the outer ECN field is set to the ECT(0) codepoint if the
incomng ECN field is CE

3. Sunmary of Pre-Existing RFCs

This section is informative not normative, as it recaps pre-existing
RFCs. Earlier relevant RFCs that were either Experinental or

i nconplete with respect to ECN tunnelling (RFC 2481, RFC 2401, and
RFC 2003) are briefly outlined in Appendix A. The question of

whet her tunnel inplenmentations used in the Internet conply with any
of these RFCs is not discussed.

3.1. Encapsulation at Tunnel Ingress

At the encapsul ator, the controversy has been over whether to
propagate informati on about congestion experienced on the path so far
into the outer header of the tunnel

Specifically, RFC 3168 says that, if a tunnel fully supports ECN
(ternmed a 'full-functionality’ ECN tunnel in [RFC3168]), the

encapsul ator nmust not copy a CE marking fromthe i ncom ng header into
the outer header that it creates. Instead, the encapsul ator nust set
the outer header to ECT(0) if the ECN field is marked CE in the
arriving | P header. W termthis 'resetting a CE codepoint.

However, the new | Psec architecture in [ RFC4301] reverses this rule,
stating that the encapsulator nust sinply copy the ECN field fromthe
i nconi ng header to the outer header

RFC 3168 al so provided a Limted Functionality node that turns off
ECN processing over the scope of the tunnel by setting the outer
header to Not-ECT ("00"). Then, such packets will be dropped to

i ndi cate congestion, rather than marked with ECN. This is necessary
for the ingress to interwork with | egacy decapsul ators ([ RFC2481],

[ RFC2401], and [ RFC2003]) that do not propagate ECN marki ngs added to
the outer header. Oherw se, such | egacy decapsul ators woul d throw
away congestion notifications before they reached the transport

| ayer.

Bri scoe St andards Track [ Page 7]



RFC 6040 ECN Tunnel |'i ng Novenber 2010

3. 2.

Bri

Neither Limted Functionality node nor Full Functionality node are
used by an RFC 4301 | Psec encapsul ator, which sinply copies the
incomng ECN field into the outer header. An earlier key-exchange
phase ensures an RFC 4301 ingress will not have to interwork with a
| egacy egress that does not support ECN

These pre-existing behaviours are summarised in Figure 1

T T e +
| I'ncom ng Header | Departing Quter Header |
| (also equal to +--------------- R LR R LR +
| departing Inner | RFC 3168 ECN | RFC 3168 ECN | RFC 4301 | Psec

| Header) | Limted | Ful | | |
| | Functionality | Functionality | |
. T T . +
| Not - ECT | Not - ECT | Not - ECT | Not - ECT |
| ECT(0) | Not - ECT | ECT(0) | ECT(0)

| ECT(1) | Not - ECT | ECT(1) | ECT(1) |
| CE | Not - ECT | ECT(0) | CE |
. . S . +

Figure 1: IP-in-1P Encapsul ati on: Recap of Pre-Existing Behaviours
Decapsul ati on at Tunnel Egress

RFC 3168 and RFC 4301 specify the decapsul ati on behavi our summari sed

in Figure 2. The ECN field in the outgoing header is set to the

codepoint at the intersection of the appropriate arriving inner
header (row) and arriving outer header (columm).
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Fommemana e e TS +
| Arriving | Arriving Quter Header
| Inner +--------- R R R +
| Header | Not-ECT | ECT(0) | ECT(1) | CE |
Fomm e e o Fomm e e o S S S +

RFC 3168->| Not-ECT | Not-ECT | Not-ECT | Not - ECT | <drop>

RFC 4301->| Not-ECT | Not-ECT | Not-ECT | Not - ECT | Not - ECT
| ECT(0) | ECT(0) | ECT(0) | ECT(0) | CE |
| ECT(1) | ECT(1) | ECT(1) | ECT(1) | CE |
| CE | CE | CE | CE | CE |
Fomm e e o Fomm e e o S S S +

In pre-existing RFCs, the ECN field in the outgoi ng header was set to
the codepoint at the intersection of the appropriate arriving inner
header (row) and arriving outer header (columm), or the packet was
dropped where indicated.

Figure 2: IPin IP Decapsul ation; Recap of Pre-Existing Behavi our

The behaviour in the table derives fromthe logic given in RFC 3168
and RFC 4301, briefly recapped as foll ows:

0 On decapsulation, if the inner ECN field is Not-ECT the outer is
ignored. RFC 3168 (but not RFC 4301) al so specified that the
decapsul ator nust drop a packet with a Not-ECT inner and CE in the
outer.

o In all other cases, if the outer is CE, the outgoing ECN field is
set to CE; otherwise, the outer is ignored and the inner is used
for the outgoing ECN field.

Section 9.2.2 of RFC 3168 also made it an auditable event for an

| Psec tunnel "if the ECN Field is changed inappropriately within an
| Psec tunnel..." | nappropri ate changes were not specifically
enunerated. RFC 4301 did not nention inappropriate ECN changes.

4. New ECN Tunnelling Rul es

The standards actions belowin Section 4.1 (ingress encapsul ation)
and Section 4.2 (egress decapsul ation) define new default ECN tunne
processing rules for any IP packet (v4 or v6) with any Diffserv
codepoi nt .

If these defaults do not neet a particular requirenent, an alternate
ECN tunnel ling scheme can be introduced as part of the definition of
an alternate congestion marking schenme used by a specific Diffserv

PHB (see [RFC4774] and Section 5 of [RFC3168]). When designing such
alternate ECN tunnelling schenmes, the principles in Section 7 should

Bri scoe St andards Track [ Page 9]



RFC 6040

be foll owed. However,

ECN Tunnel |'i ng

Novenber 2010

alternate ECN tunnelling schemes SHOULD be

avoi ded whenever possible as the depl oynent burden of handling

exceptiona
not be underesti mat ed.

PHBs in inplenentations of all

af fected tunnel s shoul d

There is no requirenent for a PHB definition

to state anything about ECN tunnelling behaviour if the default
behavi our in the present specification is sufficient.

4.1. Default Tunne

Two nodes of encapsul ation are defined here;

and a ’conpatibility node’,
t unnel
nodes of the ingress tunnel

| ngress Behavi our

a REQUI RED ' normal node’

which is for backward conpatibility with

endpoi nt only,

decapsul ators that do not understand ECN. Note that these are

not the whol e tunnel

Section 4.3 explains why two nodes are necessary and specifies the

circunstances in which it
node.

What ever the node
changi ng the ECN field.

In normal node

is sufficient to solely inplenment norma

an encapsul ator forwards the inner header wi thout

an encapsul ator conpliant with this specification

MUST construct the outer encapsul ating | P header by copying the

two-bit ECN field of the incom ng |IP header.

In conpatibility node

it clears the ECN field in the outer header to the Not-ECT codepoi nt
(the 1 Pv4 header checksum al so changes whenever the ECN field is

Bri scoe

changed). These rules are tabul ated for convenience in Figure 3.
B Fom e m e e e e e e e e e e e +
| I'ncom ng Header | Departing Quter Header
| (also equal to +--------------- R R +
| departing Inner | Conpatibility | Nor nal
| Header) | Mode | Mode |
o e e oo S S +
| Not - ECT | Not - ECT | Not - ECT
| ECT(0) | Not - ECT | ECT(0) |
| ECT(1) | Not - ECT | ECT(1) |
| CE | Not - ECT | CE
e e e oo R R +

Figure 3: New IP in | P Encapsul ati on Behavi ours
.2. Default Tunnel Egress Behavi our

To decapsul ate the inner header at the tunnel egress, a conpliant
tunnel egress MJST set the outgoing ECN field to the codepoint at the
intersection of the appropriate arriving inner header (row) and outer
header (colum) in Figure 4 (the |IPv4 header checksum al so changes
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whenever the ECN field is changed). There is no need for nore than
one node of decapsul ation, as these rules cater for all known
requirenents.

Fomm e e o o e e e e e e e e e e e e e e e e e e e e e e e e e e +
| Arriving | Arriving Quter Header |
| lnner +--------- R R R +
| Header | Not-ECT | ECT(0) | ECT(1) | CE

[ TS [ TS TR TR TR +
| Not-ECT | Not-ECT | Not-ECT(!!!)|Not-ECT(!!!)| <drop>(!!!)]
| ECT(0) | ECT(0) | ECT(0) | ECT(1) | CE

| ECT(1) | ECT(1) | ECT(1) (!) | ECT(1) | CE |
| CE | CE | CE | CE(!!1)| CE |
[ TS [ TS R R R +

The ECN field in the outgoing header is set to the codepoint at the

intersection of the appropriate arriving inner header (row) and
arriving outer header (columm), or the packet is dropped where

i ndicated. Currently unused conbinations are indicated by ' (!!!)’ or

(1)

Figure 4: New IP in | P Decapsul ati on Behavi our

This table for decapsul ati on behaviour is derived fromthe foll ow ng
| ogi c:

(o]

If the inner ECN field is Not-ECT, the decapsul ator MJST NOT
propagat e any ot her ECN codepoint onwards. This is because the

i nner Not-ECT marking is set by transports that rely on dropped
packets as an indication of congestion and would not understand or
respond to any other ECN codepoint [RFC4774]. Specifically:

* |f the inner ECN field is Not-ECT and the outer ECN field is
CE, the decapsul ator MJST drop the packet.

* |f the inner ECN field is Not-ECT and the outer ECN field is
Not - ECT, ECT(0), or ECT(1l), the decapsul ator MJST forward the
out goi ng packet with the ECN field cleared to Not-ECT.

In all other cases where the inner supports ECN, the decapsul ator
MUST set the outgoing ECN field to the nore severe marking of the
outer and inner ECN fields, where the ranking of severity from
hi ghest to lowest is CE, ECT(1), ECT(0), Not-ECT. This in no way
precl udes cases where ECT(1) and ECT(0) have the sanme severity;

Certain combinations of inner and outer ECN fields cannot result
fromany transition in any current or previous ECN tunneling
specification. These currently unused (CU) conbinations are
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indicated in Figure 4 by "(!'!'!")" or *"(!)’, where "(!!!)’ neans the
conbination is CU and al ways potentially dangerous, while ' (!)’
means it is CU and possibly dangerous. |n these cases,
particularly the nore dangerous ones, the decapsul ator SHOULD | og
the event and MAY al so raise an alarm

Just because the highlighted conmbinations are currently unused,
does not mean that all the other conbinations are always valid.
Sone are only valid if they have arrived froma particular type of
| egacy ingress, and dangerous ot herw se. Therefore, an

i npl enment ati on MAY al |l ow an operator to configure |ogging and
alarnms for such additional header conbinations known to be
dangerous or CU for the particular configuration of tunne

endpoi nts depl oyed at run-tine.

Al arns SHOULD be rate-limted so that the anomal ous conbi nati ons
will not anplify into a flood of alarm nessages. It MJST be

possi ble to suppress alarns or logging, e.g., if it becones
apparent that a conbination that previously was not used has
started to be used for legitimte purposes such as a new standards
action.

The above logic allows for ECT(0) and ECT(1l) to both represent the
sanme severity of congestion marking (e.g., "not congestion nmarked").
But it also allows future schenes to be defined where ECT(1) is a
nore severe marking than ECT(0), in particular, enabling the sinplest
possi bl e encoding for PCN [ PCN3i nl] (see Section 5.3.2). Treating
ECT(1) as either the same as ECT(0) or as a higher severity level is
expl ained in the discussion of the ECN nonce [ RFC3540] in Section 8,
which in turn refers to Appendi x D

4.3. Encapsul ati on Mddes

Section 4.1 introduces two encapsul ati on nodes: nornal node, and
compati bility node, defining their encapsul ati on behaviour (i.e.
header copying or zeroing, respectively). Note that these are nodes
of the ingress tunnel endpoint only, not the tunnel as a whole.

To conply with this specification, a tunnel ingress MJST at |east

i npl ement normal nmode. Unless it will never be used with | egacy
tunnel egress nodes (RFC 2003, RFC 2401, or RFC 2481 or the limted
functionality node of RFC 3168), an ingress MJST al so i npl enent
conmpatibility node for backward conpatibility with tunnel egresses
that do not propagate explicit congestion notifications [RFCA774].

We can categorise the way that an ingress tunnel endpoint is paired
with an egress as either static or dynamically discovered:
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Static: Tunnel endpoints paired together by prior configuration

Some i npl ementations of encapsul ator mght always be statically
depl oyed, and constrained to never be paired with a | egacy
decapsul ator (RFC 2003, RFC 2401 or RFC 2481 or the linmted
functionality node of RFC 3168). In such a case, only nornal node
needs to be inpl emented.

For instance, |Psec tunnel endpoints conpatible with RFC 4301

i nvariably use Internet Key Exchange Protocol version 2 (IKEv2)
[ RFC5996] for key exchange, the original specification of which
was i ntroduced al ongsi de RFC 4301. Therefore, both endpoints of
an RFC 4301 tunnel can be sure that the other end is conpatible
with RFC 4301, because the tunnel is only forned after | KEv2 key
managenent has conpl eted, at which point both ends will be
compliant with RFC 4301 by definition. Therefore an |IPsec tunne
i ngress does not need conpatibility node, as it will never
interact with legacy ECN tunnels. To conply with the present
specification, it only needs to inplenent the required nornal
node, which is identical to the pre-existing RFC 4301 behavi our

Dynami ¢ Di scovery: Tunnel endpoints paired together by sone form of
tunnel endpoint discovery, typically finding an egress on the path
taken by the first packet.

This specification does not require or recommend dynani c di scovery
and it does not define how dynam c negotiation nmight be done, but
it recognises that proprietary tunnel endpoint discovery protocols
exist. It therefore sets down sone constraints on di scovery
protocols to ensure safe interworking.

I f dynami c tunnel endpoint discovery night pair an ingress with a
| egacy egress (RFC 2003, RFC 2401, or RFC 2481 or the limted
functionality node of RFC 3168), the ingress MJST inplenent both
normal and conpatibility node. |If the tunnel discovery process is
arranged to only ever find a tunnel egress that propagates ECN
(RFC 3168 full functionality node, RFC 4301, or this present
specification), then a tunnel ingress can be conpliant with the
present specification wthout inplenenting conpatibility node.

VWil e a conpliant tunnel ingress is discovering an egress, it MJST
send packets in conpatibility node in case the egress it discovers
is a legacy egress. |If, through the discovery protocol, the
egress indicates that it is conpliant with the present
specification, with RFC 4301 or with RFC 3168 full functionality
node, the ingress can switch itself into normal nmode. |f the
egress denies conpliance with any of these or returns an error
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4.4,

Bri

that inplies it does not understand a request to work to any of
t hese ECN specifications, the tunnel ingress MIST renain in
conpatibility node

If an ingress clains conpliance with this specification, it MJST NOT
per manent |y di sabl e ECN processing across the tunnel (i.e., only
using conpatibility node). It is true that such a tunnel ingress is
at least safe with the ECN behavi our of any egress it nay encounter,
but it does not neet the central aimof this specification

i ntroduci ng ECN support to tunnels.

Instead, if the ingress knows that the egress does support
propagati on of ECN (full functionality node of RFC 3168 or RFC 4301
or the present specification), it SHOULD use nornal node, in order to
support ECN where possible. Note that this section started by saying
an ingress "MJST inplenent"” normal node, while it has just said an

i ngress "SHOULD use" normal node. This distinction is deliberate, to
all ow the node to be turned off in exceptional circunstances but to

ensure all inplenmentations nake nornal node avail abl e.
| mpl ementation note: |If a conpliant node is the ingress for multiple
tunnels, a node setting will need to be stored for each tunne

ingress. However, if a node is the egress for nultiple tunnels,
none of the tunnels will need to store a nbde setting, because a
conpliant egress only needs one node.

Si ngl e Mbde of Decapsul ation

A compliant decapsul ator only needs one nbde of operation. However,
if a conpliant egress is inplenented to be dynam cally di scoverable,
it may need to respond to discovery requests fromvarious types of

| egacy tunnel ingress. This specification does not define how
dynani ¢ negotiation night be done by (proprietary) discovery
protocols, but it sets down some constraints to ensure safe

i nt erwor ki ng.

Through the di scovery protocol, a tunnel ingress conpliant with the
present specification mght ask if the egress is conpliant with the
present specification, with RFC 4301 or with RFC 3168 f ul
functionality node. O an RFC 3168 tunnel ingress might try to
negotiate to use limted functionality or full functionality node
[RFC3168]. In all these cases, a decapsul ating tunnel egress
compliant with this specification MJST agree to any of these
requests, since it will behave identically in all these cases.
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5.

5.

If no ECN-related node is requested, a conpliant tunnel egress MJST
continue without raising any error or warning, because its egress
behavi our is conpatible with all the |egacy ingress behaviours that
do not negotiate capabilities.

A conpliant tunnel egress SHOULD rai se a warning al arm about any
requests to enter nodes it does not recognise but, for 'forward
compatibility’ with standards actions possibly defined after it was
i mpl erented, it SHOULD continue operating.

Updates to Earlier RFCs
1. Changes to RFC 4301 ECN Processing

Ingress: An RFC 4301 | Psec encapsul ator is not changed at all by the

present specification. It uses the normal node of the present
speci fication, which defines packet encapsulation identically to
RFC 4301.

Egress: An RFC 4301 egress will need to be updated to the new
decapsul ati on behaviour in Figure 4, in order to conply with the
present specification. However, the changes are backward
conmpati bl e; conbinations of inner and outer that result from any
protocol defined in the RFC series so far are unaffected. Only
conbi nati ons that have never been used have been changed,
ef fectively addi ng new behavi ours to RFC 4301 decapsul ation
wi thout altering existing behaviours. The follow ng specific
updates to Section 5.1.2 of RFC 4301 have been mmde:

*  The outer, not the inner, is propagated when the outer is
ECT(1) and the inner is ECT(0);

* A packet with Not-ECT in the inner and an outer of CE is
dropped rather than forwarded as Not - ECT;

* Certain conbinations of inner and outer ECN field have been
identified as currently unused. These can trigger |ogging
and/ or raise al arns.

Modes: RFC 4301 tunnel endpoints do not need nodes and are not
updated by the npdes in the present specification. Effectively,
an RFC 4301 I Psec ingress solely uses the REQU RED nornal node of

encapsul ati on, which is unchanged from RFC 4301 encapsulation. It
will never need the OPTIONAL conpatibility node as explained in
Section 4. 3.
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5.2. Changes to RFC 3168 ECN Processing

Ingress: On encapsulation, the newrule in Figure 3 that a norma
nmode tunnel ingress copies any ECN field into the outer header
updates the full functionality behaviour of an RFC 3168 ingress
(Section 9.1.1 of [RFC3168]). Nonetheless, the new conpatibility
node encapsul ates packets identically to the limted functionality
node of an RFC 3168 i ngress.

Egress: An RFC 3168 egress will need to be updated to the new
decapsul ati on behaviour in Figure 4, in order to conply with the
present specification. However, the changes are backward
conpati bl e; conbinations of inner and outer that result from any
protocol defined in the RFC series so far are unaffected. Only
conbi nati ons that have never been used have been changed,
ef fectively addi ng new behaviours to RFC 3168 decapsul ati on
wi t hout altering existing behaviours. The follow ng specific
updates to Section 9.1.1 of RFC 3168 have been nmde:

*  The outer, not the inner, is propagated when the outer is
ECT(1) and the inner is ECT(0);

* Certain conbinations of inner and outer ECN field have been
identified as currently unused. These can trigger |ogging
and/ or raise al arns.

Modes: An RFC 3168 ingress will need to be updated if it is to
comply with the present specification, whether or not it
i npl emented the optional full functionality node of Section 9.1.1
of RFC 3168.

Section 9.1 of RFC 3168 defined a (required) limted functionality
node and an (optional) full functionality node for a tunnel. In
RFC 3168, nodes applied to both ends of the tunnel, while in the
present specification, nodes are only used at the ingress -- a
singl e egress behavi our covers all cases.

The nornmal node of encapsulation is an update to the encapsul ation
behavi our of the full functionality node of an RFC 3168 i ngress.
The conpatibility nmode of encapsulation is identical to the
encapsul ati on behaviour of the limted functionality node of an
RFC 3168 ingress, except it is not always obligatory.

The constraints on how tunnel discovery protocols set nodes in
Sections 4.3 and 4.4 are an update to RFC 3168, but they are
unlikely to require code changes as they docunent existing safe
practice.
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5.3. Mdtivation for Changes

An overriding goal is to ensure the same ECN signals can nean the
sanme t hing whatever tunnels happen to encapsul ate an | P packet fl ow.
This renoves gratuitous inconsistency, which otherw se constrains the
avai | abl e desi gn space and nakes it harder to design networks and new
protocol s that work predictably.

5.3.1. Mdtivation for Changi ng Encapsul ation

The normal node in Section 4 updates RFC 3168 to nmake all IP-in-1P
encapsul ation of the ECN field consistent -- consistent with the way
both RFC 4301 | Psec [ RFC4301] and | P-in-MPLS or MPLS-in-MPLS
encapsul ati on [ RFC5129] construct the ECN fi el d.

Conmpatibility node has al so been defined so that an ingress conpliant
with a version of IPsec prior to RFC 4301 can still switch to using
drop across a tunnel for backward conpatibility with | egacy

decapsul ators that do not propagate ECN

The trigger that notivated this update to RFC 3168 encapsul ati on was
a Standards-Track proposal for pre-congestion notification (PCN

[ RFC5670]). PCN excess-traffic-marking only works correctly if the
ECN field is copied on encapsulation (as in RFC 4301 and RFC 5129);
it does not work if ECNis reset (as in RFC 3168). This is because
PCN excess-traffic-marki ng depends on the outer header revealing any
congestion experienced so far on the whole path, not just since the
| ast tunnel ingress.

PCN al | ows a network operator to add flow admi ssion and term nation
for inelastic traffic at the edges of a Diffserv donmain, but wthout
any per-flow mechanisms in the interior and w thout the generous
provisioning typical of Diffserv, ainmng to significantly reduce
costs. The PCN architecture [RFC5559] states that RFC 3168 IP-in-1P
tunnelling of the ECN field cannot be used for any tunnel ingress in
a PCN domain. Prior to the present specification, this left a stark
choi ce between not being able to use PCN for inelastic traffic
control or not being able to use the many tunnels al ready depl oyed
for Mobile IP, VPNs, and so forth.

The present specification provides a clean solution to this problem
so that network operators who want to use both PCN and tunnels can
specify that every tunnel ingress in a PCN region nmust conply with
this |l atest specification

Rat her than all ow tunnel specifications to fragnent further into one

for PCN, one for |IPsec, and one for other tunnels, the opportunity
has been taken to consolidate the diverging specifications back into
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a single tunnelling behaviour. Resetting ECN was originally
notivated by a covert channel concern that has been deliberately set
aside in RFC 4301 | Psec. Therefore, the reset behaviour of RFC 3168
is an anomaly that we do not need to keep. Copying ECN on

encapsul ation is sinpler than resetting. So, as nore tunne
endpoints conply with this single consistent specification

encapsul ation will be sinpler as well as nore predictable.

Appendi x B assesses whet her copying rather than resetting CE on
ingress will cause any unintended side effects, fromthe three
perspectives of security, control, and managenent. In sunmary, this
anal ysis finds that:

o Fromthe control perspective, either copying or resetting works
for existing arrangenments, but copying has nore potential for
simplifying control and resetting breaks at |east one proposa
that is already on the Standards Track

o Fromthe nanagenent and nonitoring perspective, copying is
pref erabl e.

o Fromthe traffic security perspective (enforcing congestion
control, mtigating denial of service, etc.), copying is
preferabl e.

o Fromthe information security perspective, resetting is
preferable, but the IETF Security Area now considers copying
acceptabl e given the bandwidth of a two-bit covert channel can be
managed.

Therefore, there are two points against resetting CE on ingress while
copyi ng CE causes no significant harm

5.3.2. Mdtivation for Changi ng Decapsul ation

The specification for decapsulation in Section 4 fixes three problens
with the pre-existing behaviours found in both RFC 3168 and RFC 4301:

1. The pre-existing rules prevented the introduction of alternate
ECN semantics to signal nore than one severity |evel of
congestion [ RFC4774], [RFC5559]. The four states of the two-bit
ECN field provide roomfor signalling two severity levels in
addition to not-congested and not-ECN capable states. But, the
pre-existing rules assuned that two of the states (ECT(0) and
ECT(1)) are always equivalent. This unnecessarily restricts the
use of one of four codepoints (half a bit) in the IP (v4 and v6)
header. The new rules are designed to work in either case;
whet her ECT(1) is nore severe than or equivalent to ECT(0).
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As expl ained in Appendix B.1, the original reason for not
forwarding the outer ECT codepoints was to linmt the covert
channel across a decapsulator to 1 bit per packet. However, now
that the I ETF Security Area has deened that a two-bit covert
channel through an encapsul ator is a manageabl e risk, the sane
shoul d be true for a decapsul ator.

As well as being useful for general future-proofing, this problem
is inmrediately pressing for standardi sation of pre-congestion
notification (PCN), which uses two severity |evels of congestion
If a congested queue used ECT(1) in the outer header to signa
nore severe congestion than ECT(0), the pre-existing
decapsul ati on rul es woul d have thrown away this congestion

signal, preventing tunnelled traffic fromever knowing that it
shoul d reduce its | oad.

Before the present specification was witten, the PCN worKking
group had to consider a nunber of wasteful or convol uted work-
rounds to this problem Wthout wi shing to disparage the

i ngenuity of these work-rounds, none were chosen for the

St andards Track because they were either sonewhat wasteful

i npreci se, or conplicated. |Instead, a baseline PCN encodi ng was
speci fied [ RFC5696] that supported only one severity |evel of
congestion but allowed space for these work-rounds as

experi nental extensions.

By far the sinplest approach is that taken by the current
specification: just to renove the covert channel bl ockages from
tunnel I i ng behavi our -- now deened unnecessary anyway. Then
network operators that want to support two congestion severity

I evel s for PCN can specify that every tunnel egress in a PCN
region nust conply with this |atest specification. Having taken
this step, the sinplest possible encoding for PCN with two
severity levels of congestion [ PCN3inl] can be used.

Not only does this nmake two congestion severity |l evels available
for PCN, but also for other potential uses of the extra ECN
codepoint (e.g., [VCP]).

2. Cases are docunmented where a niddl ebox (e.g., a firewall) drops
packets with header values that were currently unused (CU) when
the box was depl oyed, often on the grounds that anything
unexpected nmight be an attack. This tends to bar future use of
CU val ues. The new decapsul ation rul es specify optional |ogging
and/or alarms for specific conbinations of inner and outer
headers that are currently unused. The aimis to give
i npl ementers a recourse other than drop if they are concerned
about the security of CU values. |t recognises legitinmte
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security concerns about CU val ues, but still eases their future
use. |If the alarnms are interpreted as an attack (e.g., by a
managenent systemn) the offendi ng packets can be dropped.

However, alarns can be turned off if these conbinations conme into
regul ar use (e.g., through a future standards action).

3. Wiile reviewing currently unused conbi nati ons of inner and outer
headers, the opportunity was taken to define a single consistent
behavi our for the three cases with a Not-ECT inner header but a
different outer. RFC 3168 and RFC 4301 had diverged in this
respect and even their conmmon behavi ours had never been
justified.

None of these conbinations should result fromlnternet protocols
in the RFC series, but future standards actions mght put any or
all of themto good use. Therefore, it was decided that a
decapsul ator nmust forward a Not-ECT i nner header unchanged when
the arriving outer header is ECT(0) or ECT(1). For safety, it
nmust drop a conbi nation of Not-ECT inner and CE outer headers.
Then, if sone unfortunate msconfiguration resulted in a
congested router marking CE on a packet that was originally
Not - ECT, drop would be the only appropriate signal for the egress
to propagate -- the only signal a non-ECN capabl e transport
(Not - ECT) woul d under st and.

It may seem contradictory that the sanme argunent has not been
applied to the ECT(1) codepoint, given it is being proposed as an
i nternmedi ate | evel of congestion in a scheme progressing through
the 1 ETF [PCN3inl]. Instead, a decapsulator nust forward a
Not - ECT i nner unchanged when its outer is ECT(1). The rationale
for not dropping this CU conbination is to ensure it will be
usable if needed in the future. |If any misconfiguration led to
ECT(1) congestion signals with a Not-ECT inner, it would not be
di sastrous for the tunnel egress to suppress them because the
congestion should then escalate to CE marking, which the egress
woul d drop, thus at |east preventing congestion coll apse.

Problems 2 and 3 al one would not warrant a change to decapsul ati on,
but it was decided they are worth fixing and rmaki ng consi stent at the
same tinme as decapsul ation code is changed to fix problem1 (two
congestion severity levels).
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6. Backward Conpatibility

A tunnel endpoint conpliant with the present specification is
backward conpati bl e when paired with any tunnel endpoint conpliant
wi th any previous tunnelling RFC, whether RFC 4301, RFC 3168 (see
Section 3), or the earlier RFCs sunmarised in Appendi x A (RFC 2481
RFC 2401, and RFC 2003). Each case is enunerated bel ow.

6.1. Non-Issues Updating Decapsul ation

At the egress, this specification only augnents the per-packet
calculation of the ECN field (RFC 3168 and RFC 4301) for conbinations
of inner and outer headers that have so far not been used in any |ETF
protocol s.

Therefore, all other things being equal, if an RFC 4301 | Psec egress
is updated to comply with the newrules, it will still interwork with
any ingress conpliant with RFC 4301 and the packet outputs will be
identical to those it would have output before (fully backward
conpati bl e).

And, all other things being equal, if an RFC 3168 egress i s updated
to conply with the sane new rules, it will still interwork with any

i ngress conplying with any previous specification (both nodes of RFC
3168, both nodes of RFC 2481, RFC 2401, and RFC 2003) and the packet
outputs will be identical to those it would have out put before (fully
backward conpati bl e).

A compliant tunnel egress nmerely needs to inplenent the one behavi our
in Section 4 with no additional node or option configuration at the

i ngress or egress nor any additional negotiation with the ingress.
The new decapsul ation rul es have been defined in such a way that
congestion control will still work safely if any of the earlier

versi ons of ECN processing are used unilaterally at the encapsul ating
i ngress of the tunnel (any of RFC 2003, RFC 2401, either node of RFC
2481, either node of RFC 3168, RFC 4301, and this present
specification).

6.2. Non-Update of RFC 4301 | Psec Encapsul ation

An RFC 4301 | Psec ingress can conply with this new specification

wi t hout any update and it has no need for any new nodes, options, or
configuration. So, all other things being equal, it will continue to
interwork identically with any egress it worked with before (fully
backward conpati bl e).
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6.3. Update to RFC 3168 Encapsul ati on

The encapsul ati on behavi our of the new normal node copies the ECN
field, whereas an RFC 3168 ingress in full functionality node reset
it. However, all other things being equal, if an RFC 3168 ingress is
updated to the present specification, the outgoing packets from any
tunnel egress will still be unchanged. This is because all variants
of tunnelling at either end (RFC 4301, both nodes of RFC 3168, both
nodes of RFC 2481, RFC 2401, RFC 2003, and the present specification)
have al ways propagated an incom ng CE marking through the inner
header and onward into the outgoing header; whether the outer header
is reset or copied. Therefore, if the tunnel is considered a black
box, the packets output fromany egress will be identical with or

wi thout an update to the ingress. Nonetheless, if packets are
observed within the black box (between the tunnel endpoints), CE
mar ki ngs copi ed by the updated ingress will be visible within the

bl ack box, whereas they woul d not have been before. Therefore, the
update to encapsul ation can be ternmed ' bl ack-box backward conpati bl e’
(i.e., identical unless you | ook inside the tunnel).

This specification introduces no new backward conpatibility issues
when a conpliant ingress talks with a | egacy egress, but it has to
provide sinilar safeguards to those already defined in RFC 3168. RFC
3168 laid down rules to ensure that an RFC 3168 ingress turns off ECN
(limted functionality node) if it is paired with a | egacy egress
(RFC 2481, RFC 2401, or RFC 2003), which would not propagate ECN
correctly. The present specification carries forward those rules
(Section 4.3). It uses conpatibility node whenever RFC 3168 woul d
have used limted functionality node, and their per-packet behaviours

are identical. Therefore, all other things being equal, an ingress
using the newrules will interwork with any | egacy tunnel egress in
exactly the sane way as an RFC 3168 ingress (still black-box backward
conpati bl e).

7. Design Principles for Alternate ECN Tunnelling Semantics
This section is informative, not normative.

Section 5 of RFC 3168 pernits the Diffserv codepoint (DSCP)[ RFC2474]
to 'switch in’ alternative behaviours for marking the ECN field, just
as it switches in different per-hop behaviours (PHBs) for scheduling.
[ RFCA774] gives best current practice for designing such alternative
ECN semantics and very briefly nentions in Section 5.4 that

tunnel ling needs to be considered. The gui dance bel ow conpl enents
and extends RFC 4774, giving additional guidance on designing any
alternate ECN semantics that would also require alternate tunnelling
semanti cs.
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The overriding gui dance is: "Avoid designing alternate ECN tunnelling

semantics, if at all possible". |If a schenme requires tunnels to

i mpl enment special processing of the ECN field for certain DSCPs, it
will be hard to guarantee that every inplenenter of every tunnel will
have added the required exception or that operators will have

ubi qui tously depl oyed the required updates. It is unlikely a single

authority is even aware of all the tunnels in a network, which nmay
i nclude tunnels set up by applications between endpoints, or
dynamically created in the network. Therefore, it is highly likely
that sonme tunnels within a network or on hosts connected to it wll
not inplement the required special case.

That said, if a non-default schene for tunnelling the ECN field is
really required, the follow ng guidelines mght prove useful inits
desi gn:

On encapsul ation in any alternate schene:

1. The ECN field of the outer header ought to be cleared to Not-
ECT ("00") unless it is guaranteed that the correspondi ng
tunnel egress will correctly propagate congesti on marki ngs
i ntroduced across the tunnel in the outer header.

2. If it has established that ECN will be correctly propagated,
an encapsul ator al so ought to copy inconing congestion
notification into the outer header. The general principle
here is that the outer header should reflect congestion
accunul ated al ong the whol e upstream path, not just since the
tunnel ingress (Appendix B.3 on nanagenent and nonitoring
expl ai ns).

In sone circunstances (e.g., PCN [RFC5559] and perhaps sone
pseudow res [ RFC5659]), the whole path is divided into
segnments, each with its own congestion notification and
feedback I oop. In these cases, the function that regul ates

| oad at the start of each segnent will need to reset
congestion notification for its segnent. Oten, the point
wher e congestion notification is reset will also be |ocated at

the start of a tunnel. However, the resetting function can be
t hought of as being applied to packets after the encapsul ation
function -- two logically separate functions even though they

m ght run on the sane physical box. Then, the code nodul e
doi ng encapsul ation can keep to the copying rule and the | oad
regul ator nodul e can reset congestion, w thout any code in
ei ther nodul e being conditional on whether the other is there.
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8.

On decapsul ation in any alternate schene:

1. If the arriving inner header is Not-ECT, the transport wll
not understand ot her ECN codepoints. |[If the outer header
carries an explicit congestion marking, the alternate schene
woul d be expected to drop the packet -- the only indication of
congestion the transport will understand. |If the alternate
scheme reconmends forwardi ng rather than dropping such a
packet, it will need to clearly justify this decision. |If the

inner is Not-ECT and the outer carries any other ECN codepoi nt
that does not indicate congestion, the alternate schene can
forward the packet, but probably only as Not-ECT

2. If the arriving inner header is one other than Not-ECT, the
ECN field that the alternate decapsul ati on schene forwards
ought to reflect the nore severe congestion marking of the
arriving inner and outer headers.

3. Any alternate schene will need to define a behaviour for al
conbi nati ons of inner and outer headers, even those that woul d
not be expected to result from standards known at the tinme and
even those that would not be expected fromthe tunnel ingress
paired with the egress at run-time. Consideration should be
given to | oggi ng such unexpected conbi nati ons and rai sing an
alarm particularly if there is a danger that the invalid
conbi nation inplies congestion signals are not being
propagated correctly. The presence of currently unused
conmbi nations nmay represent an attack, but the new schene
should try to define a way to forward such packets, at |east
if a safe outgoing codepoint can be defi ned.

Rai sing an alarm all ows a nanagenent systemto deci de whet her
the anomaly is indeed an attack, in which case it can decide
to drop such packets. This is a preferable approach to hard-
coded di scard of packets that seem anomal ous today, but may be
needed tonorrow in future standards actions.

Security Considerations

Appendi x B.1 discusses the security constraints inposed on ECN tunne
processing. The new rules for ECN tunnel processing (Section 4)
trade-of f between information security (covert channels) and traffic
security (congestion nonitoring and control). Ensuring congestion
mar ki ngs are not lost is itself an aspect of security, because if we
al Il oned congestion notification to be lost, any attenpt to enforce a
response to congestion would be much harder.
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Security issues in unlikely, but possible, scenarios:

Tunnel s intersecting Diffserv regions with alternate ECN semantics:
If alternate congestion notification senmantics are defined for a
certain Diffserv PHB, the scope of the alternate senmantics night
typically be bounded by the limts of a Diffserv region or
regi ons, as envisaged in [ RFC4774] (e.g., the pre-congestion
notification architecture [RFC5559]). The inner headers in
tunnel s crossing the boundary of such a Diffserv region but ending
within the region can potentially | eak the external congestion
notification semantics into the region, or |leak the interna
semantics out of the region. [RFC2983] discusses the need for
Diffserv traffic conditioning to be applied at these tunne
endpoints as if they are at the edge of the Diffserv region
Simlar concerns apply to any processing or propagation of the ECN
field at the endpoints of tunnels with one end inside and the
ot her outside the domain. [RFC5559] gives specific advice on this
for the PCN case, but other definitions of alternate semantics
will need to discuss the specific security inplications in each
case.

ECN nonce tunnel coverage: The new decapsul ation rules inprove the
coverage of the ECN nonce [RFC3540] relative to the previous rules
in RFC 3168 and RFC 4301. However, nonce coverage is still not
perfect, as this would have led to a safety problemin another
case. Both are corner-cases, so discussion of the conpronise
between themis deferred to Appendix D

Covert channel not turned off: A legacy (RFC 3168) tunnel ingress
could ask an RFC 3168 egress to turn off ECN processing as well as
itself turning off ECN. An egress conpliant with the present
specification will agree to such a request froma | egacy ingress,
but it relies on the ingress always sending Not-ECT in the outer
header. |If the egress receives other ECN codepoints in the outer
it will process themas normal, so it will actually still copy
congestion markings fromthe outer to the outgoing header
Referring, for exanple, to Figure 5 (Appendi x B.1), although the
tunnel ingress 'I" will set all ECN fields in outer headers to
Not-ECT, 'M could still toggle CE or ECT(1) on and off to
communi cate covertly with "B, because we have specified that 'E
only has one node regardl ess of what node it says it has
negotiated. W could have specified that 'E should have a
limted functionality node and check for such behaviour. However,
we decided not to add the extra conplexity of two nbdes on a
conpliant tunnel egress nmerely to cater for an historic security
concern that is now consi dered manageabl e.
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9.

10.

Concl usi ons

This docunent allows tunnels to propagate an extra | evel of
congestion severity. It uses previously unused conbi nati ons of inner
and outer headers to augnent the rules for calculating the ECN field
when decapsul ating | P packets at the egress of |Psec (RFC 4301) and
non- | Psec (RFC 3168) tunnels.

Thi s docunent al so updates the ingress tunnelling encapsul ati on of
RFC 3168 ECN to bring all IP-in-1P tunnels into line with the new
behaviour in the IPsec architecture of RFC 4301, which copies rather
than resets the ECN field when creating outer headers.

The need for both these updated behaviours was triggered by the

i ntroduction of pre-congestion notification (PCN) onto the | ETF
Standards Track. Operators wanting to support PCN or other alternate
ECN schenes that use an extra severity level can require that their
tunnels conply with the present specification. This is not a fork in
the RFC series, it is an update that can be deployed first by those
that need it, and subsequently by all tunnel endpoint inplenmentations
during general code maintenance. |t is backward conpatible with al
previ ous tunnelling behaviours, so existing single severity |eve
schenes will continue to work as before, but support for two severity
levels will gradually be added to the Internet.

The new rul es propagate changes to the ECN field across tunne

endpoi nts that previously blocked themto restrict the bandwi dth of a
potential covert channel. Limting the channel’s bandwidth to two
bits per packet is now considered sufficient.

At the sanme tine as renoving these | egacy constraints, the
opportunity has been taken to draw together diverging tunne
specifications into a single consistent behaviour. Then, any tunne
can be deployed unilaterally, and it will support the full range of
congestion control and managenent schenes w t hout any nodes or
configuration. Further, any host or router can expect the ECN field
to behave in the sane way, whatever type of tunnel night intervene in
the path. This new certainty could enable new uses of the ECN field
that woul d ot herwi se be confounded by anbiguity.
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Appendi x A.  Early ECN Tunnelling RFCs

IP-in-1P tunnelling was originally defined in [ RFC2003]. On
encapsul ati on, the incom ng header was copied to the outer and on
decapsul ati on, the outer was sinply discarded. Initially, |IPsec
tunnel I i ng [ RFC2401] foll owed the sane behavi our

When ECN was introduced experinentally in [ RFC2481], |egacy (RFC 2003
or RFC 2401) tunnels woul d have di scarded any congestion narki ngs
added to the outer header, so RFC 2481 introduced rules for

cal cul ating the outgoing header froma conbinati on of the inner and
outer on decapsul ation. RFC 2481 al so introduced a second node for

| Psec tunnels, which turned off ECN processing (Not-ECT) in the outer
header on encapsul ati on because an RFC 2401 decapsul ator would

di scard the outer on decapsul ation. For RFC 2401 |Psec, this had the
side effect of conpletely blocking the covert channel

In RFC 2481, the ECN field was defined as two separate bits. But
when ECN noved from Experinental to Standards Track [ RFC3168], the
ECN field was redefined as four codepoints. This required a
different calculation of the ECN field fromthat used in RFC 2481 on
decapsul ation. RFC 3168 al so had two nodes; a 'full functionality
nmode’ that restricted the covert channel as nuch as possible but
still allowed ECN to be used with | Psec, and another that conpletely
turned of f ECN processing across the tunnel. This 'linmted
functionality node’ both offered a way for operators to conpletely
bl ock the covert channel and allowed an RFC 3168 ingress to interwork
with a | egacy tunnel egress (RFC 2481, RFC 2401, or RFC 2003).

The present specification includes a simlar conpatibility node to
interwork safely with tunnels conpliant with any of these three
earlier RFCs. However, unlike RFC 3168, it is only a node of the
i ngress, as decapsul ati on behaviour is the same in either case.

Appendi x B. Design Constraints

Tunnel processing of a congestion notification field has to neet
congestion control and managenent needs without creating new

i nformati on security vulnerabilities (if information security is
required). This appendi x docunents the analysis of the trade-offs
bet ween these factors that led to the new encapsul ation rules in
Section 4.1.

B.1. Security Constraints
Information security can be assured by using various end-to-end

security solutions (including I Psec in transport node [ RFC4301]), but
a conmonly used scenario involves the need to conmmuni cate between two
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physically protected donains across the public Internet. |In this
case, there are certain managenent advantages to using |Psec in
tunnel node solely across the publicly accessible part of the path.
The path foll owed by a packet then crosses security 'domains’; the
ones protected by physical or other nmeans before and after the tunne
and the one protected by an IPsec tunnel across the otherw se
unprotected domain. The scenario in Figure 5 will be used where
endpoints A and 'B communi cate through a tunnel. The tunne
ingress "I’ and egress 'E are within physically protected edge
domai ns, while the tunnel spans an unprotected internetwork where
there may be "nen in the mddle , M

physical ly unpr ot ect ed physically
<-protected donai n-><--donai n--><-protected donai n->
o e oo + o e oo +
| | M | |
| Ar------- >| > SE-------- >B |
| | | |
oo + oo +
<----1Psec secured---->
t unnel

Figure 5: IPsec Tunnel Scenario

| Psec encryption is typically used to prevent 'M seeing nessages
from”A to 'B. |Psec authentication is used to prevent 'M
masquer adi ng as the sender of nessages from'A to 'B or altering
their contents. ’'1’ can use |IPsec tunnel node to allow A to
communi cate with "B, but inpose encryption to prevent 'A | eaking
information to "M. O 'E can insist that "I’ uses tunnel nopde
aut hentication to prevent 'M comuni cating information to 'B

Mut abl e | P header fields such as the ECN field (as well as the Tine
to Live (TTL) / Hop Linmt and DS fields) cannot be included in the
cryptographi c cal cul ations of IPsec. Therefore, if "I’ copies these
nmutable fields into the outer header that is exposed across the
tunnel it will have allowed a covert channel from’'A to 'M that
bypasses its encryption of the inner header. And if "E copies these
fields fromthe outer header to the outgoing, even if it validates
aut hentication from’'1’, it will have allowed a covert channel from
"M to 'B

ECN at the IP layer is designed to carry infornmation about congestion
froma congested resource towards downstream nodes. Typically, a
downstream transport might feed the informati on back sonmehow to the
poi nt upstream of the congestion that can regulate the | oad on the
congested resource, but other actions are possible [ RFC3168], Section
6. In terns of the above unicast scenario, ECN effectively intends
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to create an informati on channel (for congestion signalling) from’'M
to'B (for "B to feed back to "A'). Therefore, the goals of |Psec
and ECN are nutually inconpatible, requiring some conprom se

Wth respect to using the DS or ECN fields as covert channels,
Section 5.1.2 of RFC 4301 says, "controls are provided to nmanage the

bandwi dth of this channel”. Using the ECN processing rules of RFC
4301, the channel bandwidth is two bits per datagramfrom’'A to 'M
and one bit per datagramfrom'M to 'B (because 'E Ilinits the

conmbi nations of the 2-bit ECN field that it will copy). 1In both
cases, the covert channel bandwidth is further reduced by noise from
any real congestion marking. RFC 4301 inplies that these covert
channel s are sufficiently limted to be considered a nanageabl e
threat. However, with respect to the larger (six-bit) DS field, the
same section of RFC 4301 says not copying is the default, but a
configuration option can allow copying "to allow a | oca

adm ni strator to decide whether the covert channel provided by
copyi ng these bits outwei ghs the benefits of copying”. O course, an
adm ni strator who plans to copy the DS field has to take into account
that it could be concatenated with the ECN field, creating a covert
channel with eight bits per datagram

For tunnelling the six-bit Diffserv field, two conceptual nodels have
had to be defined so that adm nistrators can trade off security
agai nst the needs of traffic conditioning [ RFC2983]:

The uniformnodel: where the Diffserv field is preserved end-to-end
by copying into the outer header on encapsul ati on and copying from
the outer header on decapsul ation

The pipe nodel: where the outer header is independent of that in the
i nner header so it hides the Diffserv field of the inner header
fromany interaction with nodes along the tunnel

However, for ECN, the new I Psec security architecture in RFC 4301
only standardi sed one tunnelling nodel equivalent to the uniform
nodel . It deenmed that sinplicity was nore inportant than all ow ng
administrators the option of a tiny increment in security, especially
gi ven not copyi ng congestion indications could seriously harm
everyone’ s network service.

B.2. Control Constraints

Congestion control requires that any congestion notification narked
into packets by a resource will be able to traverse a feedback | oop
back to a function capable of controlling the |oad on that resource.
To be precise, rather than calling this function the data source, it
will be called the 'Load Regulator’. This allows for exceptiona
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cases where load is not regulated by the data source, but usually the
two terms will be synonynous. Note the term"a function _capable of _
controlling the load" deliberately includes a source application that
doesn’'t actually control the load but ought to (e.g., an application

wi t hout congestion control that uses UDP).

A--->R--->| >M= SE-------- >B
Figure 6: Sinple Tunnel Scenario
A simlar tunnelling scenario to the I Psec one just described wll

now be considered, but without the different security domains,
because the focus now shifts to whether the control |oop and

managenent nonitoring work (Figure 6). |f resources in the tunne
are to be able to explicitly notify congestion and the feedback path
is from'B to A, it will certainly be necessary for '"E to copy

any CE marking fromthe outer header to the outgoi ng header for
onward transnission to "B ; otherw se, congestion notification from
resources like 'M cannot be fed back to the Load Regulator ("A).
But it does not seem necessary for I’ to copy CE markings fromthe
inconming to the outer header. For instance, if resource 'R is
congested, it can send congestion information to 'B using the

congestion field in the inner header without "I’ copying the
congestion field into the outer header and 'E copying it back to the
outgoi ng header. 'E can still wite any additional congestion

mar ki ng i ntroduced across the tunnel into the congestion field of the
out goi ng header.

Al'l this shows that 'E can preserve the control |oop irrespective of
whet her "I’ copies congestion notification into the outer header or
resets it.

That is the situation for existing control arrangenents but, because
copying reveals nore information, it would open up possibilities for
better control system designs. For instance, resetting CE marking on
encapsul ati on breaks the Standards-Track PCN congestion nmarking
schene [ RFC5670]. It ends up renoving excessive amounts of traffic
unnecessarily (Section 5.3.1). Wereas copying CE markings at
ingress leads to the correct control behavi our

B. 3. Managenent Constraints
As well as control, there are al so nanagenent constraints.
Specifically, a managenent system nmay nonitor congestion markings in

passi ng packets, perhaps at the border between networks as part of a
service level agreenment. For instance, nonitors at the borders of
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aut ononous systens nmay need to neasure how nuch congestion has
accunul ated so far along the path, perhaps to deterni ne between t hem
how nmuch of the congestion is contributed by each domai n.

In this docunent, the baseline of congestion marking (or the
Congestion Baseline) is defined as the source of the |ayer that
created (or nost recently reset) the congestion notification field.
Wihen nonitoring congestion, it would be desirable if the Congestion
Baseline did not depend on whether or not packets were tunnell ed.

G ven sone tunnels cross domain borders (e.g., consider 'M in
Figure 6 is nonitoring a border), it would therefore be desirable for
"I’ to copy congestion accurmul ated so far into the outer headers, so
that it is exposed across the tunnel

For managenent purposes, it might be useful for the tunnel egress to
be able to nonitor whether congestion occurred across a tunnel or
upstreamof it. Superficially, it appears that copying congestion
mar ki ngs at the ingress would nmake this difficult, whereas it was
strai ghtforward when an RFC 3168 ingress reset them However,
Appendi x C gives a sinple and precise nmethod for a tunnel egress to

infer the congestion level introduced across a tunnel. It works
irrespective of whether the ingress copies or resets congestion
mar ki ngs.

Appendi x C. Contribution to Congestion across a Tunne

Thi s specification mandates that a tunnel ingress deternines the ECN
field of each new outer tunnel header by copying the arriving header.
Concern has been expressed that this will nmake it difficult for the
tunnel egress to nonitor congestion introduced only along a tunnel
which is easy if the outer ECN field is reset at a tunnel ingress
(RFC 3168 full functionality node). However, in fact copying CE
marks at ingress will still nake it easy for the egress to nmeasure
congestion introduced across a tunnel, as illustrated bel ow.

Consi der 100 packets neasured at the egress. Say it neasures that 30
are CE marked in the inner and outer headers and 12 have additiona
CE marks in the outer but not the inner. This neans packets arriving
at the ingress had al ready experienced 30% congesti on. However, it
does not nean there was 12% congestion across the tunnel. The
correct calculation of congestion across the tunnel is p_t = 12/
(100-30) = 12/70 = 17% This is easy for the egress to neasure. |t
is sinply the proportion of packets not nmarked in the inner header
(70) that have a CE marking in the outer header (12). This technique
wor ks whet her the ingress copies or resets CE markings, so it can be
used by an egress that is not sure with which RFC the ingress
compl i es.
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Figure 7 illustrates this in a conbinatorial probability diagram

The square represents 100 packets. The 30% divi sion along the bottom
represents marking before the ingress, and the p_t division up the
side represents marking introduced across the tunne

AN out er header marking

100% +- - - - - Fomm - + The | arge square
| | | represents 100 packets
| 30 | |
| | | p_t = 12/(100-30)
p_t + Fomem- - + = 12/70
| | 12 | = 17%
0 +----- N T +--->
0 30% 100% inner header narking

Figure 7: Tunnel Marking of Packets Al ready Marked at |ngress
Appendi x D. Conpronise on Decap with ECT(1) Inner and ECT(0) CQuter

A packet with an ECT(1) inner and an ECT(0) outer should never arise
fromany known | ETF protocol. Wthout giving a reason, RFC 3168 and
RFC 4301 both say the outer should be ignored when decapsul ati ng such
a packet. This appendi x explains why it was deci ded not to change
this advice.

In summary, ECT(0) always neans 'not congested’ and ECT(1) may inply
the sane [ RFC3168] or it may inply a higher severity congestion
signal [RFC4774], [PCN3inl], depending on the transport in use.

Whet her or not they nean the sane, at the ingress the outer should
have started the sane as the inner, and only a broken or conproni sed
router could have changed the outer to ECT(O0).

The decapsul ator can detect this anomaly. But the question is,
should it correct the anomaly by ignoring the outer, or should it
reveal the anomaly to the end-to-end transport by forwarding the
outer?

On bal ance, it was decided that the decapsul ator should correct the
anomaly, but log the event and optionally raise an alarm This is
the safe action if ECT(1) is being used as a nore severe marking than
ECT(0), because it passes the nore severe signal to the transport.
However, it is not a good idea to hide anonalies, which is why an
optional alarmis suggested. It should be noted that this anonaly
may be the result of two changes to the outer: a broken or

conprom sed router within the tunnel m ght be erasing congestion
mar ki ngs i ntroduced earlier in the same tunnel by a congested router
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In this case, the anonaly would be | osing congestion signals, which
needs i mredi ate attention

The original reason for defining ECT(0) and ECT(1) as equival ent was
so that the data source could use the ECN nonce [ RFC3540] to detect

i f congestion signals were being erased. However, in this case, the
decapsul at or does not need a nonce to detect any anonalies introduced
within the tunnel, because it has the inner as a record of the header
at the ingress. Therefore, it was decided that the best conpronise
woul d be to give precedence to solving the safety issue over

reveal ing the anomaly, because the anomaly could at |east be detected
and dealt with internally.

Superficially, the opposite case where the inner and outer carry

di fferent ECT values, but with an ECT(1) outer and ECT(O0) inner

seens to require a simlar conpronmise. However, because that case is
reversed, no conpromise is necessary; it is best to forward the outer
whet her the transport expects the ECT(1) to nean a hi gher severity
than ECT(0) or the sane severity. Forwarding the outer either
preserves a higher value (if it is higher) or it reveals an anonaly
to the transport (if the two ECT codepoints nmean the same severity).

Appendi x E.  Open | ssues

The new decapsul ati on behavi our defined in Section 4.2 adds support
for propagation of two severity |evels of congestion. However,
transports have no way to discover whether there are any | egacy
tunnels on their path that will not propagate two severity |evels.

It woul d have been nice to add a feature for transports to check path
support, but this remains an open issue that will have to be
addressed in any future standards action to define an end-to-end
schene that requires two severity levels of congestion. PCN avoids
this problem because it is only for a controlled region, so all

| egacy tunnel s can be upgraded by the sanme operator that deploys PCN
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