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Abstract

This docunent specifies a franmework to build H P-based (Host ldentity
Protocol) overlay networks. This framework uses H P to perform
connection managenent. O her functions, such as data storage and
retrieval or overlay maintenance, are inplenented using protocols
other than HIP. These protocols are loosely referred to as "peer

pr ot ocol s".

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
comunity. This document is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
community. 1t has received public review and has been approved for
publication by the Internet Engineering Steering G oup (IESG. Not
al | docunents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc6079
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1. Introduction

The Host ldentity Protocol (H P) [RFC5201] defines a new name space
bet ween the network and transport |ayers. H P provides upper |ayers
with nobility, multihom ng, NAT (Network Address Transl ation)
traversal, and security functionality. H P inplenents the so-called
identifier/locator (ID/locator) split, which inplies that IP
addresses are only used as |ocators, not as host identifiers. This
split makes HI P a suitable protocol to build overlay networks that

i npl ement identifier-based overlay routing over | P networks, which in
turn inplenment | ocator-based routing.

Usi ng Hl P-Based Overlay Networking Environnent (H P BONE), as opposed
to a peer protocol, to perform connecti on nmanagenent in an overl ay
has a set of advantages. H P BONE can be used by any peer protocol
Thi s keeps each peer protocol fromdefining primtives needed for
connecti on managenent (e.g., primtives to establish connections and
to tunnel nessages through the overlay) and NAT traversal. Having
this functionality at a |lower layer allows nultiple upper-I|ayer
protocols to take advantage of it.

Additionally, having a solution that integrates nobility and

mul ti hom ng is useful in many scenarios. Peer protocols do not
typically specify nmobility and nulti hom ng solutions. Conbining a
peer protocol including NAT traversal with a separate nobility
mechani sm and a separate nul ti honmi ng nmechani smcan easily lead to
unexpected (and unpl easant) interactions.

The remai nder of this docunment is organized as follows. Section 3
provi des background information on H P. Section 4 gives an overvi ew
of the H P BONE (H P-Based Overlay Networking Environnent) framework
and architecture and Section 5 describes the framework in nore
detail. Finally, Section 6 introduces new H P paraneters for overl ay
usage.

2. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
The following terns are used in context of H P BONEs:
Overlay network: A network built on top of another network. In case

of HI P BONEs, the underlying network is an |IP network and the
overlay can be, e.g., a peer-to-peer (P2P) network
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Peer protocol: A protocol used by nodes in an overlay network for
performng, e.g., data storage and retrieval or overlay
mai nt enance.

H P BONE i nstance: A HI P-based overlay network that uses a
particul ar peer protocol and is based on the franmework presented
in this docunent.

Node ID: A value that uniquely identifies a node in an overlay
network. The value is not usually human-friendly. As an exanple,
it my be a hash of a public key.

H P association: An |IP-layer communi cati ons context created using
the Host ldentity Protocol

Valid locator: A locator (as defined in [RFC5206]; usually an IP
address or an address and a port nunber) at which a host is known
to be reachable, for exanple, because there is an active H P
association with the host.

Final recipient: A node is the final recipient of a HP signaling
packet if one of its Host ldentity Tags (H Ts) matches to the
receiver’s HT in the H P packet header

3. Background on HP

Thi s section provides background on HHP. Gven the tutorial nature
of this section, readers that are famliar with what H P provi des and
how HI P works may want to skip it. All descriptions contain
references to the relevant H P specifications where readers can find
detail ed explanations on the different topics discussed in this
section.

3.1. IDLocator Split

In an I P network, | P addresses typically serve two roles: they are

used as host identifiers and as host |ocators. |P addresses are
| ocators because a given host’s | P address indicates where in the
network that host is located. |P networks route based on these

| ocators. Additionally, IP addresses are used to identify renote
hosts. The sinultaneous use of |IP addresses as host identifiers and
| ocators makes nobility and nultihom ng conplicated. For exanple,
when a host opens a TCP connection, the host identifies the renote
end of the connection by the renote | P address (plus port). |If the
renote host changes its | P address, the TCP connection will not
survive, since the transport layer identifier of the renote end of

t he connecti on has changed.
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Mobility solutions such as Mobile IP keep the renote | P address from
changing so that it can still be used as an identifier. HP, on the
ot her hand, uses |IP addresses only as locators and defines a new
identifier space. This approach is referred to as the I1D/|ocator
split and makes the inplenentation of nobility and nultihomi ng nore
natural. In the previous exanple, the TCP connecti on would be bound
to the renote host’s identifier, which would not change when the
renote hosts noves to a new | P address (i.e., to a new |locator). The
TCP connection is able to survive |ocator changes because the renote
host’s identifier does not change.

3.1.1. Identifier Formnt

H P uses 128-bit ORCH Ds (Overlay Routabl e Cryptographi c Hash
Identifiers) [RFC4843] as identifiers. ORCH Ds |ook Iike |IPv6
addresses but cannot collide with regular |Pv6 addresses because
ORCHI D spaces are registered with the ANA. That is, a portion of
the 1 Pv6 address space is reserved for ORCH Ds. The ORCH D
specification allows the creation of nmultiple disjoint identifier
spaces. Each such space is identified by a separate Context
Identifier. The Context ldentifier can be either drawn inplicitly
fromthe context the ORCHID is used in or carried explicitly in a
pr ot ocol

H P defines a native socket APl [H P-NATIVE-API] that applications
can use to establish and manage connections. Additionally, H P can
al so be used through the traditional |IPv4 and |1 Pv6 TCP/ | P socket
APl's. Section 3.4 describes how an application using these
traditional APls can nmake use of HIP. Figure 1 shows all these APls
bet ween the application and the transport | ayers.

oo e e e e e e e e e e e e e e mee s +
| Appli cation |
[ TS o e e e e e e e ea oo +
| H P Native APl | Traditional Socket API

S e +
| Transport Layer |
oo e e e e e e e e e e e e e e mee s +

Figure 1: H P API
3.1.2. H P Base Exchange
Typically, before two H P hosts exchange upper-layer traffic, they

performa four-way handshake that is referred to as the H P base
exchange. Figure 2 illustrates the H P base exchange. The initiator
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sends an |1 packet and receives an Rl packet fromthe responder
After that, the initiator sends an |2 packet and receives an R2
packet fromthe responder.

Initiator Responder
| 1 |
R RREEEEEEEEE >|
| Rl |
| <o |
| 12 |
R REREEEEEEEEE >
| R2 |
| <o |

Figure 2: H P Base Exchange

O course, the initiator needs the responder’s locator (or |ocators)
in order to send its |11 packet. The initiator can obtain locators
for the responder in nultiple ways. For exanple, according to the
current HI P specifications the initiator can get the |ocators
directly fromthe DNS [ RFC5205] or indirectly by sendi ng packets
through a H P rendezvous server [RFC5204]. However, H P is an open-
ended architecture. The H P architecture allows the |ocators to be
obt ai ned by any nmeans (e.g., from packets traversing an overl ay
network or as part of the candi date address collection process in a
NAT traversal scenario).

3.1.3. Locator Managenent

Once a H P connection between two hosts has been established with a
H P base exchange, the hosts can start exchangi ng hi gher-1|ayer
traffic. |If any of the hosts changes its set of locators, it runs an
updat e exchange [ RFC5206], which consists of three nessages. |If a
host is multihoned, it sinply provides nore than one locator inits
exchanges. However, if both of the endpoints nove at the sane tineg,
or through sone other reason both |lose track of the peers’ currently
active locators, they need to resort to using a rendezvous server or
getting new peer |locators by sonme other neans.

3.2. NAT Traversa
H P's NAT traversal mechani sm[RFC5770] is based on ICE (Interactive
Connectivity Establishnent) [RFC5245]. Hosts gather address

candi dates and, as part of the H P base exchange, hosts perform an
| CE of fer/answer exchange where they exchange their respective
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address candi dates. Hosts perform end-to-end STUN-based [ RFC5389]
connectivity checks in order to discover which address candi date
pairs yield connectivity.

Even though, architecturally, H P lies belowthe transport |ayer
(i.e., H P packets are carried directly in IP packets), in the
presence of NATs, HI P sonetines needs to be tunneled in a transport
protocol (i.e., H P packets are carried by a transport protocol such
as UDP)

3.3. Security

Security is an essential part of HHP. The follow ng sections
describe the security-related functionality provided by H P

3.3.1. DoS Protection

H P provides protection agai nst DoS (deni al -of-service) attacks by
having initiators resolve a cryptographic puzzle before the responder
stores any state. On receiving an |1 packet, a responder sends a
pre-generated Rl packet that contains a cryptographic puzzle and
deletes all the state associated with the processing of this I1
packet. The initiator needs to resolve the puzzle in the Rl packet
in order to generate an |12 packet. The difficulty of the puzzle can
be adjusted so that, if a receiver is under a DoS attack, it can
increase the difficulty of its puzzles.

On receiving an |2 packet, a receiver checks that the solution in the
packet corresponds to a puzzle generated by the receiver and that the
solution is correct. |If it is, the receiver processes the |12 packet.
O herwise, it silently discards it.

In an overlay scenario, there are nultiple ways in which this

mechani smcan be utilized within the overlay. One possibility is to
cache the pre-generated Rl packets within the overlay and let the
overlay directly respond with Rls to I1s. In that way, the responder
is not bothered at all until the initiator sends an |2 packet, with
the puzzle solution. Furthernore, a nore sophisticated overlay could
verify that an |12 packet has a correctly solved puzzle before
forwardi ng the packet to the responder.

3.3.2. ldentifier Assignnent and Authentication

As di scussed earlier, H P uses ORCH Ds [RFC4843] as the main
representation for identifiers. Potentially, H P can use different
types of ORCHI Ds as long as the probability of finding collisions
(i.e., two nodes with the sane ORCHI D) is | ow enough. One way to
conpletely avoid this type of collision is to have a centra
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authority generate and assign ORCH Ds to nodes. To secure the

bi ndi ng between ORCHI Ds and any hi gher-layer identifiers, every tine
the central authority assigns an ORCHI D to a node, it al so generates
and signs a certificate stating who is the owner of the ORCHI D. The
owner of the ORCHI D then includes the corresponding certificate in
its RL (when acting as responder) and |2 packets (when acting
initiator) to prove that it is actually allowed to use the ORCH D
and, inplicitly, the associated public key.

Having a central authority works well to conpletely avoid collisions.
However, having a central authority is inpractical in some scenari os.
As defined today, H P systens generally use a self-certifying ORCH D
type called HT (Host ldentity Tag) that does not require a centra
authority (but still allows one to be used).

A HT is the hash of a node’s public key. A node proves that it has
the right to use a HT by showing its ability to sign data with its
associ ated private key. This schene is secure due to the so-called
second- prei mage resi stance property of hash functions. That is,
given a fixed public key K1, finding a different public key K2 such
that hash(Kl) = hash(K2) is conputationally very hard. Optimally, a
prei mage attack on the 100-bit hash function used in ORCHI Ds will
take an order of 27100 operations to be successful, and can be
expected to take in the average 2799 operations. Gven that each
operation requires the attacker to generate a new key pair, the
attack is fully inpractical with current technol ogy and techni ques
(see [ RFC4843]).

H P nodes using HI Ts as ORCH Ds do not typically use certificates
during their base exchanges. Instead, they use a leap-of-faith
mechani sm sinmilar to the Secure Shell (SSH) protocol [RFC4251],
wher eby a node sonehow aut henticates renote nodes the first tinme they
connect to it and, then, renmenbers their public keys. While user-
assisted | eap-of-faith mechani sm (such as in SSH) can be used to
facilitate a human-operated offline path (such as a tel ephone call),
aut onat ed | eap-of -faith nechani sns can be conbined with a reputation
managenent systemto create an incentive to behave. However, such
consi derations go well beyond the current H P architecture and even
beyond this proposal. For the purposes of the present docunent, we
nmerely want to point out that, architecturally, H P supports both
sel f-generated opportunistic identifiers and adm nistratively

assi gned ones.
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3.3.3. Connection Security

Once two nodes conpl ete a base exchange between them the traffic
they exchange is encrypted and integrity protected. The security
mechani smused to protect the traffic is | Psec Encapsul ating Security
Payl oad (ESP) [RFC5202]. However, there is ongoing work to specify
how to use other protection nechanisns.

3.4. H P Deployability and Legacy Applications

As discussed earlier, H P defines a native socket APl [H P-NATI VE-
API] that applications can use to establish and nanage connecti ons.
New applications can inplenent this APl to get full advantage of H P
However, in nost cases, legacy (i.e., non-H P-aware) applications

[ RFC5338] can use H P through the traditional IPv4 and | Pv6 socket
APl s.

The idea is that when a | egacy | Pv6 application tries to obtain a
renote host’s | P address (e.g., by querying the DNS), the DNS

resol ver passes the renmote host’s ORCH D (which was al so stored in
the DNS) to the | egacy application. At the same tinme, the DNS

resol ver stores the renote host’s |IP address internally at the HP
modul e. Since the ORCH D | ooks like an | Pv6 address, the |egacy
application treats it as such. It opens a connection (e.g., TCP)
using the traditional |Pv6 socket API. The HI P nodul e running in the
same host as the | egacy application intercepts this call sonmehow
(e.g., using an interception library or setting up the host’s routing
tables so that the H P nodul e receives the traffic) and runs H P (on
behal f of the | egacy application) towards the | P address
corresponding to the ORCH D. This nechanismworks well in alnost all
cases. However, applications involving referrals (i.e., passing of

| Pv6 addresses between applications) present issues, which are

di scussed in Section 5 below. Additionally, managenment applications
that care about the exact |IP address format may not work well wth
such a straightforward approach

In order to make HI P work through the traditional |Pv4 socket API
the H P nodul e passes an LSl (Local Scope Identifier), instead of a
regul ar 1 Pv4 address, to the legacy | Pv4 application. The LSl |ooks
like an I Pv4 address, but is locally bound to an ORCH D. That is,
when the | egacy application uses the LSI in a socket call, the HP
nodul e intercepts it and replaces the LSI with its correspondi ng
ORCHI D. Therefore, LSIs always have | ocal scope. They do not have
any neani ng outside the host running the application. The ORCH D is
used on the wire; not the LSI. 1In the referral case, if it is not
possible to rewite the application | evel packets to use ORCHI Ds
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instead of LSls, it may be hard to make | Pv4 referrals work in
Internet-wi de settings. |Pv4 LSIs have been successfully used in
exi sting H P deployments within a single corporate network.

4. Fr amewor k Overvi ew

The H P BONE franework conmbines HIP with different peer protocols to
provi de robust and secure overlay network sol utions.

Many overlays typically require three types of operations:

o overlay maintenance,
0 data storage and retrieval, and
0 connection nanagenent.

Overl ay mai ntenance operations deal with nodes joining and | eaving
the overlay and with the mai ntenance of the overlay’ s routing tables.
Data storage and retrieval operations deal w th nodes storing,
retrieving, and renoving information in or fromthe overl ay.
Connecti on managenent operations deal with the establishnent of
connections and the exchange of |ightweight nmessages anong t he nodes
of the overlay, potentially in the presence of NATs.

The H P BONE franmework uses HI P to performconnection nanagenent.
Data storage and retrieval and overlay naintenance are to be

i mpl ement ed using protocols other than HP. For lack of a better
nane, these protocols are referred to as peer protocols.

One way to depict the relationship between the peer protocol and H P
nodul es is shown in Figure 3. The peer protocol nodule inplenents
the overlay construction and nai ntenance features, and possibly
storage (if the particular protocol supports such a feature). The

H P nodul e consults the peer protocol’s overlay topology part to nake
routi ng decisions, and the peer protocol uses H P for connection
managenent and sendi ng peer protocol messages to other hosts. The

H P BONE APl that applications use is a conbination of the H P Native
APl and traditional socket APl (as shown in Figure 1) with any

addi tional APl a particular instance inplenentation provides.
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Appli cation

-------------------------------- H P BONE API
+-- -+ T +
| | | Peer Protocol

| | [ S E S S +
| | <->| Topol ogy| |(Storage)|
| | S RS S SRR +
| "

|

| o e e e e e e e ea oo +
| H P |
o e e e e e e e e e oo - o +

Figure 3: H P with Peer Protoco

Architecturally, H P can be considered to create a new thin "waist"

| ayer on top of the IPv4 and | Pv6 networks; see Figure 4. The HP

| ayer itself consists of the H P signaling protocol and one or nore
data transport protocols; see Figure 5. The H P signaling packets
and the data transport packets can take different routes. 1In the HP
BONE scenarios, the H P signaling packets are typically first routed
t hrough the overlay and then directly (if possible), while the data
transport packets are typically routed only directly between the

endpoi nts.

e e +
| Transport (using H Ts or LSIs)

o m e e e e e e e e e e e e e am o +
| H P |
Fom e e e oo oo e e e a - +
| | Pv4 | | Pv6 |
T N T +

Figure 4: H P as a Thin Wi st

Fom e e e oo oo e e e a - +
| H P signaling | data transports
T N T +

Figure 5: H P Layer Structure

In HP BONE, the peer protocol creates a new signaling |ayer on top

of HHP. It is used to set up forwarding paths for H P signaling
nmessages. This is a simlar relationship that an IP routing
protocol, such as OSPF, has to the IP protocol itself. |In the HP

BONE case, the peer protocol plays a role simlar to OSPF, and H P
plays a role simlar to IP. The ORCHI Ds (or, in general, Node IDs if
the ORCHI D prefix is not used) are used for forwarding H P packets
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according to the information in the routing tables. The peer
protocol s are used to exchange routing infornation based on Node |Ds
and to construct the routing tables.

Architecturally, routing tables are | ocated between the peer protocol
and HIP, as shown in Figure 6. The peer protocol constructs the
routing table and keeps it updated. The H P |l ayer accesses the
routing table in order to nake routing decisions. The bootstrap of a
H P BONE overlay does not create circul ar dependenci es between the
peer protocol (which needs to use H P to establish connections with
ot her nodes) and H P (which needs the peer protocol to know how to
route nessages to other nodes) for the sane reasons as the bootstrap
of an I P network does not create circular dependenci es between OSPF
and IP. The first connections established by the peer protocol are
wi th nodes whose locators are known. HI P establishes those
connections as any connection between two H P nodes where no overl ays
are present. That is, there is no need for the overlay to provide a
rendezvous service for those connections.

oo e e e e e e e e e e eme e oo +
| Peer protocol |
S +
| Routing table |
e +
| H P |
oo e e e e e e e e e e eme e oo +

Fi gure 6: Routing Tabl es

It is possible that different overlays use different routing table
formats. For exanple, the structure of the routing tables of two
overl ays based on different DHTs (Distributed Hash Tabl es) nay be
very different. 1In order to nake routing decisions, the H P |ayer
needs to convert the routing table generated by the peer protoco
into a forwarding table that allows the H P | ayer select a next hop
for any packet being routed.

In H P BONE, the H P usage of public keys and deriving ORCHI Ds
through a hash function can be utilized at the peer protocol side to
better secure routing table naintenance and to protect against
chosen-peer-1D attacks.

H P BONE provides quite a lot of flexibility with regards to howto

arrange the different protocols in detail. Figure 7 shows one
potential stack structure.
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5.

5.

e memeeiaieaiiiaaeaaas e +
| peer protocols | medi a
. I +
| H P signaling | data transport

| |
Fom e e e oo oo e e e a - +
| NAT | non- NAT | |
| | |
| | Pv4 | | Pv6 |
e o m e e e e e e me o oo +

Figure 7: Exanple H P BONE Stack Structure
The H P BONE Fr anewor k

H P BONE is a generic framework that allows the use of different peer
protocols. A particular H P BONE i nstance uses a particul ar peer
protocol. The details on how to inplenment H P BONE using a given
peer protocol need to be specified in a, so-called, H P BONE i nstance
specification. Section 5.5 discusses what details need to be
specified by H P BONE i nstance specifications. For exanple, the HP
BONE i nst ance specification for RELOAD [ P2PSI P-BASE] is specified in
[ HI P- RELOAD- | NSTANCE]

1. Node |ID Assignnent and Bootstrap

Nodes in an overlay are primarily identified by their Node IDs.
Overlays typically have an enroll nent server that can generate Node

I Ds, or at |east some part of the Node ID, and sign certificates. A
certificate generated by an enrol |l nent server authorizes a particul ar
user to use a particular Node IDin a particular overlay. The way
users are identified is defined by the peer protocol and H P BONE

i nstance specification.

The enrol Il ment server of an overlay using H Ts derived from public
keys as Node IDs could just authorize users to use the public keys
and H Ts associated to their nodes. Such a Node |ID has the sane
self-certifying property as H Ts and the Node ID can al so be used in
the H P and | egacy APIs as an ORCHID. This works well as long as the
enrol I nent server is the one generating the public/private key pairs
for all those nodes. |If the enrollnment server authorizes users to
use HI Ts that are generated directly by the nodes thensel ves, the
systemis open to a type of chosen-peer-ID attack

If the overlay network or peer protocol has nore specific

requirenents for the Node ID value that prevent using H Ts derived
frompublic keys, each host will need a certificate (e.g., in their
H P base exchanges) provided by the enroll nent server to prove that
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they are authorized to use a particular identifier in the overlay.
Dependi ng on how the certificates are constructed, they typically

al so need to contain the host’s sel f-generated public key. Depending
on how the Node I Ds and public keys are attributed, different
scenari os becone possible. For exanple, the Node |IDs may be
attributed to users, there may be user public key identifiers, and
there nay be separate host public key identifiers. Authorization
certificates can be used to bind the different types of identifiers

t oget her.

H Ts, as defined in [ RFC5201], always start with the ORCH D prefix.
Therefore, there are 100 bits left in the HT for different Node ID
values. |If an overlay network requires a |arger address space, it is
al so possible to use all the 128 bits of a H T for addressing peer
layer identifiers. The benefit of using ORCH D prefix for Node |IDs
is that it makes possible to use themw th | egacy socket APIs, but in
this context, nost of the applications are assuned to be H P aware
and able to use a nore advanced APl supporting full 128-bit
identifiers. Even larger address spaces could be supported with an
additional H P paraneter giving the source and destination Node |Ds,
but defining such a paranmeter, if needed, is left for future
docunents.

Boot strap i ssues, such as howto |locate an enrollnent or a bootstrap
server, belong to the peer protocol

5.2. Overlay Network Identification

It is possible for a HHP host to participate sinultaneously in
multiple different overlay networks. It is also possible that sone
H P traffic is not intended to be forwarded over an overl ay.
Therefore, a host needs to know to which overlay an incoming H P
nmessage bel ongs and the outgoing H P nessages need to be | abel ed as
bel onging to a certain overlay. This document specifies a new
generic H P paraneter (in Section 6.1) for the purpose of directing
H P nessages to the right overlay.

In addition, an application using H P BONE needs to define, either
implicitly or explicitly, the overlay to use for conmunication
Explicit configuration can happen, e.g., by configuring certain |oca
H Ts to be bound to certain overlays or by defining the overlay
identifier using advanced H P socket options or other suitable APIs.
On the other hand, if no explicit configuration for a H P associ ati on
is used, a host may have a configured default overlay where all HP
nmessages without a valid locator are sent. The specification for how
to inmplenent this coordination for locally originated nmessages is out
of scope for this docunent.
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5.3. Connection Establishnment

Nodes in an overlay need to establish connections with other nodes in
different cases. For exanple, a node typically has connections to
the nodes in its forwarding table. Nodes also need to establish
connections with other nodes in order to exchange application-I|ayer
nessages.

As di scussed earlier, H P uses the base exchange to establish
connections. A H P endpoint (the initiator) initiates a H P base
exchange with a renmote endpoint by sending an |1 packet. The
initiator sends the |1 packet to the renpte endpoint’s |ocator
Initiators that do not have any | ocator for the renote endpoint need
to use a rendezvous service. Traditionally, a H P rendezvous server
[ RFC5204] has provided such a rendezvous service. In H P BONE, the
overlay itself provides the rendezvous service.

Therefore, in H P BONE, a node uses an |1 packet (as usual) to
establish a connection with another node in the overlay. Nodes in
the overlay forward |1 packets in a hop-by-hop fashion according to
the overlay’'s routing table towards its destination. This way, the
overl ay provides a rendezvous service between the nodes establishing
the connection. |If the overlay nodes have active connections wth
other nodes in their forwarding tables and if those connections are
protected (typically with IPsec ESP), |1 packets nay be sent over
protected connecti ons between nodes. Alternatively, if there is no
such an active connection but the node forwarding the 11 packet has a
valid locator for the next hop, the |1 packets may be forwarded
directly, in a sinmlar fashion to how |1 packets are today forwarded
by a H P rendezvous server

Since H P supports NAT traversal, a H P base exchange over the
overlay will performan | CE [ RFC5245] offer/answer exchange between
the nodes that are establishing the connection. |In order to perform
this exchange, the nodes need to first gather candi date addresses.

Whi ch nodes can be used to obtain reflexive address candi dates and
whi ch ones can be used to obtain relayed candidates is defined by the
peer protocol

5.4. Lightweight Message Exchanges

In sone cases, nodes need to performa |ightweight query to another

node (e.g., a request followed by a single response). In this
situation, establishing a connection using the mechanisnms in Section
5.3 for a sinple query would be an overkill. A better solutionis to

forward a H P nessage through the overlay with the query and anot her
one with the response to the query. The payl oad of such H P packets
is integrity protected [ RFC6078].
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Nodes in the overlay forward this H P packet in a hop-by-hop fashion
according to the overlay's routing table towards its destination,
typically through the protected connections established between t hem
Again, the overlay acts as a rendezvous server between the nodes
exchangi ng t he nessages.

5.5. H P BONE Instantiation

As discussed in Section 5, H P BONE is a generic framework that

all ows using different peer protocols. A particular H P BONE

i nstance uses a particular peer protocol. The details on howto

i npl enent a HI P BONE using a given peer protocol need to be specified
in a, so-called, H P BONE i nstance specification. A H P BONE

i nstance specification needs to define, mininally:

the peer protocol to be used,

what kind of Node IDs are used and how they are derived,
whi ch peer protocol primtives trigger H P nessages, and
how the overlay identifier is generated.

O O0OO0Oo

Additionally, a H P BONE instance specification nmay need to specify
other details that are specific to the peer protocol used.

As an exanple, the H P BONE i nstance specification for RELOAD
[ P2PSI P-BASE] is specified in [H P- RELOAD- | NSTANCE] .

The areas not covered by a particular H P BONE i nstance specification
are specified by the peer protocol or elsewhere. These areas
i ncl ude:

the algorithmto create the overlay (e.g., a DHT),

overlay maintenance functions,

data storage and retrieval functions,

the process for obtaining a Node |D,

boot strap function, and

how to sel ect STUN and TURN servers for the candi date address
collection process in NAT traversal scenari os.

OO0OO0O0OO0OO0

Note that the border between a H P BONE i nstance specification and a
peer protocol specifications is fuzzy. Depending on how generic the
specification of a given peer protocol is, its associated H P BONE

i nstance specification nay need to specify nore or |less details.
Also, a H P BONE i nstance specification nay | eave certain areas
unspecified in order to leave their configuration up to each
particul ar overl ay.
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6.

6. 1.

6. 2.

Overlay H P Paraneters

This section defines the generic format and protocol behavior for the
Overlay ldentifier and Overlay Tine-to-Live (TTL) H P paraneters that
can be used in H P based overlay networks. H P BONE instance
specifications define the exact format and content of the Overlay
Identifier paraneter, the cases when the Overlay TTL paraneter should
be used, and any additional behavior for each packet.

Overlay ldentifier

To identify to which overlay network a H P nessage belongs, all HP
nmessages that are sent via an overlay, or as a part of operations
specific to a certain overlay, MJST contain an OVERLAY_| D paraneter
with the identifier of the correspondi ng overlay network. |nstance
specifications define howthe identifier is generated for different
types of overlay networks. The generation nmechani sm MUST be such
that it is unlikely to generate the sane identifier for two different
overlay instances and any other neans possible for preventing

col I'i sions SHOULD be used.

The generic format of the OVERLAY_ID parameter is shown in Figure 8.
I nstance specifications define valid I ength for the paraneter and how
the identifier values are generated.

0 1 2 3
01234567890123456789012345678901
T S i o S S e i < S S S S S S S S S S

| Type | Length

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Identifier /
B Lt r s i i i o o T s ks S R S
/ Paddi ng |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
Type 4592

Length Length of the Identifier, in octets

Identifier The identifier value

Paddi ng 0-7 bytes of padding if needed

Figure 8: Format of the OVERLAY_I D Paraneter
Overlay TTL
H P packets sent in an overlay network MAY contain an Overlay Time-

to-live (OVERLAY_TTL) paraneter whose TTL value is decrenented on
each overlay network hop. Wien a H P host receives a H P packet with
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an OVERLAY TTL paraneter, and the host is not the final recipient of
t he packet, it MJST decrenent the TTL value in the paranmeter by one
bef ore forwardi ng the packet.

If the TTL value in a received H P packet is zero, and the receiving
host is not the final recipient, the packet MJST be dropped and the
host SHOULD send HI P Notify packet with NOTIFI CATION error type
OVERLAY_TTL_EXCEEDED (val ue 70) to the sender of the original HP
packet .

The Notification Data field for the OVERLAY_TTL_EXCEEDED
notifications SHOULD contain the H P header and the TRANSACTION I D
[ RFC6078] paraneter (if one exists) of the packet whose TTL was
exceeded.

Figure 9 shows the format of the OVERLAY_TTL paraneter. The TTL
value is given as the nunber of overlay hops this packet has left and
it is encoded as an unsigned integer using network byte order

0 1 2 3
01234567890123456789012345678901
T S i o S S e i < S S S S S S S S S S

| Type | Length

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| TTL | Reser ved |
B Lt r s i i i o o T s ks S R S
Type 64011

Length 4

TTL The Ti ne-to-Live val ue

Reser ved Reserved for future use

Figure 9: Format of the OVERLAY_TTL Paraneter

The type of the OVERLAY_TTL paraneter is critical (as defined in
Section 5.2.1 of [RFC5201]) and therefore all the H P nodes
forwardi ng a packet with this paraneter MJST support it. |If the
paraneter is used in a scenario where the final recipient does not
support the paraneter, the parameter SHOULD be renoved before
forwardi ng the packet to the final recipient.

7. Security Considerations

Thi s docunent provides a high-level framework to build H P-based
overlays. The security properties of HP and its extensions used in
this framework are discussed in their respective specifications.
Those security properties can be affected by the way HHPis used in a
particul ar overlay. However, those properties are nostly affected by
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10.

10.

t he design decisions made to build a particular overlay; not so nuch
by the high-level framework specified in this docunent. Such design
decisions are typically docunented in a H P BONE instance

speci fication, which describes the security properties of the
resulting overl ay.
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Paraneters OVERLAY_ID (defined in Section 6.1) and OVERLAY_TTL
(defined in Section 6.2). This docunent al so defines a new H P
Notify Message Type [ RFC5201], OVERLAY_TTL_EXCEEDED in Section 6. 2.
This value is allocated in the error range.
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