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Abst ract
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Thi s docunment focuses on topol ogical elenents and path sel ection
constraints that are conmon across different WSON environnents; as
such, it does not address optical inpairnments in any depth.
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I ntroduction

Wavel ength Switched Optical Networks (WSONs) are constructed from
subsystens that include Wavel ength Division Miltiplexing (WDM 1inks,
tunable transmitters and receivers, Reconfigurable Optical Add/Drop
Mul ti pl exers (ROADMs), wavel ength converters, and el ectro-optica
network el enments. A WBON is a WDM based optical network in which
switching is performed selectively based on the center wavel ength of
an optical signal

WSONs can differ fromother types of GWLS networks in that many
types of WBON nodes are highly asymetric with respect to their

swi tching capabilities, conpatibility of signal types and network

el ements may need to be considered, and | abel assignnment can be non-
local. 1In order to provision an optical connection (an optical path)
through a WSON certain wavel ength continuity and resource
availability constraints nust be nmet to determ ne viable and opti mal
pat hs through the WBON. The determi nation of paths is known as
Routi ng and Wavel ength Assi gnnent (RW).

Ceneralized Multi-Protocol Label Swtching (GWLS) [ RFC3945] incl udes
an architecture and a set of control plane protocols that can be used
to operate data networks rangi ng from packet-sw t ch-capabl e networks,
t hrough those networks that use Tine Division Miltiplexing, to WM
networks. The Path Conputation El ement (PCE) architecture [ RFC4655]
defines functional conponents that can be used to conpute and suggest
appropriate paths in connection-oriented traffic-engi neered networKks.

Thi s docunment provides a framework for applying the GWLS
architecture and protocols [ RFC3945] and the PCE architecture

[ RFC4655] to the control and operation of WBONs. To aid in this
process, this docunent also provides an overvi ew of the subsystens
and processes that conprise WSONs and descri bes RM so that the

i nformati on requirenments, both static and dynam c, can be identified
to explain how the information can be nodel ed for use by GWLS and
PCE systens. This work will facilitate the devel opment of protoco
sol ution nodels and protocol extensions within the GWLS and PCE
protocol fanmilies

D fferent WSONs such as access, netro, and |ong haul may apply
different techniques for dealing with optical inpairments; hence,
this docunent does not address optical inpairnents in any depth.
Note that this docunment focuses on the generic properties of |inks,
switches, and path selection constraints that occur in many types of
WEONs. See [WSON-Inp] for nore information on optical inpairnents
and GWPLS.
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Ter m nol ogy

Add/ Drop Multiplexer (ADM: An optical device used in VDM net wor ks
and conposed of one or nore line side ports and typically many
tributary ports.

CWDM  Coar se Wavel ength Division Miltiplexing.
DWDM Dense Wavel ength Divi si on Ml tiplexing.

Degree: The degree of an optical device (e.g., ROADM is given by a
count of its line side ports.

Drop and continue: A sinple nulticast feature of some ADMs where a
sel ected wavel ength can be switched out of both a tributary (drop)
port and a line side port.

FOADM Fi xed Optical Add/Drop Miltipl exer
GWLS: Generalized Milti-Protocol Label Swtching.

Line side: In a WoM system line side ports and |links can typically
carry the full multiplex of wavel ength signals, as conpared to
tributary (add or drop) ports that typically carry a few (usually
one) wavel ength signals.

OXC. Optical Cross-Connect. An optical switching elenent in which a
signal on any input port can reach any output port.

PCC. Path Conputation Client. Any client application requesting a
path conputation to be performed by the Path Conputation El enent.

PCE: Path Conputation Elenent. An entity (conponent, application, or
networ k node) that is capable of conputing a network path or route
based on a network graph and application of conputationa

constraints.

PCEP: PCE Communi cation Protocol. The comunication protocol between
a Path Conputation dient and Path Conputation El enent.

ROADM Reconfigurable Optical Add/Drop Multiplexer. A wavel ength-
sel ective switching elenment featuring input and output |ine side
ports as well as add/drop tributary ports.

RWA: Routing and Wavel engt h Assi gnnent.

Transparent Network: A Wavelength Switched Optical Network that does
not contain regenerators or wavel ength converters.
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Transl ucent Network: A Wavelength Switched Optical Network that is
predom nantly transparent but may al so contain linited nunbers of
regenerators and/or wavel ength converters.

Tributary: Alink or port on a WDM system that can carry
significantly less than the full nultiplex of wavel ength signals
found on the line side links/ports. Typical tributary ports are the
add and drop ports on an ADM and these support only a single

wavel engt h channel

Wavel engt h Conversi on/ Converters: The process of converting an

i nformati on-bearing optical signal centered at a given wavel ength to
one with "equivalent" content centered at a different wavel ength.
Wavel engt h conversion can be inplenmented via an optical -el ectronic-
optical (OEO) process or via a strictly optical process.

WM Wavel engt h Di vision Mul tipl exing.

Wavel ength Switched Optical Networks (WSONs): WDM based optica
networks in which switching is perfornmed selectively based on the
center wavel ength of an optical signal

3. VWavelength Switched Optical Networks

WSONs range in size fromcontinent-spanning |ong-haul networks, to
nmetropolitan networks, to residential access networks. In all these
cases, the main concern is those properties that constrain the choice
of wavel engths that can be used, i.e., restrict the wavel ength Labe
Set, inpact the path selection process, and linit the topol ogica
connectivity. In addition, if electro-optical network el enments are
used in the WSON, additional conpatibility constraints nmay be inposed
by the network el ements on various optical signal parameters. The
subsequent sections review and nodel sonme of the major subsystens of
a WBON wi th an enphasis on those aspects that are of relevance to the
control plane. In particular, WDM I inks, optical transmitters,
ROADMs, and wavel ength converters are exam ned.

3.1. WM and CWDM Li nks

WOM and CADM | i nks run over optical fibers, and optical fibers cone
in a wide range of types that tend to be optimzed for various
applications. Exanples include access networks, netro, |ong haul
and submarine links. International Tel econmunication Union -

Tel econmuni cati on Standardi zati on Sector (I TU-T) standards exist for
various types of fibers. Although fiber can be categorized into

Si ngl e- Mode Fibers (SMFs) and Multi-Mde Fibers (MWs), the latter
are typically used for short-reach canpus and preni se applications.
SMFs are used for |onger-reach applications and are therefore the
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primary concern of this docunent. The followi ng SM- types are
typically encountered in optical networks:

I TUT Standard | Comon Name

G 652 [G 652] | Standard SMF

G 653 [G 653] | Dispersion shifted SM-

G 654 [G654] | Cut-off shifted SMF

G 655 [G 655] | Non-zero dispersion shifted SMF |
G 656 [G 656] | Wdeband non-zero dispersion shifted SMF

Typically, WOM links operate in one or nore of the approxinately
defined optical bands [G Sup39]:

Band Range (nm Common Nane Raw Bandwi dt h ( THz)
O band 1260- 1360 Origi nal 17.5

E- band 1360- 1460 Ext ended 15.1

S- band 1460- 1530 Short 9.4

C- band 1530- 1565 Convent i onal 4.4

L- band 1565- 1625 Long 7.1

U band 1625- 1675 Utra-Iong 5.5

Not all of a band may be usable; for exanple, in many fibers that
support E-band, there is significant attenuation due to a water
absorption peak at 1383 nm Hence, a discontinuous acceptable

wavel ength range for a particular |link may be needed and is nodel ed.
Al so, sone systens will utilize nore than one band. This is
particularly true for CADM systens.

Current technol ogy subdivides the bandwi dth capacity of fibers into
di stinct channels based on either wavel ength or frequency. There are
two standards covering wavel engths and channel spacing. [ITUT
Recommendation G 694.1, "Spectral grids for WDM applicati ons: DWM
frequency grid" [G 694.1], describes a DADM grid defined in terns of
frequency grids of 12.5 GHz, 25 GHz, 50 GHz, 100 GHz, and ot her

mul tiples of 100 GHz around a 193.1 THz center frequency. At the
narrowest channel spacing, this provides |ess than 4800 channel s
across the O through U bands. |TU T Reconmendati on G 694.2

"Spectral grids for WDM applications: CADM wavel ength grid"
[G694.2], describes a CWDM grid defined in terns of wavel ength
increnments of 20 nmrunning from 1271 nmto 1611 nmfor 18 or so
channel s. The nunber of channels is significantly smaller than the
32-bit GWLS Label space defined for GWLS (see [ RFC3471]). A |labe
representation for these ITUT grids is given in [ RFC6205] and

provi des a common | abel format to be used in signaling optical paths.
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Further, these ITU-T grid-based | abels can al so be used to describe
WDM |'i nks, ROADM ports, and wavel ength converters for the purposes of
pat h sel ecti on.

Many WDM | i nks are designed to take advantage of particular fiber
characteristics or to try to avoid undesirable properties. For
exanpl e, dispersion-shifted SM- [ G 653] was originally designed for
good | ong-di stance perfornance in single-channel systens; however,
putting WOM over this type of fiber requires significant system
engineering and a fairly limted range of wavel engths. Hence, the
following information is needed as paraneters to perform basic,

i mpai r nent - unawar e nodel i ng of a WDM | i nk

0 MWavel ength range(s): G ven a mapping between | abels and the ITU-T
grids, each range could be expressed in terns of a tuple,
(lambdal, |anbda2) or (freql, freq2), where the |anbdas or
frequenci es can be represented by 32-bit integers.

0 Channel spacing: Currently, there are five channel spacings used
in DWDM systens and a single channel spacing defined for CADM
syst ens.

For a particular link, this information is relatively static, as
changes to these properties generally require hardware upgrades.

Such informati on nay be used locally during wavel ength assignnent via
signaling, sinmlar to |abel restrictions in MPLS, or used by a PCE in
provi di ng conbi ned RWA

3.2. Optical Transnmitters and Receivers

WDM opti cal systens nake use of optical transmitters and receivers
utilizing different wavel engths (frequencies). Sone transnmitters are
manuf actured for a specific wavel ength of operation; that is, the
manuf actured frequency cannot be changed. First introduced to reduce
i nventory costs, tunable optical transmitters and receivers are

depl oyed in sone systens and allow flexibility in the wavel ength used
for optical transm ssion/reception. Such tunable optics aid in path
sel ecti on.

Fundanent al nodeling paraneters for optical transmitters and
receivers fromthe control plane perspective are:

0 Tunable: Do the transmitters and receivers operate at variable or
fi xed wavel engt h?

o Tuning range: This is the frequency or wavel ength range over which

the optics can be tuned. Wth the fixed mapping of labels to
| anbdas as proposed in [ RFC6205], this can be expressed as a
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tuple, (lanbdal, |anbda2) or (freql, freq2), where |anbdal and
| ambda2 or freql and freq2 are the | abels representing the | ower
and upper bounds in wavel engt h.

0 Tuning tinme: Tuning tines highly depend on the technol ogy used.
Thermal -drift-based tuning nay take seconds to stabilize, whilst
el ectronic tuning mght provide sub-ns tuning tines. Depending on
the application, this mght be critical. For exanple, thernal
drift mght not be usable for fast protection applications.

0 Spectral characteristics and stability: The spectral shape of a
| aser’s emissions and its frequency stability put limts on
various properties of the overall WDM system One constraint that
is relatively easy to characterize is the closest channel spacing
with which the transmitter can be used.

Note that I TU- T recommendati ons speci fy many aspects of an optical
transmitter. Many of these paraneters, such as spectral
characteristics and stability, are used in the design of VWM
subsystens consisting of transmitters, WOM | i nks, and receivers.
However, they do not furnish additional information that will

i nfluence the Label Switched Path (LSP) provisioning in a properly
desi gned system

Al so, note that optical conponents can degrade and fail over tine.
This presents the possibility of the failure of an LSP (optical path)
wi thout either a node or link failure. Hence, additional mechani sns
may be necessary to detect and differentiate this failure fromthe
others; for exanple, one does not want to initiate nmesh restoration
if the source transnitter has failed since the optical transnmitter
will still be failed on the alternate optical path.

Optical Signals in WSONs

The fundanmental unit of switching in WoONs is intuitively that of a
"wavel ength". The transmitters and receivers in these networks will
deal with one wavelength at a tinme, while the switching systens

t hensel ves can deal with nmultiple wavel engths at a tine. Hence,

mul ti-channel DWDM networks with single-channel interfaces are the
prime focus of this docunment as opposed to multi-channel interfaces.
Interfaces of this type are defined in I TU T Recormendati ons
[G698.1] and [G 698.2]. Key non-inpairnent-related paraneters
defined in [G 698.1] and [ G 698.2] are:

(a) M ninmum channel spacing (GHz)

(b) M nimum and maxi mum central frequency
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(c) Bitrate/Line coding (nodulation) of optical tributary signals

For the purposes of nodeling the WSON in the control plane, (a) and
(b) are considered properties of the link and restrictions on the
GWPLS Labels while (c) is a property of the "signal".

3.3.1. Optical Tributary Signals

The optical interface specifications [G 698.1], [G 698.2], and
[G959.1] all use the concept of an optical tributary signal, which
is defined as "a single channel signal that is placed within an
optical channel for transport across the optical network"”. Note the
use of the qualifier "tributary" to indicate that this is a single-
channel entity and not a multi-channel optical signal

There are currently a nunber of different types of optical tributary
signals, which are known as "optical tributary signal classes”

These are currently characterized by a nodul ati on fornat and bitrate
range [ G 959. 1]:

(a) Optical tributary signal class Non-Return-to-Zero (NRZ) 1.25G
(b) Optical tributary signal class NRZ 2.5G
(c) Optical tributary signal class NRZ 10G
(d) Optical tributary signal class NRZ 40G
(e) Optical tributary signal class Return-to-Zero (Rz) 40G
Note that, with advances in technol ogy, nore optical tributary signa
cl asses may be added and that this is currently an active area for
devel opnent and standardi zation. In particular, at the 40G rate,
there are a nunber of non-standardi zed advanced nodul ation formats
that have seen significant deployment, including Differential Phase
Shi ft Keying (DPSK) and Phase Shaped Binary Transm ssion (PSBT).
According to [G 698.2], it is inportant to fully specify the bitrate
of the optical tributary signal. Hence, nodul ation format (optica
tributary signal class) and bitrate are key paraneters in
characterizing the optical tributary signal

3.3.2. WBON Signal Characteristics
The optical tributary signal referenced in | TUT Reconmendati ons

[G698.1] and [G 698.2] is referred to as the "signal" in this
docunent. This corresponds to the "lanbda" LSP in GWLS. For signa
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conmpatibility purposes with electro-optical network el enents, the
followi ng signal characteristics are considered:

1. Optical tributary signal class (nodul ation format)

2. Forward Error Correction (FEC): whether forward error correction
is used in the digital stream and what type of error correcting
code is used

3. Center frequency (wavel ength)
4. Bitrate
5. General Protocol ldentifier (GPID) for the information fornat

The first three itens on this Iist can change as a WSON si gnal
traverses the optical network with elements that include
regenerators, CEO sw tches, or wavel ength converters.

Bitrate and G PID woul d not change since they describe the encoded
bitstream A set of GPID values is already defined for |anbda
switching in [RFC3471] and [ RFC4328].

Note that a nunmber of non-standard or proprietary nodul ation formats
and FEC codes are commonly used in WSONs. For sone digital
bitstreanms, the presence of FEC can be detected; for exanple, in
[G707], this is indicated in the signal itself via the FEC Status
Indication (FSI) byte while in [G 709], this can be inferred from
whet her or not the FEC field of the Optical Channel Transport Unit-k
(OTWK) is all zeros.

3.4. ROADMs, OXCs, Splitters, Conbiners, and FOADMs

Definitions of various optical devices such as ROADMs, Optical Cross-
Connects (OXCs), splitters, conbiners, and Fi xed Optical Add/Drop

Mul ti pl exers (FOADMs) and their paraneters can be found in [G 671].
Only a subset of these relevant to the control plane and their non-

i mpairnment-rel ated properties are considered in the foll ow ng

secti ons.

3.4.1. Reconfigurable Optical Add/Drop Multiplexers and OXCs
ROADMs are available in different forns and technologies. This is a

key technol ogy that allows wavel engt h-based optical switching. A
classic degree-2 ROADM is shown in Figure 1.
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Li ne side input e e + Line side output
---> | --->
| |
| ROADM |
| |
| |
T +
| | | | oooo
11
O00O0 | | | |
Tributary Side: Drop (output) Add (input)

Figure 1. Degree-2 Unidirectional ROADM

The key feature across all ROADM types is their highly asymetric
switching capability. In the ROADM of Figure 1, signals introduced
via the add ports can only be sent on the line side output port and
not on any of the drop ports. The term"degree" is used to refer to
the nunber of line side ports (input and output) of a ROADM and does
not include the nunber of "add" or "drop" ports. The add and drop
ports are sonetinmes also called tributary ports. As the degree of
the ROADM i ncreases beyond two, it can have properties of both a
switch (OXC) and a nultiplexer; hence, it is necessary to know the
swi tched connectivity offered by such a network el enent to
effectively utilize it. A straightforward way to represent this is
via a "switched connectivity" matrix A where Am = 0 or 1, depending
upon whet her a wavel ength on i nput port mcan be connected to output
port n [l majuku]. For the ROADM shown in Figure 1, the swtched
connectivity matrix can be expressed as:

| nput Qut put Port

Por t #1 #2 #3 #4 #5
#1: 1 1 1 1 1
#2 1 0 0 0 O
A= #3 1 0 0 0 O
#4 1 0 0 0 O
#5 1 0 0 0 O

where input ports 2-5 are add ports, output ports 2-5 are drop ports,
and input port #1 and output port #1 are the line side (WDM ports.

For ROADMs, this matrix will be very sparse, and for OXCs, the matrix
will be very dense. Conpact encodi ngs and exanpl es, including high-
degree ROADMs/ OXCs, are given in [CGen-Encode]. A degree-4 ROADMis
shown in Figure 2.
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e memeeiaieaiiiaaeaaas +
Li ne side-1 ---3 [---> Li ne side-2
I nput (11) | | Qut put (E2)
Li ne side-1 <--- | <--- Li ne side-2
Qut put  (E1) | | I nput (12)

| ROADM |
Li ne side-3 ---> | ---> Li ne side-4
I nput (13) | | Qut put (E4)
Li ne side-3 <--- | <--- Li ne side-4
Qut put (E3) | | I nput (14)

SRS .

| | o0 | O |O

| | | | | | | |

O | O | O | O |
Tri butary Side: E5 15 E6 16 E7 17 E8 18

Figure 2. Degree-4 Bidirectional ROADM

Note that this is a 4-degree exanple with one (potentially multi-
channel ) add/drop per line side port.

Note al so that the connectivity constraints for typical ROADM designs
are "bidirectional"; that is, if input port X can be connected to
output port Y, typically input port Y can be connected to output port
X, assuning the nunbering is done in such a way that input X and

out put X correspond to the same line side direction or the sane

add/ drop port. This nmakes the connectivity matrix symetrical as
shown bel ow.

| nput Qut put Port
Port El E2 E3 E4 E5 E6 E7 E8
11 0 1.1 1 0 1 0 O
|2 1 01 1 0 0 1 O
A=13 11 0 1 1 0 0 O
| 4 11 1 0 0 0 0 1
15 0 01 0 00 OO
16 1 0 0 0 OO OO
|7 0 1 0 0 00O OO
| 8 0O 0 0O1 0 O 0 O
where |15/E5 are add/drop ports to/fromline side-3, |6/E6 are
add/drop ports to/fromline side-1, |7/ E7 are add/drop ports to/from

line side-2, and I8/ E8 are add/drop ports to/fromline side-4. Note
that diagonal elenments are zero since | oopback is not supported in
the exanple. |If ports support |oopback, diagonal el enents would be
set to one.
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Addi tional constraints nmay also apply to the various ports in a
ROADM OXC. The following restrictions and terms may be used

o0 Colored port: an input or, nore typically, an output (drop) port
restricted to a single channel of fixed wavel ength

o0 Colorless port: an input or, nore typically, an output (drop) port
restricted to a single channel of arbitrary wavel ength

In general, a port on a ROADM coul d have any of the follow ng
wavel ength restrictions:

o Miltiple wavel engths, full range port
o Single wavelength, full range port
o Single wavel ength, fixed | anbda port

o Miltiple wavel engt hs, reduced range port (for exanple wave band
swi t chi ng)

To nodel these restrictions, it is necessary to have two pi eces of
informati on for each port: (a) the nunber of wavel engths and (b) the
wavel engt h range and spacing. Note that this infornmation is
relatively static. Mre conplicated wavel ength constraints are
nodel ed in [ WBON- | nf 0] .

3.4.2. Splitters
An optical splitter consists of a single input port and two or nore
output ports. The input optical signaled is essentially copied (with
power loss) to all output ports.

Usi ng the nodeling notions of Section 3.4.1, the input and out put

ports of a splitter would have the sanme wavel ength restrictions. In
addition, a splitter is nodeled by a connectivity matrix Am as
fol | ows:

I nput Qut put Port
Por t #1 #2 #3 ... #N

A= #1 1 1 1 ... 1

The difference froma sinple ROADMis that this is not a sw tched
connectivity matrix but the fixed connectivity matrix of the device.
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3.4.3. Conbiners

An optical conbiner is a device that conbines the optical wavel engths
carried by multiple input ports into a single nulti-wavel ength out put
port. The various ports may have different wavel ength restrictions.
It is generally the responsibility of those using the conbiner to
ensure that wavel ength collision does not occur on the output port.
The fixed connectivity matrix Am for a conbiner would | ook |ike:

| nput CQut put Port

Port #1
#1: 1
#2 1
A= #3 1
. 1
#N 1

3.4.4. Fixed Optical Add/Drop Multiplexers

A Fixed Optical Add/Drop Multiplexer can alter the course of an input
wavel ength in a preset way. |In particular, a given wavel ength (or
waveband) froma line side input port would be dropped to a fixed
"tributary" output port. Depending on the device's construction

that sane wavel ength may or nmay not al so be sent out the line side
output port. This is commonly referred to as a "drop and conti nue"
operation. Tributary input ports ("add" ports) whose signals are
conmbi ned with each other and other line side signals may al so exi st.

In general, to represent the routing properties of an FOADM it is
necessary to have both a fixed connectivity nmatrix Amm, as previously
di scussed, and the precise wavelength restrictions for all input and
out put ports. Fromthe wavelength restrictions on the tributary

out put ports, the wavel engths that have been sel ected can be derived.
From the wavel ength restrictions on the tributary input ports, it can
be seen whi ch wavel engt hs have been added to the |Iine side output
port. Finally, fromthe added wavel ength infornmati on and the |ine

si de out put wavel ength restrictions, it can be inferred which

wavel engt hs have been conti nued.

To summari ze, the nodeling nethodol ogy introduced in Section 3.4.1
whi ch consists of a connectivity matrix and port wavel ength
restrictions, can be used to describe a large set of fixed optica
devi ces such as conbiners, splitters, and FOADMs. Hybrid devices
consi sting of both switched and fixed parts are nodeled in

[ WEON- | nf 0] .
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3.5. Electro-Optical Systens

This section describes how El ectro-Optical Systens (e.g., OEO

swi tches, wavel ength converters, and regenerators) interact with the
WBON si gnal characteristics listed in Section 3.3.2. OEO switches,
wavel engt h converters, and regenerators all share a simlar property:
they can be nore or less "transparent” to an "optical signal"
depending on their functionality and/or inplenentation. Regenerators
have been fairly well characterized in this regard and hence their
properties can be described first.

3.5.1. Regenerators

The various approaches to regeneration are discussed in ITUT
[G872], Annex A. They map a nunber of functions into the so-called
1R, 2R, and 3R categories of regenerators as sunmarized in Table 1
bel ow

Table 1. Regenerator Functionality Mapped to General Regenerator
Classes from[G 872]

1R | Equal anplification of all frequencies within the anplification
| bandwi dth. There is no restriction upon infornmation fornmats.

| Amplification with different gain for frequencies within the
| anplification bandwi dth. This could be applied to both single-
| channel and multi-channel systens.

| Dispersion conpensation (phase distortion). This anal ogue
| process can be applied in either single-channel or nulti-
| channel systens.

2R | Any or all 1R functions. Noise suppression

| Digital reshaping (Schmitt Trigger function) with no cl ock
| recovery. This is applicable to individual channels and can be
| used for different bitrates but is not transparent to line
| coding (nodul ation).
3R | Any or all 1R and 2R functions. Conplete regeneration of the
| pul se shape including clock recovery and retimng wthin
| required jitter limts.

This table shows that 1R regenerators are generally independent of
signal nodul ation format (al so known as |ine coding) but may work
over a limted range of wavel engths/frequencies. 2R regenerators are
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Lee,

generally applicable to a single digital stream and are dependent
upon nodul ation format (line coding) and, to a | esser extent, are
limted to a range of bitrates (but not a specific bitrate).
Finally, 3R regenerators apply to a single channel, are dependent
upon the nmodul ati on format, and are generally sensitive to the

bitrate of digital signal, i.e., either are designed to only handle a
specific bitrate or need to be programmed to accept and regenerate a
specific bitrate. In all these types of regenerators, the digita

bitstream contained within the optical or electrical signal is not
nmodi fi ed.

It is conmon for regenerators to nodify the digital bitstreamfor
performance nonitoring and fault nanagenent purposes. Synchronous
Optical Networking (SONET), Synchronous Digital H erarchy (SDH), and
Interfaces for the Optical Transport Network [G 709] all have digita
si gnal "envel opes" designed to be used between "regenerators” (in
this case, 3R regenerators). 1In SONET, this is known as the
"section" signal; in SDH, this is known as the "regenerator section”
signal; and, in G709, this is known as an OTUk. These signals
reserve a portion of their frame structure (known as overhead) for
use by regenerators. The nature of this overhead is summarized in
Tabl e 2 bel ow.
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Table 2. SONET, SDH, and G 709 Regenerator-Rel ated Over head

o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ee e e aa - +
| Functi on | SONET/ SDH | G 709 OrWwk |
| | Regener at or | |
| | Section | |
R O S U
| Si gnal | JO (section | Trail Trace
| 1dentifier | trace) | Identifier (TTI) |
| ------------------ o B |
| Per f or mance | Bl P-8 (Bl) | BIP-8 (within SM |
| Moni toring | | |
R O S U
| Managenent | D1- D3 bytes | GCCO0 (general |
| Cormuni cati ons | | conmuni cations
| | | channel) |
------------------ e
Faul t Managenent Al, A2 framing | FAS (frane alignnent |
byt es | signal), BDI (backward]

| defect indication), |
| BEI (backward error |
| indication) |
S o e e e e e oo o - oo e e e e e e e oo oo -

| Forward Error | P1, QL bytes | OTruk FEC |
| Correction (FEC) | | |

Table 2 shows that frame alignnment, signal identification, and FEC
are supported. By onmission, Table 2 also shows that no sw tching or
mul tiplexing occurs at this layer. This is a significant
simplification for the control plane since control plane standards
require a nulti-layer approach when there are nultiple swtching

| ayers but do not require the "layering" to provide the managenent
functions shown in Table 2. That is, many existing technol ogi es
covered by GVPLS contain extra managenent-rel ated | ayers that are
essentially ignored by the control plane (though not by the
managenent plane). Hence, the approach here is to include
regenerators and ot her devices at the WSON | ayer unl ess they provide
hi gher layer switching; then, a multi-layer or multi-regi on approach
[ RFC5212] is called for. However, this can result in regenerators
havi ng a dependence on the client signal type.

Hence, dependi ng upon the regenerator technol ogy, the constraints
listed in Table 3 nay be inposed by a regenerator device:
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Table 3. Regenerator Conpatibility Constraints

T e +
| Constraints | 1R | 2R | 3R |
o e m e e e e e e e e e e e e e e e e e e e e e e e e e e am o +
| Limted Wavel ength Range | X | X | X
S N N T TN +
| Modul ation Type Restriction | | X | X
e S +
| Bitrate Range Restriction | | X | X
o e m e e e e e e e e e e e e e e e e e e e e e e e e e e am o +
| Exact Bitrate Restriction | | | X
S e N T TS +
| dient Signal Dependence | | | X
T N +

Note that the linmted wavel ength range constraint can be nodel ed for
GWPLS signaling with the Label Set defined in [ RFC3471] and that the
nodul ation type restriction constraint includes FEC

3.5.2. OEO Swi tches

A common pl ace where OEO processing may take place is within WSON
switches that utilize (or contain) regenerators. This may be to
convert the signal to an electronic formfor sw tching then reconvert
to an optical signal prior to output fromthe switch. Another comon
technique is to add regenerators to restore signal quality either
before or after optical processing (switching). In the forner case,
the regeneration is applied to adapt the signal to the switch fabric
regardl ess of whether or not it is needed froma signal-quality
perspecti ve.

In either case, these optical switches have essentially the sane
conmpatibility constraints as those described for regenerators in
Tabl e 3.

3.6. \Wavel ength Converters

Wavel ength converters take an input optical signal at one wavel ength
and emt an equival ent content optical signal at another wavel ength
on output. There are nultiple approaches to buil di ng wavel ength
converters. One approach is based on OEO conversion with fixed or
tunabl e optics on output. This approach can be dependent upon the
signal rate and format; that is, this is basically an electrica
regenerator conbined with a |aser/receiver. Hence, this type of
wavel engt h converter has signal-processing restrictions that are
essentially the same as those described for regenerators in Table 3
of Section 3.5.1.
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Anot her approach perforns the wavel ength conversion optically via
non-Ilinear optical effects, simlar in spirit to the famliar
frequency mixing used in radio frequency systens but significantly
harder to inplenent. Such processes/effects may place linits on the
range of achi evabl e conversion. These may depend on the wavel ength
of the input signal and the properties of the converter as opposed to
only the properties of the converter in the OEO case. Different WSON
syst em desi gns may choose to utilize this conmponent to varying
degrees or not at all.

Current or envisioned contexts for wavel ength converters are:

1. \Wavel ength conversion associated with OEO switches and fixed or
tunable optics. In this case, there are typically multiple
converters avail abl e since each use of an OEO switch can be
t hought of as a potential wavel ength converter.

2. Wavel engt h conversion associated with ROADMs/ OXCs. In this case
there nay be a limted pool of wavel ength converters avail abl e.
Conversion could be either all optical or via an OEO net hod.

3. Wavel ength conversion associated with fixed devices such as
FOADMs. In this case, there may be a |limted anount of
conversion. Also, the conversion nay be used as part of optica
pat h routing.

Based on the above considerations, wavel ength converters are nodel ed
as follows:

1. \Wavel ength converters can always be nodel ed as associated with
network elenments. This includes fixed wavel ength routing
el ement s.

2. A network elenent nmay have full wavel ength conversion capability
(i.e., any input port and wavelength) or a limted nunber of
wavel engt hs and ports. On a box with a linmted nunber of
converters, there also may exist restrictions on which ports can
reach the converters. Hence, regardless of where the converters
actually are, they can be associated with input ports.

3. Wavel ength converters have range restrictions that are either
i ndependent or dependent upon the input wavel ength.

In WEBONs where wavel ength converters are sparse, an optical path may
appear to |l oop or "backtrack" upon itself in order to reach a

wavel engt h converter prior to continuing on to its destination. The
| anbda used on input to the wavel ength converter would be different
fromthe | anbda com ng back fromthe wavel ength converter
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A nodel for an individual OEO wavel ength converter woul d consist of:
o |Input |anbda or frequency range
0 Cutput |anbda or frequency range

3.6.1. \Wavelength Converter Pool Modeling

A WEON node may include nultiple wavel ength converters. These are
usual Iy arranged into sonme type of pool to pronote resource sharing.
There are a nunber of different approaches used in the design of
switches with converter pools. However, fromthe point of view of
path conputation, it is necessary to know the foll ow ng:

1. The nodes that support wavel ength conversion

2. The accessibility and availability of a wavel ength converter to
convert froma given input wavel ength on a particular input port
to a desired output wavel ength on a particul ar output port

3. Limtations on the types of signals that can be converted and the
conversions that can be perforned

To nodel point 2 above, a technique simlar to that used to nodel
ROADMs and optical switches can be used, i.e., natrices to indicate
possi bl e connectivity along with wavel ength constraints for
links/ports. Since wavel ength converters are considered a scarce
resource, it is desirable to include, at a mnimm the usage state
of individual wavel ength converters in the pool

A three stage nodel is used as shown schenmatically in Figure 3. This
nodel represents N input ports (fibers), P wavel ength converters, and
M out put ports (fibers). Since not all input ports can necessarily
reach the converter pool, the nodel starts with a wavel ength pool
input matrix W(i,p) = {0,1}, where input port i can potentially
reach wavel ength converter p.

Since not all wavel engths can necessarily reach all the converters or
the converters nmay have a linmited i nput wavel ength range, there is a
set of input port constraints for each wavel ength converter.
Currently, it is assunmed that a wavel ength converter can only take a
singl e wavel ength on input. Each wavel ength converter input port
constraint can be nodel ed via a wavel ength set nechani sm

Next, there is a state vector WC(j) = {0,1} dependent upon whet her
wavel engt h converter j in the pool is in use. This is the only state
kept in the converter pool nodel. This state is not necessary for
nodel i ng "fi xed" transponder system i.e., systens where there is no

Lee, et al. I nf or mat i onal [ Page 21]



RFC 6163 Wavel ength Switched Optical Networks April 2011

sharing. |In addition, this state infornmation nmay be encoded in a
much nore conpact form depending on the overall connectivity
structure [ Gen-Encode].

After that, a set of wavel ength converter output wavel ength
constraints is used. These constraints indicate what wavel engths a
particul ar wavel ength converter can generate or are restricted to
generating due to internal switch structure.

Finally, a wavel ength pool output matrix WE(p, k) = {0,1} indicates
whet her the output from wavel ength converter p can reach output port
k. Exanples of this nethod being used to nodel wavel ength converter
pools for several switch architectures are given in [ Gen-Encode].

[l  Ammmmmmmmeaoo- + Hommmmmeoo + E1
----- >| | B S | |----->
12 | +--- - - - + WC #1 +------- + | E2
----- >| | B S | e e >
| Wavel ength | | Wavel ength
| Converter | e + | Converter
| Pool R + WC #2 +------- + Pool |
| | Hommooo-- + | |
| I'nput | | Qutput |
| Connection | | Connection
| Matrix | |  Matrix |
| | | |
| | | |
I N | | S + | | EM
----- >| +------+ WC #P +-------+ |----->
| | b + | |
T + N N T +
| |
| |
| |
| |
| nput wavel engt h Qut put wavel engt h
constraints for constraints for
each converter each converter

Figure 3. Schematic D agram of Wavel ength Converter Pool Mde
Figure 4 shows a sinple optical switch in a four-wavel ength DWDM

system sharing wavel ength converters in a general shared "per-node"
fashi on.
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F-- - m e - - + +------ +
| [ =-mmmmmm e >| |
| [ =-mmmmmm e > C |
/] | I LT T >| (o] | E1
11 [ Dt+- - - >| [-----mmmm - >| m |
+ e+---3| | | b | ====>
===>| M | Optical | Fommmm - + H----+ | i |
+ U+--->| Switch | | WC Pool | |O §--> n
\ X+--- > | | +----- + | P WM--> e |
\| | oo - -S> WC HL --+->| | [ r
| I e I L Y B e
| | | e e e
oo |1 e+ | Ja h]-3 |
12 [ D+- - - >| +--- -S| WC #2| --+- > | | -->] C | E2
+ ko] I N
::::>| M | | TS + H----+ | m |::::>
+ ko] | | b
\ X+---3>| I > i
Y R E LT EEEREREE > n |
| I R ECEL TR R > e |
[ R ERECEEEEEEEEREREPER Sor |
o + - +

Figure 4. An Optical Switch Featuring a Shared Per-Node Wavel ength
Converter Pool Architecture

In this case, the input and output pool matrices are sinply:

Figure 5 shows a different wavel ength pool architecture known as

"shared per fiber". |In this case, the input and output pool matrices
are sinply:
+----- + +----- +
| 11 | 10
W =| . WE = |
| 1 1] | 01
+----- + +----- +
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Fommm e + Fomem - +
| T ERECECEEREE P > |
| T R RRECECEEE PP > C |
/] | I LT T > o | E1
11 [ Dt+- - - >| [-----mmmm - > m |
+ e+--->| | | b | ====>
====>| M | Optical | R + | i |
+ ut+--->| Switch | | WC Pool | | n |
Vx> I N | e |
Y SRR\ R IR SEEPEREREE > r
| | e heooaod
| o | doooet
o | et | |
12 [ D+- - - >| e ) O] I e > C | E2
+ ete -] | et | o |
::::>| M | | TS + | m |::::>
+ o] | | b
\ X+---3>| I > i |
Y. R RCREEEEPEP P PP > n |
| R ERECECEEREEPE > e |
[ O SCECEEEEEPEP TR PP > 1
. + Fommm - - +

Figure 5. An Optical Switch Featuring a Shared Per-Fi ber Wavel engt h
Converter Pool Architecture

3.7. Characterizing Electro-Optical Network El enents
In this section, electro-optical WSON network el enments are
characterized by the three key functional conponents: input
constraints, output constraints, and processing capabilities.

WEON Net wor k El enment

B +
WEON Si gnal | | | | WEON Si gnal
| | | |
--------------- > | | | | e
| | | |
mmmmemeeeeeeeeeeae e +
<----- > <e-mmm-- > <o---- >

| nput Pr ocessi ng Qut put

Figure 6. WSON Network El enent
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3.7.1. Input Constraints
Sections 3.5 and 3.6 discuss the basic properties of regenerators,
CEO swi tches, and wavel ength converters. Fromthese, the follow ng
possi bl e types of input constraints and properties are derived:
1. Acceptable nodul ation formats
2. Cdient signal (GPID) restrictions
3. Bitrate restrictions
4. FEC coding restrictions
5. Configurability: (a) none, (b) self-configuring, (c) required
These constraints are represented via sinple lists. Note that the
device may need to be "provisioned" via signaling or sone other neans
to accept signals with some attributes versus others. [|n other
cases, the devices may be relatively transparent to sonme attri butes,
e.g., a 2R regenerator to bitrate. Finally, sonme devices nay be able
to auto-detect some attributes and configure thenselves, e.g., a 3R
regenerator with bitrate detection nmechani sms and fl exi bl e phase
locking circuitry. To account for these different cases, item5 has
been added, which describes the device's configurability.

Note that such input constraints also apply to the termnation of the
WEON si gnal

3.7.2. CQutput Constraints
None of the network el enents considered here nodifies either the
bitrate or the basic type of the client signal. However, they may
nmodi fy the nodul ati on format or the FEC code. Typically, the
foll owi ng types of output constraints are seen
1. CQutput nodulation is the sane as input nodul ati on (default)
2. Alinmted set of output nodul ations is available
3. Qutput FEC is the sanme as input FEC code (default)
4, Alimted set of output FEC codes is available
Note that in cases 2 and 4 above, where there is nore than one choice

in the output nodul ati on or FEC code, the network el enment will need
to be configured on a per-LSP basis as to which choice to use
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3.7.3. Processing Capabilities

A general WSON network el enment (NE) can perform a nunber of signa
processi ng functions including:

(A) Regeneration (possibly different types)
(B) Fault and perfornmance nonitoring

(C Wavel ength conversion

(D) Switching

An NE nay or may not have the ability to performregeneration (of one
of the types previously discussed). |In addition, some nodes may have
limted regeneration capability, i.e., a shared pool, which may be
applied to selected signals traversing the NE. Hence, to describe
the regeneration capability of a link or node, it is necessary to
have, at a m ni num

1. Regeneration capability: (a) fixed, (b) selective, (c) none
2. Regeneration type: 1R 2R 3R

3. Regeneration pool properties for the case of selective
regeneration (input and output restrictions, availability)

Note that the properties of shared regenerator pools would be
essentially the same as that of wavel ength converter pools nodeled in
Section 3.6.1.

ItemB (fault and performance nonitoring) is typically outside the
scope of the control plane. However, when the operations are to be
performed on an LSP basis or on part of an LSP, the control plane can
be of assistance in their configuration. Per-LSP, per-node, and
fault and performance nonitoring exanples include setting up a
"section trace" (a regenerator overhead identifier) between two nodes
or internedi ate optical perfornmance nonitoring at sel ected nodes

al ong a path.

4. Routing and Wavel ength Assi gnment and the Control Pl ane

From a control plane perspective, a wavel ength-converti bl e network
with full wavel ength-conversion capability at each node can be
controlled nmuch Iike a packet MPLS-Iabel ed network or a circuit-
switched Time Division Miultiplexing (TDM network with full-tinme sl ot
i nterchange capability is controlled. 1In this case, the path

Lee, et al. I nf or mat i onal [ Page 26]



RFC 6163 Wavel ength Switched Optical Networks April 2011

sel ection process needs to identify the Traffic Engineered (TE) |inks
to be used by an optical path, and wavel ength assi gnment can be nade
on a hop-by-hop basis.

However, in the case of an optical network w thout wavel ength
converters, an optical path needs to be routed fromsource to
destination and nmust use a single wavelength that is available al ong
that path without "colliding" with a wavel ength used by any ot her
optical path that may share an optical fiber. This is sonetines
referred to as a "wavel ength continuity constraint".

In the general case of linmted or no wavel ength converters, the
conputation of both the links and wavel engths is known as RWA

The inputs to basic RM are the requested optical path’s source and
destination, the network topol ogy, the locations and capabilities of
any wavel ength converters, and the wavel engths avail abl e on each
optical link. The output froman algorithmproviding RWA is an
explicit route through ROADMs, a wavel ength for optical transmitter
and a set of locations (generally associated with ROADMs or switches)
where wavel ength conversion is to occur and the new wavel ength to be
used on each conponent link after that point in the route.

It is to be noted that the choice of a specific RM algorithmis out
of the scope of this docunent. However, there are a nunber of

di fferent approaches to dealing with RAW algorithms that can affect
the division of effort between path conputation/routing and

si gnal i ng.

4.1. Architectural Approaches to RMA

Two general conputational approaches are taken to perforning RWA
Some algorithnms utilize a two-step procedure of path sel ection
foll owed by wavel ength assignnent, and others performRM in a
conbi ned fashi on.

In the followi ng sections, three different ways of performng RM in
conjunction with the control plane are considered. The choice of one
of these architectural approaches over another generally inpacts the
demands pl aced on the various control plane protocols. The
approaches are provided for reference purposes only, and other
approaches are possible.

4.1.1. Conbi ned RWA ( R&WA)
In this case, a unique entity is in charge of perform ng routing and

wavel engt h assignnment. This approach relies on a sufficient
know edge of network topol ogy, of avail able network resources, and of
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networ k nodes’ capabilities. This solution is conpatible wth nost
known RWA al gorithms, particularly those concerned with network
optim zation. On the other hand, this solution requires up-to-date
and detail ed network information

Such a conputational entity could reside in two different places:

o In a PCE that nmaintains a conplete and updated view of network
state and provi des path conputation services to nodes

o In an ingress node, in which case all nodes have the R&WA
functionality and network state is obtained by a periodic flooding
of information provided by the other nodes

4.1.2. Separated R and WA (R+WA)

In this case, one entity perforns routing while a second perforns
wavel engt h assignnent. The first entity furnishes one or nore paths
to the second entity, which will performwavel ength assi gnnent and
final path sel ection.

The separation of the entities conmputing the path and the wavel ength
assignnent constrains the class of RAM algorithnms that may be

i npl enented. Although it may seemthat algorithnms optimzing a joint
usage of the physical and wavel ength paths are excluded fromthis
solution, many practical optimzation algorithns only consider a
limted set of possible paths, e.g., as conputed via a k-shortest
path algorithm Hence, while there is no guarantee that the sel ected
final route and wavel ength offer the optinmal solution, reasonable
optim zation can be perforned by allowing nultiple routes to pass to
t he wavel ength sel ecti on process.

The entity perform ng the routing assignnent needs the topol ogy

i nformati on of the network, whereas the entity performng the
wavel engt h assi gnnment needs information on the network’s avail able
resources and specific network node capabilities.

4.1.3. Routing and Distributed WA ( R+DWA)

In this case, one entity perforns routing, while wavel ength
assignnent is perfornmed on a hop-by-hop, distributed nmanner along the
previously conputed path. This nechanismrelies on updating of a
list of potential wavel engths used to ensure conformance with the
wavel ength continuity constraint.

As currently specified, the GWLS protocol suite signaling protoco

can accommodat e such an approach. GWLS, per [RFC3471], includes
support for the communication of the set of |abels (wavel engths) that
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may be used between nodes via a Label Set. Wen conversion is not
performed at an intermedi ate node, a hop generates the Label Set it
sends to the next hop based on the intersection of the Label Set
received fromthe previous hop and the wavel engths avail able on the
node’s switch and ongoing interface. The generation of the outgoing
Label Set is up to the node local policy (even if one expects a
consi stent policy configuration throughout a given transparency
domai n). Wen wavel ength conversion is perforned at an internedi ate
node, a new Label Set is generated. The egress node sel ects one

| abel in the Label Set that it received; additionally, the node can
apply local policy during |abel selection. GWLS also provides
support for the signaling of bidirectional optical paths.

Dependi ng on these policies, a wavel ength assi gnnment may not be
found, or one may be found that consunes too nany conversion
resources relative to what a dedi cated wavel engt h assi gnnment policy
woul d have achi eved. Hence, this approach nmay generate higher

bl ocki ng probabilities in a heavily | oaded networKk.

This solution nmay be facilitated via signaling extensions that ease
its functioning and possibly enhance its perfornance with respect to
bl ocki ng probability. Note that this approach requires |ess
i nformati on di ssem nation than the other techni ques descri bed.
The first entity may be a PCE or the ingress node of the LSP

4.2. Conveying Information Needed by RWA

The previous sections have characterized WSONs and optical path

requests. In particular, high-level nodels of the information used
by RWA process were presented. This information can be viewed as
either relatively static, i.e., changing w th hardware changes
(including possibly failures), or relatively dynamc, i.e., those

that can change with optical path provisioning. The tine requirenent
in which an entity involved in RM process needs to be notified of
such changes is fairly situational. For exanple, for network
restoration purposes, learning of a hardware failure or of new
hardware coning online to provide restoration capability can be
critical

Currently, there are various nmethods for conmunicati ng RM rel evant
informati on. These include, but are not limted to, the foll ow ng:

0 Existing control plane protocols, i.e., GWLS routing and
signaling. Note that routing protocols can be used to convey both
static and dynam c information.

0 Managenent protocols such as Net Conf, SNWMPv3, and CORBA.
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0 Methods to access configuration and status infornmation such as a
command line interface (CLI).

o Directory services and acconpanyi ng protocols. These are
typically used for the dissem nation of relatively static
information. Directory services are not suited to nanage
information in dynanmic and fluid environnments.

0 Oher techniques for dynamc information, e.g., sending
information directly fromNEs to PCEs to avoid flooding. This
woul d be useful if the nunmber of PCEs is significantly I ess than
the nunber of WBON NEs. There may be other ways to limt flooding
to "interested" NEs.

Possi bl e mechani snms to inprove scaling of dynanic information
i ncl ude:

o Tailoring nessage content to WSON, e.g., the use of wavel ength
ranges or wavel ength occupation bit naps

o Uilizing increnental updates if feasible

5. Mddeling Exanples and Control Plane Use Cases
This section provides exanples of the fixed and sw tched optical node
and wavel ength constraint nodels of Section 3 and use cases for WSON
control plane path conputation, establishment, rerouting, and
optimi zation.

5.1. Network Mdeling for GWLS/ PCE Control
Consi der a network containing three routers (RL through R3), eight

WSON nodes (N1 through N8), 18 links (L1 through L18), and one OEO
converter (Ol) in a topology shown in Figure 7.
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5. 1

+- -+ +- -+ +- -+ R +
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+- -+

Figure 7. Routers and WSON Nodes in a GWLS and PCE Environnent

Descri bi ng t he WSON Nodes

The ei ght WSON nodes described in Figure 7 have the foll ow ng
properties:

(0]

Lee,

Nodes N1, N2, and N3 have FOADMs installed and can therefore only
access a static and pre-defined set of wavel engths.

Al l other nodes contain ROADME and can therefore access al
wavel engt hs.

Nodes N4, N5, N7, and N8 are nulti-degree nodes, allow ng any
wavel ength to be optically switched between any of the |inks.
Not e, however, that this does not automatically apply to
wavel engt hs that are being added or dropped at the particul ar
node.

Node N4 is an exception to that: this node can switch any
wavel ength fromits add/drop ports to any of its output |inks (L5,
L7, and L12 in this case).

The Iinks fromthe routers are only able to carry one wavel engt h,
with the exception of links L8 and L9, which are capable to
add/ drop any wavel engt h.
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0 Node N7 contains an OEO transponder (Ol) connected to the node via
links L13 and L14. That transponder operates in 3R node and does
not change the wavel ength of the signal. Assume that it can
regenerate any of the client signals but only for a specific
wavel engt h.

G ven the above restrictions, the node information for the eight

nodes can be expressed as follows (where ID = identifier, SCM=
switched connectivity matrix, and FCM = fixed connectivity matrix):
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5.1.2. Describing the Links
For the follow ng discussion, sone sinplifying assunptions are nade:

o It is assunmed that the WSON node supports a total of four
wavel engt hs, designated W.1 t hrough W.4.

o It is assumed that the inpairment feasibility of a path or path
segrment is independent fromthe wavel ength chosen

For the discussion of RWA operation, to build LSPs between two
routers, the wavel ength constraints on the |links between the routers
and the WSON nodes as well as the connectivity matrix of these |inks
need to be specified:

+Li nk+W.s supported +Possi bl e out put |inks+
| L1 | W1 | L3 |
Fom e e e e e - i +
| L2 | W2 | L4

- e +
| L8 | W1 W2 W3 W4 | L5 L7 L12 |
Fom e e e e e e e e oo - o e e e e e e e ea oo +
| L9 | W1 W2 W3 W4 | L5 L7 L12 |
Fom e e e e e - i +
| L10] W2 | L6 |
- e +
| L13] W1 W2 W3 W4 | L11 L14 |
Fom e e e e e e e e oo - o e e e e e e e ea oo +
| L14] W1 W2 W3 W4 | L13 L16 |
Fom e e e e e - i +
| L17] W2 | L16 |
- e +
| L18] W1 | L15 |
Fom e e e e e e e e oo - o e e e e e e e ea oo +

Note that the possible output links for the links connecting to the
routers is inferred fromthe switched connectivity matri x and the
fixed connectivity matrix of the Nodes N1 through N8 and is shown
here for convenience; that is, this information does not need to be
repeat ed.

5.2. RWA Pat h Conputation and Establishnent
The cal cul ation of optical inmpairnent feasible routes is outside the

scope of this docunment. 1In general, optical inpairnent feasible
routes serve as an input to an RM al gorithm
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For the exanpl e use case shown here, assune the follow ng feasible
routes:

+Endpoi nt 1+Endpoi nt 2+Feasi bl e Route +
| L1 L3 L5 L8 |
| L1 L3 L5 L9 |
| L2 L4 L6 L7 L8 |
| L2 L4 L6 L7 L9 |
| L2 L4 L6 L10O |
| L1 L3 L5 L12 L15 L18

| L2 L4 L6 L11 |
| L16 L17 |
| L16 L15 L12 L9 |
| L8 L12 L15 L18 |
| L8 L7 L11 L16 L17

| L9 L12 L15 L18 |
| L9 L7 L11 L16 L17

SOSBSSRRRRARA
BBV EIIIIA

G ven a request to establish an LSP between R1L and R2, an RWA
algorithmfinds the foll owi ng possible solutions:

+W. + Path +

| W.1] L1 L3 L5 L8

| W.1] L1 L3 L5 L9
| W.2| L2 L4 L6 L7 L8
|
|

W2| L2 L4 L6 L7 L9
W2| L2 L4 L6 L10 |

Assume now that an RWA algorithmyields W1 and the path L1 L3 L5 L8
for the requested LSP

Next, another LSP is signaled fromRL to R2. G ven the established
LSP using W1, the follow ng table shows the avail abl e paths:

+W. + Path +
| W2| L2 L4 L6 L7 L9
| W2| L2 L4 L6 L10 |

Assume now that an RWA algorithmyields W.2 and the path L2 L4 L6 L7
L9 for the establishment of the new LSP

An LSP request -- this tinme fromR2 to R3 -- cannot be fulfilled
since the four possible paths (starting at L8 and L9) are already in
use.
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5.3. Resource Optim zation

The precedi ng exanple gives rise to another use case: the

optim zation of network resources. Optimzation can be achieved on a
nunber of layers (e.g., through electrical or optical nultiplexing of
client signals) or by re-optimzing the solutions found by an RWA

al gorithm

G ven the above exanpl e again, assune that an RWA al gorithm shoul d
identify a path between R2 and R3. The only possible path to reach
R3 fromR2 needs to use L9. L9, however, is blocked by one of the
LSPs from Rl

5.4. Support for Rerouting

It is also envisioned that the extensions to GWLS and PCE support
rerouting of wavel engths in case of failures.

For this discussion, assune that the only two LSPs in use in the
system are:

LSP1: W1 L1 L3 L5 L8
LSP2: W2 L2 L4 L6 L7 L9

Furthernmore, assunme that the L5 fails. An RWA algorithmcan now
conpute and establish the follow ng alternate path:

RlL -> N/ -> R2

Level 3 regeneration will take place at N/, so that the conplete path
| ooks like this:

RL -> L2 L4 L6 L11 L13 -> Ol -> L14 L16 L15 L12 L9 -> R2

5.5. Electro-Optical Networking Scenarios
In the followi ng subsections, various networking scenarios are
consi dered invol ving regenerators, OEO swi tches, and wavel ength
converters. These scenarios can be grouped roughly by type and

nunber of extensions to the GWLS control plane that woul d be
required.
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5.5.1. Fixed Regeneration Points

In the sinplest networking scenario involving regenerators,
regeneration is associated with a WOMlink or an entire node and is
not optional; that is, all signals traversing the link or node w |
be regenerated. This includes OEO switches since they provide
regeneration on every port.

There nmay be input constraints and output constraints on the
regenerators. Hence, the path selection process will need to know
the regenerator constraints fromrouting or other neans so that it
can choose a conpatible path. For inpairnment-aware routing and
wavel engt h assi gnnment (|1 A-RWA), the path selection process will also
need to know which |inks/nodes provide regeneration. Even for
"regular” RWA, this regeneration information is useful since

wavel engt h converters typically performregeneration, and the

wavel ength continuity constraint can be relaxed at such a point.

Si gnal i ng does not need to be enhanced to include this scenario since
there are no reconfigurabl e regenerator options on input, output, or
processi ng.

5.5.2. Shared Regeneration Pool s

In this scenario, there are nodes with shared regenerator pools
within the network in addition to the fixed regenerators of the
previ ous scenario. These regenerators are shared within a node and
their application to a signal is optional. There are no
reconfigurabl e options on either input or output. The only
processing option is to "regenerate" a particular signal or not.

In this case, regenerator information is used in path conputation to
sel ect a path that ensures signal conpatibility and | A-RWA criteria.

To set up an LSP that utilizes a regenerator froma node with a
shared regenerator pool, it is necessary to indicate that
regeneration is to take place at that particular node al ong the
signal path. Such a capability does not currently exist in GWLS
si gnal i ng.

5.5.3. Reconfigurabl e Regenerators

This scenario is concerned with regenerators that require
configuration prior to use on an optical signal. As discussed
previously, this could be due to a regenerator that nust be
configured to accept signals with different characteristics, for
regenerators with a selection of output attributes, or for
regenerators with additional optional processing capabilities.
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As in the previous scenarios, it is necessary to have information
concerni ng regenerator properties for selection of conpatible paths
and for | A-RWA conputations. In addition, during LSP setup, it is
necessary to be able to configure regenerator options at a particul ar
node along the path. Such a capability does not currently exist in
GWPLS si gnal i ng.

5.5.4. Relation to Translucent Networks

Net wor ks that contain both transparent network el ements such as
Reconfi gurable Optical Add/Drop Multipl exers (ROADMs) and el ectro-
optical network el enents such as regenerators or OEO switches are
frequently referred to as translucent optical networks.

Three main types of translucent optical networks have been di scussed:

1. Transparent "islands" surrounded by regenerators. This is
frequently seen when transitioning froma netro optica
subnetwork to a | ong-haul optical subnetwork.

2. Mostly transparent networks with a Iimted nunmber of CEO
("opaque") nodes strategically placed. This takes advantage of
the inherent regeneration capabilities of OEO switches. 1In the
pl anni ng of such networks, one has to determ ne the optinal
pl acenent of the OEO switches.

3. Mstly transparent networks with a linited nunber of optica
swi tching nodes with "shared regenerator pools" that can be
optionally applied to signals passing through these sw tches.
These swi tches are sonetines called translucent nodes.

Al'l three types of translucent networks fit within the networking
scenarios of Sections 5.5.1 and 5.5.2. Hence, they can be
acconmodat ed by the GWLS extensions envisioned in this docunent.

6. QGWLS and PCE I nplications

The presence and anount of wavel ength conversion available at a

wavel ength switching interface have an inpact on the information that
needs to be transferred by the control plane (GWLS) and the PCE
architecture. Current GWLS and PCE standards address the ful

wavel engt h conversion case, so the follow ng subsections will only
address the Iimted and no wavel ength conversi on cases.
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6.1. Inplications for GWLS Signaling

Basi ¢ support for WSON signaling already exists in GWLS with the

| anbda (val ue 9) LSP encoding type [ RFC3471] or for G 709-conpatible
optical channels, the LSP encoding type (value = 13) "G 709 Optica
Channel " from [ RFC4328]. However, a nunber of practical issues arise
in the identification of wavel engths and signals and in distributed
wavel engt h assi gnnent processes, which are di scussed bel ow

6.1.1. ldentifying Wavel engt hs and Signal s

As previously stated, a gl obal -fixed mappi ng between wavel engt hs and
| abel s sinplifies the characterization of WDM | i nks and WSON devi ces.
Furthermore, a mapping |like the one described in [ RFC6205] provides
fi xed mappi ng for comuni cati on between PCE and WSON PCCs.

6.1.2. WSON Signals and Network El ement Processing

As discussed in Section 3.3.2, a WSON signal at any point along its
path can be characterized by the (a) nodul ation format, (b) FEC, (c)
wavel ength, (d) bitrate, and (e) G PID

Currently, GPID wavelength (via |labels), and bitrate (via bandw dth
encodi ng) are supported in [ RFC3471] and [ RFC3473]. These RFCs can
acconmodat e t he wavel engt h changi ng at any node al ong the LSP and can
thus provide explicit control of wavel ength converters.

In the fixed regeneration point scenario described in Section 5.5.1,
no enhancenents are required to signaling since there are no
addi tional configuration options for the LSP at a node.

In the case of shared regeneration pools described in Section 5.5.2,
it is necessary to indicate to a node that it should perform
regeneration on a particular signal. Viewed another way, for an LSP
it is desirable to specify that certain nodes along the path perform
regeneration. Such a capability does not currently exist in GWLS
si gnal i ng.

The case of reconfigurable regenerators described in Section 5.5.3 is
very simlar to the previous except that now there are potentially
many nore itens that can be configured on a per-node basis for an
LSP.

Note that the techni ques of [RFC5420] that allow for additional LSP
attributes and their recording in a Record Route Cbject (RRO could
be extended to allow for additional LSP attributes in an Explicit

Route Ohject (ERO). This could allow one to indicate where optiona
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3R regeneration should take place along a path, any nodification of
LSP attri butes such as nodul ati on format, or any enhance processing
such as perfornmance nonitoring.

6.1.3. Conbi ned RWN/ Separate Routing WA support

In either the conbined RM case or the separate routing WA case, the
node initiating the signaling will have a route fromthe source to
destination along with the wavel engths (generalized |abels) to be
used along portions of the path. Current GWLS signaling supports an
Explicit Route Object (ERO, and within an ERO an ERO Labe

subobj ect can be used to indicate the wavel ength to be used at a
particular node. 1In case the |local |abel nmap approach is used, the

| abel subobject entry in the ERO has to be interpreted appropriately.

6.1.4. Distributed Wavel ength Assignnent: Unidirectional, No Converters

GWPLS signaling for a unidirectional optical path LSP allows for the
use of a Label Set object in the Resource Reservation Protocol -
Traffic Engineering (RSVP-TE) path message. Processing of the Labe
Set object to take the intersection of available |anbdas along a path
can be performed, resulting in the set of avail able |anbdas being
known to the destination, which can then use a wavel ength sel ection
algorithmto choose a | anbda

6.1.5. Distributed Wavel ength Assignment: Unidirectional, Limted
Converters

In the case of wavel ength converters, nodes wi th wavel ength
converters would need to nake the decision as to whether to perform
conversion. One indicator for this would be that the set of
avai |l abl e wavel engths that is obtained via the intersection of the

i ncom ng Label Set and the output |inks avail abl e wavel engths is
either null or deemed too small to pernit successful conpletion

At this point, the node would need to renenber that it will apply
wavel engt h conversion and will be responsible for assigning the

wavel ength on the previous | anbda-conti guous segnent when the RSVP-TE
RESV nessage is processed. The node will pass on an enlarged | abe
set reflecting only the limtations of the wavel ength converter and
the output link. The record route option in RSVP-TE signaling can be
used to show where wavel ength conversi on has taken pl ace.

6.1.6. Distributed Wavel ength Assignment: Bidirectional, No Converters
There are cases of a bidirectional optical path that require the use

of the sane lanbda in both directions. The above procedure can be
used to determne the available bidirectional |lanbda set if it is
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interpreted that the available Label Set is available in both
directions. According to [ RFC3471], Section 4.1, the setup of
bidirectional LSPs is indicated by the presence of an upstream | abe
in the path nessage.

However, until the intersection of the available Label Sets is
determined along the path and at the destination node, the upstream
| abel information nay not be correct. This case can be supported
using current GWPLS nechani sms but nay not be as efficient as an
optim zed bidirectional single-label allocation nechanism

I mplications for GWLS Routing

GWPLS routing [ RFC4202] currently defines an interface capability
descriptor for "Lanmbda Switch Capable" (LSC) that can be used to
describe the interfaces on a ROADM or other type of wavel ength
selective switch. In addition to the topology information typically
conveyed via an Interior Gateway Protocol (IGP), it would be
necessary to convey the follow ng subsystem properties to nmninally
characterize a WSON

1. WM Iink properties (allowed wavel engt hs)
2. Optical transnitters (wavel ength range)

3. ROADM FOADM properties (connectivity matrix, port wavel ength
restrictions)

4. \avel ength converter properties (per network el ement, may change
if a conmon limted shared pool is used)

This information is nodeled in detail in [WSON-Info], and a conpact
encoding is given in [ WO\ Encode] .

1. Eectro-Optical Elenent Signal Conpatibility

In network scenari os where signal conpatibility is a concern, it is
necessary to add paranmeters to our existing node and link nodels to
take into account electro-optical input constraints, output
constraints, and the signal-processing capabilities of an NE in path
comput ati ons.

| nput constraints:
1. Permtted optical tributary signal classes: A list of optica

tributary signal classes that can be processed by this network
el ement or carried over this link (configuration type)
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2. Acceptable FEC codes (configuration type)

3. Acceptable bitrate set: a list of specific bitrates or bitrate
ranges that the device can acconmodate. Coarse bitrate info is
included with the optical tributary signal-class restrictions.

4. Acceptable GPIDIlist: alist of GPIDs corresponding to the
"client" digital streans that is conpatible with this device

Note that the bitrate of the signal does not change over the LSP
This can be communi cated as an LSP paraneter; therefore, this

i nformati on woul d be available for any NE that needs to use it for
configuration. Hence, it is not necessary to have "configuration
type" for the NE with respect to bitrate.

Qut put constraints:

1. CQutput nodul ation: (a) same as input, (b) list of available types
2. FEC options: (a) sanme as input, (b) list of available codes
Processing capabilities:

1. Regeneration: (a) 1R (b) 2R (c¢) 3R (d) list of selectable
regeneration types

2. Fault and performance nonitoring: (a) GPID particul ar
capabilities, (b) optical performance nonitoring capabilities.

Not e that such paraneters could be specified on (a) a network-

el ement-wi de basis, (b) a per-port basis, or (c) a per-regenerator
basis. Typically, such informati on has been on a per-port basis; see
the GWLS interface switching capability descriptor [RFC4202].

6.2.2. Wavelength-Specific Availability Information

For wavel ength assignnent, it is necessary to know whi ch specific
wavel engt hs are avail able and which are occupied if a conmbi ned RWA
process or separate WA process is run as discussed in Sections 4.1.1
and 4.1.2. This is currently not possible with GWLS routing.

In the routing extensions for GWLS [ RFC4202], requirenments for

| ayer-specific TE attributes are discussed. RWA for optical networks
wi t hout wavel ength converters inposes an additional requirenent for
the lanbda (or optical channel) layer: that of know ng which specific
wavel engths are in use. Note that current DWM systens range from 16
channel s to 128 channels, with advanced | aboratory systens with as
many as 300 channels. G ven these channel limtations, if the
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approach of a gl obal wavel ength to | abel mapping or furnishing the
| ocal mappings to the PCEs is taken, representing the use of
wavel engths via a sinple bitmap is feasible [ Gen-Encode].

6.2.3. WSON Routing Information Summary

The followi ng tabl e sunmari zes the WBON i nfornation that could be
conveyed via GWLS routing and attenpts to classify that information
according to its static or dynamic nature and its association wth
either a link or a node.

I nformati on Static/Dynam c Node/ Li nk
Connectivity matrix Static Node
Per - port wavel ength restrictions Static Node( 1)
WOM i nk (fiber) |anbda ranges Static Li nk
WDM |'i nk channel spaci ng Static Li nk
Optical transnmitter range Static Li nk(2)
Wavel engt h conversion capabilities Static(3) Node
Maxi mum bandwi dt h per wavel ength Static Li nk
Wavel ength availability Dynani c(4) Li nk
Signal conpatibility and processing Static/Dynamnc Node
Not es:

1. These are the per-port wavel ength restrictions of an optical
devi ce such as a ROADM and are independent of any optica
constraints inposed by a fiber 1ink.

2. This could also be viewed as a node capability.

3. This could be dynanmic in the case of a limted pool of converters
where the nunber avail abl e can change with connection
establishnent. Note that it may be desirable to include
regeneration capabilities here since OEO converters are al so
regenerators

4. This is not necessarily needed in the case of distributed
wavel engt h assi gnnent via signaling.

VWhile the full conplenent of the information fromthe previous table
is needed in the Conbi ned RWA and the separate Routing and WA
architectures, in the case of Routing + Distributed WA via Signaling,
only the followi ng information i s needed:
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I nformati on Static/Dynamc Node/ Li nk
Connectivity matrix Static Node
Wavel engt h conversion capabilities Static(3) Node

I nformati on nodel s and conpact encodings for this information are
provided in [ WBON-1 nfo], [Gen-Encode], and [ WSO\ Encode].

6.3. Optical Path Conputation and Inplications for PCE

As previously noted, RAM can be conputationally intensive. Such
conputationally intensive path conputations and optini zati ons were
part of the inpetus for the PCE architecture [ RFC4655].

The Pat h Conputati on El ement Communi cati on Protocol (PCEP) defines
t he procedures necessary to support both sequential [RFC5440] and
d obal Concurrent Optim zation (GCO path computations [ RFC5557].
Wth sone protocol enhancenent, the PCEP is well positioned to
support WSON- enabl ed RWA conput ati on.

Implications for PCE generally fall into two main categories: (a)
optical path constraints and characteristics, (b) conputation
archi tectures.

6.3.1. Optical Path Constraints and Characteristics
For the varying degrees of optimization that may be encountered in a
network, the followi ng nodels of bulk and sequential optical path
requests are encountered:

o Batch optinization, nmultiple optical paths requested at one tine
( PCE- GCO)

0 Optical path(s) and backup optical path(s) requested at one tine
( PCEP)

o Single optical path requested at a tine (PCEP)

PCEP and PCE- GCO can be readily enhanced to support all of the
potential nodels of RWA conputation.
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6.

3.

Optical path constraints include
o Bidirectional assignment of wavel engths

0 Possible sinultaneous assignment of wavel ength to primary and
backup pat hs

0 Tuning range constraint on optical transmtter
2. FElectro-Optical Element Signal Conpatibility

When requesting a path conputation to PCE, the PCC should be able to
i ndi cate the foll ow ng:

o The GPID type of an LSP

o The signal attributes at the transmitter (at the source): (i)
nodul ation type, (ii) FEC type

0 The signal attributes at the receiver (at the sink): (i)
nmodul ation type, (ii) FEC type

The PCE shoul d be able to respond to the PCC with the foll ow ng:

o The confornmity of the requested optical characteristics associated
with the resulting LSP with the source, sink, and NE al ong the LSP

0 Additional LSP attributes nodified along the path (e.qg.
nmodul ati on format change)

6.3.3. Discovery of RWA-Capabl e PCEs

The al gorithms and network informati on needed for RM are sonmewhat
speci ali zed and conputationally intensive; hence, not all PCEs within
a domai n woul d necessarily need or want this capability. Therefore,
it would be useful to indicate that a PCE has the ability to dea

with RWA via the nmechani sns bei ng established for PCE discovery

[ RFC5088]. [RFC5088] indicates that a sub-TLV could be allocated for
t hi s purpose.

Recent progress on objective functions in PCE [ RFC5541] woul d al | ow
operators to flexibly request differing objective functions per their
need and applications. For instance, this would allow the operator
to choose an objective function that mninizes the total network cost
associated with setting up a set of paths concurrently. This would
al so all ow operators to choose an objective function that results in
the nost evenly distributed link utilization
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9.

9. 1.

Lee,

This inplies that PCEP woul d easily acconmobdate a wavel ength
selection algorithmin its objective function to be able to optim ze
the path conputation fromthe perspective of wavel ength assignment if
chosen by the operators.

Security Considerations

Thi s docunent does not require changes to the security nodels within
GWLS and associ ated protocols. That is, the OSPF-TE, RSVP-TE, and
PCEP security nmpodel s coul d be operated unchanged.

However, satisfying the requirenents for RWA using the existing
protocols nay significantly affect the | oading of those protocols.
This may nake the operation of the network nore vul nerable to denial -
of -service attacks. Therefore, additional care nmaybe required to
ensure that the protocols are secure in the WSON environnent.

Furthernmore, the additional information distributed in order to
address RWA represents a disclosure of network capabilities that an
operator may wi sh to keep private. Consideration should be given to
securing this information. For a general discussion on MPLS- and
GWLS-rel ated security issues, see the MPLS/ GWLS security framework
[ RFC5920] .
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