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Abstr act

Thi s docunent describes an al gorithmfor processing i nconing SYN
segrments that allows higher connection-establishnent rates between
any two TCP endpoints when a TCP Ti nestanps option is present in the
i ncom ng SYN segnment. This docunment only nodifies processing of SYN
segnments received for connections in the TIME-WAI T state; processing
in all other states is unchanged.

Status of This Meno
This menp docunents an |Internet Best Current Practice.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Further information on
BCPs is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc6191

Copyright Notice

Copyright (c) 2011 I ETF Trust and the persons identified as the
document authors. All rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wthout warranty as
described in the Sinplified BSD License.
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1. Introduction

The Tinestanps option, specified in RFC 1323 [ RFC1323], allows a TCP
to include a tinestanp value in its segnents that can be used to
performtwo functions: Round-Trip Tine Measurenent (RTTM and
Protection Agai nst Wapped Sequences (PAWS).

For the purpose of PAWS5, the tinestanps sent on a connection are
required to be nonotonically increasing. Wile there is no

requi renent that tinestanps are nonotonically increasing across TCP
connections, the generation of tinestanps such that they are
nonot oni cal | y i ncreasi ng across connections between the sane two
endpoints allows the use of tinestanps for inproving the handling of
SYN segnents that are received while the corresponding four-tuple is
inthe TIME-WAIT state. That is, the Tinestanps option could be used
to performheuristics to determ ne whether to allow the creation of a
new i ncarnation of a connection that is in the TIME-WAIT state.
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This use of TCP tinestanps is sinply an extrapol ati on of the use of
Initial Sequence Numbers (ISNs) for the sane purpose, as allowed by
RFC 1122 [RFC1122], and it has been incorporated in a nunber of TCP
i npl enent ati ons, such as that included in the Linux kernel [Linux].

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

2. Inmproved Processing of Incom ng Connection Requests

In a nunmber of scenarios, a socket pair may need to be reused while
the corresponding four-tuple is still in the TIME-WAIT state in a
renote TCP peer. For exanple, a client accessing sone service on a
host may try to create a new incarnation of a previous connection
while the corresponding four-tuple is still in the TIME-WAIT state at
the renote TCP peer (the server). This may happen if the epheneral
port nunbers are being reused too quickly, either because of a bad
policy of selection of epheneral ports, or sinply because of a high

connection rate to the corresponding service. |n such scenarios, the
establ i shment of new connections that reuse a four-tuple that is in
the TIME-WAIT state would fail. This problemis discussed in detai

in [ NFOCOM 99] .

In order to avoid this problem Section 4.2.2.13 of RFC 1122

[ RFC1122] states that when a connection request is received with a
four-tuple that is in the TIME-WAIT state, the connection request nmay
be accepted if the sequence nunber of the incom ng SYN segnent is
greater than the | ast sequence nunber seen on the previous

i ncarnation of the connection (for that direction of the data
transfer). The goal of this requirenent is to prevent the overlap of
t he sequence nunber spaces of the old and new i ncarnations of the
connection so that segnents fromthe old incarnation are not accepted
as valid by the new incarnation

The sane policy may be extrapolated to TCP tinestanps. That is, when
a connection request is received with a four-tuple that is in the
TIME-WAIT state, the connection request could be accepted if the

ti mestanp of the incom ng SYN segnent is greater than the I ast

ti mestanp seen on the previous incarnation of the connection (for
that direction of the data transfer).

The foll owi ng paragraphs sunmarize the processing of SYN segnents
received for connections in the TIME-WAIT state. The processing of
SYN segnents received for connections in all other states is
unchanged. Both the ISN (Initial Sequence Number) and the Tinmestanps
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option (if present) of the incom ng SYN segnent are included in the
heuristics perforned for allow ng a high connection-establishnent
rate.

Processi ng of SYN segnents received for connections in the TIME-WAIT
state SHOULD occur as foll ows:

o |If the previous incarnation of the connection used Ti nmestanps,
t hen:

* | f TCP Timestanps woul d be enabled for the new incarnation of
the connection, and the tinmestanp contained in the incom ng SYN
segnment is greater than the last tinestanp seen on the previous
i ncarnati on of the connection (for that direction of the data
transfer), honor the connection request (creating a connection
in the SYN-RECElI VED state).

* | f TCP Tinestanps woul d be enabled for the new incarnation of
the connection, the tinmestanp contained in the inconi ng SYN
segrment is equal to the last tinmestanp seen on the previous
i ncarnation of the connection (for that direction of the data
transfer), and the Sequence Number of the incomnm ng SYN segnent
is greater than the | ast sequence nunber seen on the previous
i ncarnation of the connection (for that direction of the data
transfer), honor the connection request (creating a connection
in the SYN-RECElI VED state).

* | f TCP Timestanps would not be enabl ed for the new incarnation
of the connection, but the Sequence Nunber of the incom ng SYN
segnment is greater than the | ast sequence nunber seen on the
previous incarnation of the connection (for the sane direction
of the data transfer), honor the connection request (creating a
connection in the SYN-RECEI VED state).

* (Oherwise, silently drop the incom ng SYN segnent, thus | eaving
the previous incarnation of the connection in the TIME-WAIT
st at e.

o |If the previous incarnation of the connection did not use
Ti mest anps, then:

* | f TCP Tinestanps woul d be enabled for the new incarnation of

t he connection, honor the incom ng connection request (creating
a connection in the SYN RECEI VED state).
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* | f TCP Tinmestanps would not be enabl ed for the new i ncarnation
of the connection, but the Sequence Nunber of the incom ng SYN
segrment is greater than the | ast sequence number seen on the
previous incarnation of the connection (for the same direction
of the data transfer), honor the incom ng connection request
(creating a connection in the SYN-RECEI VED state).

* (Otherwise, silently drop the inconming SYN segnent, thus | eaving
the previous incarnation of the connection in the TIME-WAIT
state.

Not e:

In the above explanation, the phrase "TCP Ti nestanps woul d be
enabl ed for the new incarnation for the connection" nmeans that the
i ncom ng SYN segnment contains a TCP Ti nestanps option (i.e., the
client has enabled TCP Ti nestanps), and that the SYN ACK segment
that would be sent in response to it would also contain a

Ti restanps option (i.e., the server has enabled TCP Ti nestanps).
In such a scenario, TCP Tinestanps woul d be enabl ed for the new

i ncarnation of the connection.

The "l ast sequence nunber seen on the previous incarnation of the
connection (for the sane direction of the data transfer)" refers
to the last sequence nunber used by the previous incarnation of
the connection (for the sanme direction of the data transfer), and
not to the last value seen in the Sequence Nunber field of the
correspondi ng segnents. That is, it refers to the sequence nunber
corresponding to the FIN flag of the previous incarnation of the
connection, for that direction of the data transfer

Many i nmpl ement ati ons do not include the TCP Ti mestanps option when
perform ng the above heuristics, thus inposing stricter constraints
on the generation of Initial Sequence Nunbers, the average data
transfer rate of the connections, and the anmount of data transferred
with them RFC 793 [RFC0793] states that the | SN generator should be
i ncrenented roughly once every four microseconds (i.e., roughly

250, 000 tinmes per second). As a result, any connection that
transfers nore than 250,000 bytes of data at nore than 250 kil obytes/
second could lead to scenarios in which the |ast sequence nunber seen

on a connection that noves into the TIME-WAIT state is still greater
than the sequence nunber of an inconming SYN segnent that ains at
creating a new incarnation of the same connection. |In those
scenarios, the I SN heuristics would fail, and therefore the

connection request would usually tine out. By including the TCP
Ti mestanps option in the heuristics described above, all these
constraints are greatly rel axed.
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It is clear that the use of TCP tinestanps for the heuristics
descri bed above benefit fromtinestanps that are nonotonically
i ncreasi ng across connecti ons between the same two TCP endpoi nts.

Not e:
The upcomi ng revision of RFC 1323, [1323bis], recomends the
sel ection of timestanps such that they are nonotonically
i ncreasi ng across connections. An exanple of such a tinmestanp
generation schene can be found in [TS-CGeneration].

3. Interaction with Various Tinmestanp Generation Al gorithns

The al gorithm proposed in Section 2 clearly benefits fromtinestanps
that are nonotonically increasing across connections to the sane
endpoint. In particular, generation of timestanps such that they are
nmonot oni cally increasing is inmportant for TCP instances that perform
the active open, as those are the tinmestanps that will be used for

t he proposed al gorithm

Whi |l e nonotonically increasing tinmestanps ensure that the proposed
algorithmwi Il be able to reduce the TIME-WAIT state of a previous
i ncarnation of a connection, inplenentation of the algorithm (by
itself) does not inply a requirenment on the tinestanp generation
al gorithm of other TCP inpl enentations.

In the worst-case scenario, an incomnming SYN corresponding to a new

i ncarnation of a connection in the TIME-WAIT contains a tinmestanp
that is smaller than the I ast tinestanp seen on the previous

i ncarnation of the connection, the heuristics fail, and the result is
no worse than the current state of affairs. That is, the SYN segnent
is ignored (as specified in [ RFC1337]), and thus the connection
request tines out, or is accepted after future retransm ssions of the
SYN.

Some stacks may inplenent tinmestanp generation algorithns that do not
| ead to nonotonically increasing tinmestanps across connections with
the sane renote endpoint. An exanple of such algorithns is the one
described in [RFC4987] and [ Oppernan], which allows the

i mpl ement ati on of extended TCP SYN cooki es.

Not e:
It should be noted that the "extended TCP SYN cookies" coul d
coexist with an algorithmfor generating tinestanps such that they
are nonotonically increasing. Monotonically increasing tinestanps
could be generated for TCP instances that performthe active open
while tinestanps for TCP instances that performthe passive open
coul d be generated according to [ Oppernman].
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Sonme stacks (notably QpenBSD) inplenent tinmestanp random zation

al gorithnms which do not result in nonotonically increasing | SNs
across connections. As noted in [Silbersack], such randoni zation
schenes may prevent the mechani sm proposed in this docunment from
recycling connections that are in the TIME-WAIT state. However, as
noted earlier in this section in the worst-case scenario, the

heuristics fail, and the result is no worse than the current state of
affairs.
4. Interaction with Various | SN Generation Al gorithns

[ RFC0793] suggests that the I SNs of TCP connections be generated from
a global tinmer, such that they are nonotonically increasing across
connections. However, this |ISN-generation schene |eads to

predi ctabl e I SNs, which have well-known security inplications
[CPNI-TCP]. [RFC1948] proposes an alternative | SN-generation schene
that results in nonotonically increasing | SNs across connections that
are not easily predictable by an off-path attacker.

Some stacks (notably QpenBSD) inplenent | SN random zation algorithns
whi ch do not result in nonotonically increasing | SNs across
connections. As noted in [Silbersack], such I SN random zation
schenes break BSD s inproved handling of SYN segnents received for
connections that are in the TIME-WAIT state.

An i nmpl enentation of the mechani sm proposed in this docunent woul d
enabl e recycling of the TIME-WAIT state even in the presence of |SNs
that are not nonotonically increasing across connections, except when
the tinestanp contained in the incoming SYNis equal to the |ast

ti nestanp seen on the connection in the TIME-WAIT state (for that
direction of the data transfer).

5. Security Considerations

[ TCP-Security] contains a detailed discussion of the security
i mplications of TCP Tinmestanps and of different tinestanp generation
al gorithns.

6. Acknow edgenents

This docunent is based on part of the contents of the technica
report "Security Assessnent of the Transm ssion Control Protoco
(TCP)" [CPNI-TCP] written by Fernando Gont on behalf of the United
Ki ngdomis Centre for the Protection of National Infrastructure (UK
CPNI ).
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Appendi x A.  Behavi or of the Proposed Mechanismin Specific Scenarios
A.1. Connection Request after System Reboot

This section clarifies howthis algorithmwould operate in case a
conput er reboots, keeps the sane |IP address, |oses nenory of the
previous tinmestanps, and then tries to reestablish a previous
connecti on.

Firstly, as specified in [RFC0793], hosts nust not establish new
connections for a period of 2*MsL (Maxi mum Segnent Lifetinme) after
they boot (this is the "quiet tine" concept). As aresult, in terns
of specifications, this scenario should never occur

If a host does not conply with the "quiet tinme concept”, a connection
request mght be sent to a renote host while there is a previous

i ncarnation of the same connection in the TIME-WAIT state at the
renote host. |In such a scenario, as a result of having | ost nmenory
of previous tinestanps, the resulting tinmestanps night not be
nmonot oni cal Iy increasing, and hence the proposed al gorithm nm ght be
unable to recycle the previous incarnation of the connection that is
inthe TIME-WAIT state. This case corresponds to the current state
of affairs without the algorithm proposed in this docunent.
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