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Abst ract

Thi s docunent describes depl oynment options for activating nulticast
listener functions in Proxy Mbile | Pv6 domains w thout nodifying
nmobility and nmulticast protocol standards. Similar to hone agents in
Mobil e | Pv6, Local Mobility Anchors of Proxy Mbile | Pv6 serve as

mul ticast subscription anchor points, while Mbile Access Gateways
provide Multicast Listener Discovery (MD) proxy functions. |In this
scenari o, mobile nodes remain agnostic of multicast mobility
operations. Support for nobile nulticast senders is outside the
scope of this docunent.

Status of This Meno

This docunment is not an Internet Standards Track specification; it is
published for infornational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Goup (IESG. Not all docunents
approved by the I ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc6224.
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1

I ntroduction

Proxy Mobile | Pv6 (PM Pv6) [RFC5213] extends Mobile | Pv6 (M Pv6)

[ RFC3775] by networ k- based managenent functions that enable IP
mobility for a host without requiring its participation in any
nmobility-related signaling. Additional network entities, called the
Local Mobility Anchor (LMA) and Mobil e Access Gateways (MAGs), are
responsi ble for managing I P nobility on behalf of the nobile node

(M.

Wth these entities in place, the nobil e node experiences an
exceptional access topology towards the static Internet in the sense
that the MAG i ntroduces a routing hop in situations where the LMA
architecturally acts as the next hop (or designated) router for the
MN. In the particular case of nulticast comunication, group
menber shi p managenment, as signaled by the Multicast Listener

Di scovery (M.D) protocol [RFC3810] [RFC2710], requires dedicated
treatnent at the network side

Mul ticast routing functions need to be placed carefully within the
PM Pv6 domain in order to augnent unicast transm ssion with group
communi cati on services. [RFC5213] does not explicitly address
mul ti cast conmmuni cation. Bidirectional home tunneling, the mnimal
mul ti cast support arranged by M Pv6, cannot be directly transferred
to network-based nmanagenent scenarios, since a nobility-unaware node
will not initiate such a tunnel after novenent. Consequently, even
m nimal multicast |istener support in PM Pv6 donains requires an
explicit deploynment of additional functions.

Thi s docunent describes options for deploying nulticast |istener
functions in Proxy Mbile |Pv6 donains without nodifying mobility and
mul ti cast protocol standards. Sinilar to home agents in Mbile |Pv6,
PM Pv6 Local Mbility Anchors serve as multicast subscription anchor
points, while Mbile Access Gateways provide M.D proxy functions. In
this scenario, nobile nodes remain agnostic of nulticast nobility
operations. This docunent does not address specific optinzations
and efficiency inprovenents of multicast routing for network-based
mobi lity discussed in [RFC5757], as such solutions would require
changes to the base PM Pv6 protocol [RFC5213]. Support for nobile
mul ti cast senders is al so outside the scope of this docunent.

Ter m nol ogy
This docunent uses the term nol ogy as defined for the nobility

protocol s [ RFC3775], [RFC5213], and [ RFC5844], as well as the
mul ti cast edge related protocols [ RFC3376], [RFC3810], and [ RFC4605].
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3. Overview

The reference scenario for nulticast deploynent in Proxy Mobile |IPv6
domains is illustrated in Figure 1. Below, LMAA and MN\-HNP are the
LMA Address and Mbile Node’'s Home Network Prefix as defined in

[ RFC5213] .

* % % * % % * % % * % %

/ \
oot oot
| LIVAL| | LMA2| Mul ti cast Anchor
+--- -+ +--- -+
LMAAL | | LMAA2
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+--- -+ +--- -+
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M\ HNPL | | M\ HNP2 | M\ HNP3
ML VN2 M\3

Figure 1: Reference Network for Multicast Deploynment in PMPv6

An MNin a PMPv6 donmain will decide on nulticast group nenbership
managenent conpl etely independent of its current nobility conditions.
It will submit MD Report and Done nessages, based on application
triggers, using its link-local source address and nulticast
destination addresses according to [ RFC3810] or [RFC2710]. These
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Iink-1ocal signaling nmessages will arrive at the currently active MAG
via one of its downstreamlocal (wireless) links. A nulticast-
unaware MAG woul d sinply discard these M.D nessages.

To facilitate nulticast in a PM Pv6 domain, an M.D proxy function

[ RFC4605] needs to be deployed on the MAG that selects the tunnel
interface corresponding to the MINs LMA for its upstreaminterface
(cf., Section 6 of [RFC5213]). Thereby, each MAGto-LMA tunnel
interface defines an MLD proxy domain at the MAG and it contains all
downstreamlinks to MNs that share this specific LMA. According to
standard proxy operations, MD Report nessages w |l be aggregated and
then forwarded up the tunnel interface to the MN' s correspondi ng LNMA

Serving as the designated nulticast router or an additional MD
proxy, the LMA will transpose any M.D nessage froma MAG into the
mul ticast routing infrastructure. Correspondingly, the LMA will
create appropriate nulticast forwarding states at its tunnel
interface. Traffic of the subscribed groups will arrive at the LMA
and the LMA will forward this traffic according to its group/source
states. In addition, the LMA will act as an M.D querier, seeing its
downstream tunnel interfaces as nulticast-enabled |inks.

At the MAG MDD queries and nmulticast data will arrive on the
(tunnel) interface that is assigned to a group of access |links as
identified by its Binding Update List (cf., Section 6.1 of

[ RFC5213]). As specified for M.D proxies, the MAGwill forward
multicast traffic and initiate related signaling down the appropriate
access links to the MNs. Hence, all multicast-rel ated signaling and
the data traffic will transparently flow fromthe LMA to the MN on an
LMA-specific tree, which is shared anong the nulticast sources.

In case of a handover, the MN (unaware of IP nobility) will not send
unsolicited MLD reports. |Instead, the MAGis required to maintain
group nenberships in the following way. On observing a new MN on a
downstream access |ink, the MAG sends a M.D General Query. Based on
its outconme and the nulticast group states previously naintained at
the MAG, a corresponding Report will be sent to the LMA aggregating
group nenbership states according to the proxy function. Additional
Reports can be onitted when the previously established nulticast
forwardi ng states at the new MAG al ready cover the subscriptions of
t he MN.

In summary, the following steps are executed on handover:
1. The MAG MN |ink comes up and the MAG di scovers the new M\

2.  Unicast address configuration and PM Pv6 binding are perforned
after the MAG determ nes the correspondi ng LMA
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3. Following IPv6 address configuration, the MAG should send an
(early) M.D CGeneral Query to the new downstreamlink as part of
its standard nulticast-enabl ed router operations.

4. The MAG shoul d determ ne whether the MNis adm ssible to
mul ticast services; if it’'s not, then stop here.

5. The MAG adds the new downstreamlink to the M.D proxy instance
with up-link to the correspondi ng LMA

6. The correspondi ng proxy instance triggers an M.D General Query on
the new downstream | i nk.

7. The MN Menbership Reports arrive at the MAG in response either
to the early query or to the query sent by the proxy instance.

8. The Proxy processes the M.D Report, updates states, and reports
upstreamif necessary.

After Re-Binding, the LMAis not required to issue a M.D Ceneral

Query on the tunnel link to refresh forwarding states. Milticast
state updates should be triggered by the MAG which aggregates
subscriptions of all its MNs (see the call flowin Figure 2).
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Figure 2: Call Flow of Milticast-Enabled PMP
with "M.D Menbershi p Report" Abbreviated by "Join"

These nulticast deploynent considerations |ikew se apply for nobile
nodes that operate with their |Pv4 stack enabled in a PM Pv6 donmai n.
PM Pv6 can provide | Pv4 hone address nobility support [RFC5844].
Such nobile nodes will use | GW [RFC2236] [ RFC3376] signaling for
mul ticast, which is handled by an I GW proxy function at the MAGin
an anal ogous way.
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Fol | owi ng these depl oynent steps, nulticast nanagenent transparently
interoperates with PMPv6. It is worth noting that MNs -- while
being attached to the same MAG but associated with different LMAs --
can subscribe to the same nmulticast group. Thereby, data could be
di stributed redundantly in the network and duplicate traffic could
arrive at a MAG Additionally, in a point-to-point wireless |ink
nodel , a MAG might be forced to transnit the same data over one
wireless domain to different MNs. However, nulticast traffic
arriving at one interface of the MN will always remain unique, i.e.
the mobile nulticast distribution systemw Il never cause duplicate
packets arriving at an MN (see Appendi x C for further

consi derati ons).

4. Deploynent Details

Mul ticast activation in a PMPv6 domain requires to deploy genera
mul ticast functions at PMPv6 routers and to define their interaction
with the PM Pv6 protocol in the follow ng way

4.1. Operations of the Mbile Node

A nobile node willing to manage nulticast traffic will join,
mai ntain, and | eave groups as if located in the fixed Internet. No
specific nobility actions nor inplenentations are required at the M.

4.2. Operations of the Mbile Access Gateway

A Mobile Access Gateway is required to assist in M.D signaling and
data forwarding between the M\s that it serves and the correspondi ng
LMAs associated to each MN. It therefore needs to inplenent an

i nstance of the M.D proxy function [ RFC4605] for each upstream tunne
interface that has been established with an LMA. The MAG deci des on
the mappi ng of downstreamlinks to a proxy instance (and hence an
upstreamlink to an LMA) based on the regul ar Binding Update List as
mai nt ai ned by PM Pv6 standard operations (cf., Section 6.1 of

[ RFC5213]). As links connecting MNs and MAGs change under nobility,
M.D proxies at MAGs nmust be able to dynamically add and renove
downstreaminterfaces in their configurations

On the reception of M.D reports froman M\, the MAG nust identify the
correspondi ng proxy instance fromthe incoming interface and perform
regul ar MLD proxy operations: it will insert/update/renove nulticast
forwarding state on the inconming interface and will nerge state
updates into the M.D proxy nenbership database. It will then send an
aggregated Report via the upstreamtunnel to the LMA when the
menber shi p dat abase (cf., Section 4.1 of [RFC4605]) changes.
Conversely, on the reception of MD queries, the MAG proxy instance
will answer the Queries on behalf of all active downstreamreceivers
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mai ntained in its nenbership database. Queries sent by the LMA do
not force the MAGto trigger correspondi ng nmessages i mediately
towards MNs. Milticast traffic arriving at the MAG on an upstream
interface will be forwarded according to the group-specific or
source-specific forwarding states as acquired for each downstream
interface within the MLD proxy instance. At this stage, it is
important to note that | GW/ M.D proxy inplenmentations capabl e of

mul tiple instances are expected to closely follow the specifications
of Section 4.2 in [RFC4605], i.e., treat proxy instances in isolation
of each other while forwarding. In providing isolated proxy

i nstances, the MAG will uniquely serve its downstream|inks wth
exactly the data that belong to whatever group is subscribed on the
particular interface.

After a handover, the MAG will continue to nanage upstreamtunnels
and downstreaminterfaces as specified in the PM Pv6 specification
It must dynamically associate new access |links to proxy instances
that include the upstream connection to the corresponding LMA. The
MAG detects the arrival of a new MN by receiving a router
solicitation nessage and by an upcoming link. To |earn about

mul ticast groups subscribed by a newy attaching M\, the MAG shoul d
send a General Query to the MN's link. Querying an upcom ng
interface is a standard operation of M.D queriers (see Appendi x A)

and is perforned i medi ately after address configuration. In
addition, an MLD query should be initiated by the proxy instance, as
soon as a new interface has been configured for downstream |[|n case

the access |ink between MN and MAG goes down, interface-specific

mul ticast states change. Both cases nmay alter the conposition of the
menber shi p dat abase and this will trigger corresponding Reports
towards the LMA. Note that the actual observable state depends on
the access link nodel in use.

An MN nay be unable to answer MAG multicast menbership queries due to
handover procedures, or its report may arrive before the MAG has
configured its link as the proxy downstreaminterface. Such
occurrences are equivalent to a General Query loss. To prevent
erroneous query tinmeouts at the MAG M.D paraneters should be
carefully adjusted to the nobility regine. |In particular, MD tiners
and the Robustness Variable (see Section 9 of [RFC3810]) should be
chosen to be compliant with the tinme scal e of handover operations and
proxy configurations in the PM Pv6 domai n.

In proceeding this way, the MAGis able to aggregate nulticast
subscriptions for each of its M.D proxy instances. However, this
depl oynent approach does not prevent multiple identical streans
arriving fromdifferent LMA upstreaminterfaces. Furthernore, a
mul ti poi nt channel forwarding into the wireless domain is prevented
by the point-to-point |link nodel in use.
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4.3. Operations of the Local Mobility Anchor

For any M\, the Local Mobility Anchor acts as the persistent hone
agent and at the sanme time as the default multicast querier for the
corresponding MAG It inplenments the function of the designated

mul ticast router or a further M.D proxy. According to M.D reports
received froma MAG (on behal f of the MNs), the LMA establishes/

mai nt ai ns/ renoves group-/source-specific nulticast forwardi ng states
at its correspondi ng downstream tunnel interfaces. At the sane tine,
it procures for aggregated multicast nmenbership mai ntenance at its
upstreaminterface. Based on the nulticast-transparent operations of
the MAGs, the LMA treats its tunnel interfaces as multicast-enabl ed
downstream | inks, serving zero to nmany |listening nodes. Milticast
traffic arriving at the LMA is transparently forwarded according to
its nmulticast forwarding information base.

After a handover, the LMA will receive Binding De-Registrations and
Binding Lifetinme Extensions that will cause a re-mappi ng of hone
network prefix(es) to a new Proxy-CoA in its Binding Cache (see
Section 5.3 of [RFC5213]). The multicast forwarding states require
updating, as well, if the MN within an M.D proxy domain is the only
receiver of a multicast group. Two different cases need to be
consi der ed:

1. The nobile node is the only receiver of a group behind the
interface at which a De-Registration was received: the nmenbership
dat abase of the MAG changes, which will trigger a Report/Done
sent via the MAGto-LMA interface to renmpove this group. The LMA
thus term nates nulticast forwarding.

2. The nobile node is the only receiver of a group behind the
interface at which a Lifetine Extension was received: the
nmenber shi p dat abase of the MAG changes, which will trigger a
Report sent via the MAGto-LMA interface to add this group. The
LMA thus starts nulticast distribution

In proceeding this way, each LMA will provide transparent nulticast
support for the group of MNs it serves. It will performtraffic
aggregation at the M\-group level and will assure that multicast data
streanms are uni quely forwarded per individual LMA-to-MAG tunnel

4.4, | Pv4 Support

An MNin a PMPv6 domain may use an | Pv4 address transparently for
communi cati on as specified in [ RFC5844]. For this purpose, LMAs can
regi ster | Pv4-Proxy-CoAs in its Binding Caches, and MAGs can provide
| Pv4 support in access networks. Correspondingly, multicast

menber shi p managenent will be perforned by the MN using | GW. For
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mul ticast support on the network side, an | GWP proxy function needs
to be deployed at MAGs in exactly the sane way as for |Pv6.

[ RFC4605] defines | GW proxy behavior in full agreenent with | Pv6/
M.D. Thus, |Pv4 support can be transparently provided foll owi ng the
obvi ous depl oynent anal ogy.

For a dual -stack | Pv4/1Pv6 access network, the MAG proxy instances
shoul d choose nulticast signaling according to address configurations
on the link, but may subnmit |GW and MLD queries in parallel, if
needed. It should further be noted that the infrastructure cannot
identify two data streans as identical when distributed via an | Pv4
and I Pv6 nulticast group. Thus, duplicate data may be forwarded on a
het er ogeneous network | ayer

A particular note is worth giving the scenario of [RFC5845] in which
overl apping private address spaces of different operators can be
hosted in a PM P domai n by using Generic Routing Encapsul ati on (GRE)
with key identification. This scenario inplies that unicast

communi cation in the MAG LMA tunnel can be individually identified

per MN by the CGRE keys. This scenario still does not inpose any
special treatment of multicast comunication for the foll ow ng
reasons.

M.D/ | GWP signaling between MNs and the MAG is on point-to-point |inks
(identical to unicast). Aggregated M.D/|I GW signaling between the
MAG proxy instance and the LMA remains |ink-1ocal between the routers
and i ndependent of any individual MN\. So the MAG proxy and the LMA
shoul d not use GRE key identifiers, but plain GRE to exchange M.D
queries and reports. Simlarly, nmulticast traffic sent froman LMA
to MAGs proceeds as router-to-router forwardi ng according to the

mul ticast forwarding informati on base (M-I B) of the LMA and

i ndependent of MN' s unicast addresses, while the MAG proxy instance
distributes nulticast data down the point-to-point links (interfaces)
according to its own MIB, independent of MN' s | P addresses.

It remains an open issue how comuni cation proceeds in a multi-
operator scenario, i.e., fromwhich network the LMA pulls nulticast
traffic. This could be any nobility Operator itself, or a third
party. However, this backbone routing in general is out of scope of
t he docunent, and nost likely a matter of contracts.

4.5, Miltihom ng Support

An MN can connect to a PM Pv6 donain through nultiple interfaces and
experi ence transparent unicast handovers at all interfaces (cf.,
Section 5.4 of [RFC5213]). In such sinultaneous access scenarios, it
can autonompusly assign multicast channel subscriptions to individua
interfaces (see [RFC5757] for additional details). Wile doing so,
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mul ticast nobility operations described in this docunent will
transparently preserve the association of channels to interfaces in
the foll owi ng way.

Multicast listener states are kept per interface in the MD state
table. An MN wll answer to an M.D General Query received on a
specific (re-attaching) interface according to the specific
interface’s state table. Thereafter, nulticast forwarding is resuned
for channels identical to those under subscription prior to handover
Consequently, an MNin a PMPv6 dormain nmay use nmultiple interfaces to
facilitate | oad bal anci ng or redundancy, but cannot follow a ' make-
bef ore- break’ approach to service continuati on on handovers.

4.6. Milticast Availability throughout the Access Network

There may be depl oynent scenari os where nulticast services are
avai |l abl e throughout the access network, independent of the PM Pv6
infrastructure. Direct nulticast access at MAGs may be supported
t hrough native nmulticast routing within a flat access network that
includes a multicast router, via dedicated (tunnel or VPN) |inks
bet ween MAGs and designated nulticast routers, or by deploying
Automatic Milticast Tunneling (AMI) [AUTO MULTI CAST].

Mul ti cast deploynent can be sinplified in these scenarios. A single
proxy instance at MAGs with up-link to the nulticast cloud, for

i nstance, could serve group comuni cation purposes. MAGs could
operate as general nulticast routers or AMI gateways as well.

Common to these solutions is that nobility nmanagenment is covered by
the dynamics of nulticast routing, as initially foreseen in the
Renot e Subscription approach, i.e., join via a local multicast router
as sketched in [RFC3775]. Care nust be taken to avoid aval anche
probl enms or service disruptions due to tardy multicast routing
operations and to adapt to different link-layer technol ogies

[ RFC5757]. The different possible approaches should be carefully

i nvestigated beyond the initial sketch in Appendix C. Such work is
beyond the scope of this docunent.

4.7. A Note on Explicit Tracking

An | GWv3/ M.Dv2 Querier nay operate in conbination with explicit
tracking as described in Appendi x A 2 of [RFC3376], or Appendix A 2
of [RFC3810]. This nechanismallows routers to nonitor each

nmul ticast receiver individually. Even though this procedure is not
standardi zed yet, it is widely inplemented by vendors as it supports
faster |leave |l atencies and reduced signaling.
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Enabling explicit tracking on downstreaminterfaces of the LMA and
MAG woul d track a single MAG and MN respectively per interface. It
may be used to preserve bandwi dth on the MAG MN |ink

5. Message Source and Destinati on Address

Thi s section describes source and destination addresses of MD
messages and encapsul ati ng outer headers when deployed in the PM Pv6
domain. This overviewis for clarification purposes only and does
not define a behavior different fromreferenced standards in any way.

The interface identifier A-B denotes an interface on node A, which is
connected to node B. This includes tunnel interfaces. Destination
addresses for M.D/ | GW nessages shall be as specified in Section 8 of
[ RFC2710] for M.Dvl, and Sections 5.1.15 and 5.2.14 of [RFC3810] for
M_Dv2.

51. CQuery
+ + + + +
| Interface | Source Address | Destination Address | Header
+ + + + +
| | LMAA | Proxy-CoA | outer
+ LMA- MAG S e e e e a - Fomm e - +
| | LMA-Iink-local | [RFC2710], [RFC3810] | inner
R o e oo o e e e e e e oo [ T +
| MAG WN | MAG link-local | [RFC2710], [RFC3810] | --
S e o e e e e e e oo S +
5.2. Report/Done
+ + + + +
| Interface | Source Address | Destination Address | Header
+ + + + +
| M\ MAG | M\-Tink-1ocal | [RFC2710], [RFC3810] | --
S S e e e e a - Fomm e - +
| | Proxy- CoA | LMAA | outer
+ MAG LMA o e oo o e e e e e e oo [ T +
| | MAG link-local | [RFC2710], [RFC3810] | inner
S e o e e e e e e oo S +

6. Security Considerations

Thi s docunent does not introduce additional nmessages or nove
protocol operations. Consequently, no additional threats are

i ntroduced by this docunent beyond those identified as security
concerns of [RFC3810], [RFC4605], [RFC5213], and [ RFC5844].
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8.

8.

However, particular attention should be paid to inplications of

conbi ning multicast and nmobility nanagenent at network entities. As
this specification allows nobile nodes to initiate the creation of
mul ticast forwarding states at MAGs and LMAs whil e changi ng
attachnents, threats of resource exhaustion at PMP routers and
access networks arrive fromrapid state changes, as well as from

hi gh-vol unme data streanms routed into access networks of linited
capacities. In addition to proper authorization checks of M\s, rate
controls at replicators may be required to protect the agents and the
downstream networks. In particular, MD proxy inplenmentations at
MAGs should carefully procure automatic multicast state extinction on
the departure of MNs, as nobile nulticast listeners in the PM Pv6
domain will not actively ternminate group nenbership prior to
departure.
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Appendix A Initial MD Queries on Upconing Links

According to [ RFC3810] and [ RFC2710], when an | GW-/M.D- enabl ed

mul ticast router starts operating on a subnet, by default it
considers itself as querier and sends several General Queries. Such
initial query should be sent by the router immediately, but could be
del ayed by a (tunable) Startup Query Interval (see Sections 7.6.2 and
9.6 of [RFC3810]).

Experimental tests on Linux and C sco systens have reveal ed i mmedi ate
| GW Queries followed a link trigger event (within a fraction of 1
ns), while M.D queries immediately followed the autoconfiguration of

I Pv6 |ink-l1ocal addresses at the corresponding interface.

Appendi x B. State of |1 GW/ M.D Proxy | npl ementations

The depl oynent scenario defined in this docunent requires certain
proxy functionalities at the MAGs that inplenentations of [RFC4605]
need to contribute. |In particular, a sinmultaneous support of |GW
and MLD is needed, as well as a configurable list of downstream
interfaces that may be altered during runtime, and the depl oynment of
mul tiple proxy instances at a single router that can operate

i ndependently on separated interfaces.

A brief experinental trial undertaken in February 2010 reveal ed the
foll owi ng divergent statuses of selected | GW/ M.D proxy
i mpl emrent ati ons.

Ci sco Edge Router: Software-based commodity edge routers (test
device fromthe 26xx-Series) inplenent | GWv2/v3 proxy functions
only in conbination with Protocol |ndependent Multicast - Sparse
Mode (PIMSM. There is no support of MD proxy. Interfaces are
dynamically configurable at runtime via the conmand |ine
interface, but nultiple proxy instances are not supported.

Li nux i gnpproxy: |GwWv2 Proxy inplenentation that permits a static
configuration of downstreaminterfaces (sinple bug fix required).
Multiple instances are prevented by a | ock (correspondi ng code
reused froma previous Distance Vector Milticast Routing Protoco
(DVMRP) inplenmentation). |1Pv6/MD is unsupported. Project page:
htt p://sourceforge. net/ projects/ignpproxy/.

Li nux gproxy: |GwWv3 Proxy inplenentation that pernits configuration
of the upstreaminterface, only. Downstreaminterfaces are
collected at startup without dynanic extension of this list. No
support of multiple instances or M.D
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Li nux ecnmh: M.Dv1/2 Proxy inplenmentation without |IGW support that
i nspects | Pv4 tunnels and detects encapsul ated M.D nessages.
Allows for dynanic addition of interfaces at runtime and nultiple
i nstances. However, downstream interfaces cannot be confi gured.
Project page: http://sourceforge. net/projects/ecnh/

Appendi x C. Conparative Evaluation of Different Approaches

In this section, we briefly evaluate two orthogonal PM P concepts for
multicast traffic organization at LMAs. In scenario A multicast is
provi ded by conbi ned unicast/multicast LMAs as described in this
docunment. Scenario B directs traffic via a dedicated, central

mul ticast router ("LMA-M') that tunnels packets to MAGs i ndependent
of uni cast handoffs.

Nei t her approach establishes native nulticast distribution between
the LMA and MAG instead, they use tunneling nechanisns. In scenario
A, a MAGis connected to different nulticast-enabled LMAs and can
receive the same nulticast streamvia nultiple paths depending on the
group subscriptions of MNs and their associated LMAs. This problem
a.k.a. the tunnel convergence problem nay |ead to redundant traffic
at the MAGs. In contrast, scenario B configures MAGs to establish a
tunnel to a single, dedicated nulticast LMA for all attached M\s and
rel ocates overhead costs to the nmulticast anchor. This elimnmnates
redundant traffic but may result in an aval anche problem at the LMA

We quantify the costs of both approaches based on two netrics: the
anount of redundant traffic at MAGs and the nunber of sinultaneous
streams at LMAs. Realistic values depend on the topology and the
group subscription nodel. To explore scalability in alarge PMP
domai n of 1,000,000 MNs, we consider the following two extrene

mul ticast settings.

1. Al M\s participate in distinct nulticast groups.
2. Al MNs join the sanme nulticast group.
A typical PMP deploynent approximately allows for 5,000 MNs attached

to one MAG while 50 MAGs can be served by one LMA. Hence 1, 000, 000
MNs require approxi mately 200 MAGs backed by 4 LMAs for unicast

transmi ssion. |In scenario A these LMAs al so forward mnulticast
streans, while in scenario B one additional dedicated LMA (LMA-M
serves nulticast. In the following, we calculate the netrics
descri bed above. In addition, we display the nunmber of packet

streanms that cross the interconnecting (wired) network within a
PM Pv6 domai n.
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Setting 1:

+ + + + +
| PMP multicast | # of redund. | # of simul. | # of total |
| scheme | streans | streans | streanms in |
| | at MAG | at LMAV/LMA-M | the network |
+ + + + +
| Conbi ned Unicast/ | 0 | 250, 000 | 1,000,000 |
| Multicast LMA | | | |
ook o e e oo oo S +
| Dedicated | 0 | 1, 000, 000 | 1,000,000 |
| Multicast LMA | | | |
e e e a - RS S S +

1, 000, 000 MNs are subscribed to distinct nulticast groups.

Setting 2:

+ + + + +
| PMP multicast | # of redund. | # of simul. | # of total |
| scheme | streans | streans | streans in |
| | at MAG | at LMVLMA-M | the network |
+ + + + +
| Conbi ned Unicast/ | 3 | 200 | 800 |
| Multicast LMA | | | |
e e e a - RS S S +
| Dedicated | 0 | 200 | 200 |
| Multicast LMA | | | |
ook o e e oo oo S +

1, 000, 000 MNs are subscribed to the same nulticast group.

These considerations of extrene settings show that packet duplication
and replication effects apply in changing intensities for different
use cases of nulticast data services. However, tunnel convergence,
i.e., duplicate data arriving at a MAG does cause nuch snall er
problens in scalability than the streamreplication at LMAs

(aval anche problem). For scenario A it should also be noted that
the high streamreplication requirenents at LMAs in setting 1 can be
attenuat ed by deploying additional LMAs in a PM P donain, while
scenario B does not allow for distributing the LMAAM as no handover
managenent is available at LMA-M
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