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Abstract

Thi s docunent specifies Mbile | Pv6, a protocol that allows nodes to
remai n reachable while noving around in the IPv6 Internet. Each
nobil e node is always identified by its hone address, regardl ess of
its current point of attachnent to the Internet. Wile situated away
fromits home, a nobile node is al so associated with a care-of
address, which provides information about the nobile node' s current

| ocation. |Pv6 packets addressed to a nobile node’'s honme address are
transparently routed to its care-of address. The protocol enables

| Pv6 nodes to cache the binding of a nobile node’s hone address with
its care-of address, and to then send any packets destined for the
nobil e node directly to it at this care-of address. To support this
operation, Mbile |IPv6 defines a new | Pv6 protocol and a new
destination option. Al IPv6 nodes, whether nobile or stationary,
can conmmuni cate with nobile nodes. This docunent obsol etes RFC 3775.

Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc6275
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1

I ntroduction

Thi s docunent specifies a protocol that allows nodes to renmain
reachabl e while nmoving around in the I1Pv6 Internet. Wthout specific
support for nobility in IPv6 [6], packets destined to a nobile node
woul d not be able to reach it while the nobile node is away fromits
hone Iink. In order to continue comunication in spite of its
nmovenent, a nobil e node could change its I P address each tinme it
noves to a new link, but the nobile node would then not be able to
mai ntain transport and hi gher-1layer connections when it changes

|l ocation. Mobility support in IPv6 is particularly inportant, as
nobi | e conputers are likely to account for a najority or at |least a
substantial fraction of the population of the Internet during the
lifetime of |Pv6.

The protocol defined in this docunment, known as Mbile I Pv6, allows a
nmobi | e node to nove fromone link to another w thout changing the
nobi | e node’ s "hone address". Packets nay be routed to the nobile
node using this address regardl ess of the nobile node’'s current point
of attachnent to the Internet. The nobile node may al so continue to
communi cate with other nodes (stationary or nobile) after noving to a
new | ink. The novenent of a nobile node away fromits hone link is
thus transparent to transport and hi gher-1layer protocols and
applications.

The Mobile I Pv6 protocol is just as suitable for nobility across
honbgeneous nedia as for nobility across heterogeneous nedia. For
exanple, Mbile |IPv6 facilitates node novenent from one Ethernet
segnment to another as well as it facilitates node novenent from an
Et hernet segnment to a wireless LAN cell, with the nobile node's IP
address renmi ni ng unchanged in spite of such novenent.

One can think of the Mbile | Pv6 protocol as solving the network-
| ayer nobility nanagenment problem Sone nobility managenent

applications -- for exanple, handover among w rel ess transceivers,
each of which covers only a very small geographic area -- have been
sol ved using link-1ayer techniques. For exanple, in many current

wi rel ess LAN products, link-layer nobility mechanisns all ow a

"handover" of a nobile node fromone cell to another, re-establishing
Iink-layer connectivity to the node in each new | ocation

Mobil e | Pv6 does not attenpt to solve all general problens related to
the use of nobile conputers or wireless networks. In particular
this protocol does not attenpt to solve

o0 Handling links with unidirectional connectivity or partia
reachability, such as the hidden ternmi nal problemwhere a host is
hi dden fromonly sone of the routers on the link
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0 Access control on a link being visited by a nobil e node.

0o Local or hierarchical fornms of nobility management (similar to
many current |ink-layer nobility managenent sol utions).

0 Assistance for adaptive applications.
o Mbile routers.
0 Service discovery.

o Distinguishing between packets |lost due to bit errors versus
net wor k congesti on

Thi s docunent obsol etes RFC 3775. |Issues with the original docunent
have been observed during the integration, testing, and depl oynent of
RFC 3775. A nore detailed list of the changes since RFC 3775 may be
found in Appendix B

2. Conparison with Mobile IP for |Pv4

The design of Mbile IP support in IPv6 (Mbile I Pv6) benefits both
fromthe experiences gained fromthe devel opment of Mbile |IP support
in |IPvd (Mobile IPvd4) [32] [25] [26], and fromthe opportunities
provided by IPv6. Mobile IPv6 thus shares many features with Mbile
| Pv4, but is integrated into | Pv6 and of fers nany other inprovenents.
This section summarizes the major differences between Mbile |IPv4 and
Mobi |l e | Pv6:

o0 There is no need to deploy special routers as "foreign agents", as
in Mobile IPv4. NMbbile | Pv6 operates in any | ocation w thout any
speci al support required fromthe local router

0 Support for route optinmization is a fundanental part of the
protocol, rather than a nonstandard set of extensions.

o Mobile IPv6 route optinization can operate securely even w thout
pre-arranged security associations. |t is expected that route
optinization can be depl oyed on a gl obal scale between all nobile
nodes and correspondent nodes.

0 Support is also integrated into Mobile IPv6 for allow ng route
optimization to coexist efficiently with routers that perform
"ingress filtering" [27].

o The I Pv6 Nei ghbor Unreachability Detection ensures symretric

reachability between the nobile node and its default router in the
current |ocation
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3.

3.

0 Mbst packets sent to a nobile node while away from hone in Mbile
| Pv6 are sent using an | Pv6 routing header rather than IP
encapsul ation, reducing the anmount of resulting overhead conpared
to Mbile | Pv4.

o Mobile IPv6 is decoupled fromany particular link layer, as it
uses | Pv6 Nei ghbor Discovery [18] instead of the Address
Resol ution Protocol (ARP). This also inproves the robustness of
t he protocol

o The use of IPv6 encapsul ation (and the routing header) renoves the
need in Mbile IPv6 to nanage "tunnel soft state"

0 The dynami ¢ hone agent address di scovery mechanismin Mbile | Pv6
returns a single reply to the nobile node. The directed broadcast
approach used in IPv4 returns separate replies fromeach hone
agent .

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [2].

Ceneral Terns

I P

Internet Protocol Version 6 (IPv6).
node

A device that inplements IP
rout er

A node that forwards | P packets not explicitly addressed to
itself.

uni cast rout abl e address

An identifier for a single interface such that a packet sent to it
from another | Pv6 subnet is delivered to the interface identified
by that address. Accordingly, a unicast routable address nust be
either a global |1Pv6 address or a unique |ocal |Pv6 address.
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host
Any node that is not a router
l'i nk
A communi cation facility or nmedi um over which nodes can
communi cate at the link layer, such as an Ethernet (sinple or
bridged). A link is the layer imediately below IP
interface
A node’s attachment to a link.

subnet prefix

A bit string that consists of sone nunber of initial bits of an IP
addr ess.

interface identifier
A nunber used to identify a node’'s interface on a link. The
interface identifier is the remaining | oworder bits in the node’s
| P address after the subnet prefix.

i nk-1ayer address

A link-layer identifier for an interface, such as | EEE 802
addresses on Ethernet [inks.

packet
An | P header plus payl oad.

security association
An | Psec security association is a cooperative relationship forned
by the sharing of cryptographic keying nmaterial and associ ated
context. Security associations are sinplex. That is, two
security associations are needed to protect bidirectional traffic
bet ween two nodes, one for each direction

security policy database

A dat abase that specifies what security services are to be offered
to I P packets and in what fashion.
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destination option

Destination options are carried by the | Pv6 Destination Options
ext ensi on header. Destination options include optiona

i nformati on that need be exanmi ned only by the I Pv6 node given as
the destination address in the | Pv6 header, not by routers in
between. Mbile |Pv6 defines one new destination option, the Home
Address destination option (see Section 6.3).

routi ng header

A routing header may be present as an | Pv6 header extension, and
i ndi cates that the payload has to be delivered to a destination
| Pv6 address in sone way that is different fromwhat would be
carried out by standard Internet routing. In this docunent, use
of the term"routing header" typically refers to use of a type 2
routi ng header, as specified in Section 6.4.

"|" (concatenation)

Some forrmulas in this specification use the synbol "|" to indicate
byt ewi se concatenation, as in A | B. This concatenation requires
that all of the octets of the datum A appear first in the result,
followed by all of the octets of the datum B.

First (size, input)

Some forrmulas in this specification use a functional form"First
(size, input)" to indicate truncation of the "input" data so that
only the first "size" bits remain to be used.

3. 2. Mobile | Pv6 Ternms

These terns are intended to be conpatible with the definitions given
in RFC 3753 [40]. However, if there is any conflict, the definitions
gi ven here should be considered to supersede those in RFC 3753.

hone address

A uni cast routabl e address assigned to a nobile node, used as the
per manent address of the nobile node. This address is within the
nobi |l e node’s hone link. Standard |IP routing nechanisns will
deliver packets destined for a nobile node’s hone address to its
hone Iink. Mbbile nodes can have multiple hone addresses, for

i nstance, when there are nultiple home prefixes on the honme |ink
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hone subnet prefix

The |1 P subnet prefix corresponding to a nobile node’s home
addr ess.

horme |i nk
The Iink on which a nobile node’s honme subnet prefix is defined.
nmobi | e node

A node that can change its point of attachnment fromone link to
another, while still being reachable via its hone address.

novenent
A change in a nobile node’s point of attachment to the Internet
such that it is no longer connected to the sane link as it was
previously. |If a nobile node is not currently attached to its
home link, the nobile node is said to be "away from hone".

Layer 2 (L2) handover
A process by which the nobile node changes from one |ink-1Iayer
connection to another. For exanple, a change of wirel ess access
point is an L2 handover.

Layer 3 (L3) handover
Subsequent to an L2 handover, a nobile node detects a change in an
on-link subnet prefix that would require a change in the prinary
care-of address. For exanple, a change of access router
subsequent to a change of wireless access point typically results
in an L3 handover.

correspondent node

A peer node with which a nobile node is conmunicating. The
correspondent node may be either nobile or stationary.

forei gn subnet prefix

Any | P subnet prefix other than the nobile node’s hone subnet
prefix.
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foreign link
Any link other than the nobile node’s hone |ink
care-of address

A uni cast routabl e address associated with a nobile node while
visiting a foreign link; the subnet prefix of this |IP address is a
foreign subnet prefix. Anong the nultiple care-of addresses that
a mobil e node may have at any given tine (e.g., with different
subnet prefixes), the one registered with the nobile node’ s home
agent for a given hone address is called its "primary" care-of

addr ess.

hone agent
A router on a nobile node’s home link with which the nobile node
has registered its current care-of address. Wile the nobile node
is away from hone, the hone agent intercepts packets on the hone
link destined to the nobile node’'s hone address, encapsul ates
them and tunnels themto the nobile node's regi stered care- of
addr ess.

bi ndi ng
The association of the hone address of a nobile node with a
care-of address for that nobile node, along with the remaining
lifetime of that association

regi stration
The process during which a nobile node sends a Binding Update to
its home agent or a correspondent node, causing a binding for the
nmobi | e node to be registered.

nmobi l ity nmessage
A nessage containing a Mbility Header (see Section 6.1).

bi ndi ng aut hori zati on
Correspondent registration needs to be authorized to allow the

reci pient to believe that the sender has the right to specify a
new bi ndi ng.
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return routability procedure

The return routability procedure authorizes registrations by the
use of a cryptographic token exchange.

correspondent registration

A return routability procedure followed by a registration, run
bet ween the nobil e node and a correspondent node.

hone registration

A registration between the nobile node and its hone agent,
aut hori zed by the use of |Psec.

nonce
Nonces are random nunbers used internally by the correspondent
node in the creation of keygen tokens related to the return
routability procedure. The nonces are not specific to a nobile
node, and are kept secret within the correspondent node.

nonce i ndex
A nonce index is used to indicate which nonces have been used when
creating keygen token val ues, without revealing the nonces
t henmsel ves

cooki e
A cookie is a random nunber used by a nobile node to prevent
spoofing by a bogus correspondent node in the return routability
procedur e.

care-of init cookie

A cookie sent to the correspondent node in the Care-of Test Init
nmessage, to be returned in the Care-of Test nessage.

honme init cookie

A cookie sent to the correspondent node in the Hone Test Init
message, to be returned in the Hone Test nessage.
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keygen token

A keygen token is a nunber supplied by a correspondent node in the
return routability procedure to enable the nobile node to conpute
t he necessary bi ndi ng managenent key for authorizing a Binding
Updat e.

care-of keygen token

A keygen token sent by the correspondent node in the Care-of Test
nessage.

hone keygen token

A keygen token sent by the correspondent node in the Home Test
message

bi ndi ng managenent key (Kb

A bi ndi ng managenent key (Kbm is a key used for authorizing a

bi ndi ng cache managenent nessage (e.dg., Binding Update or Binding
Acknowl edgenent). Return routability provides a way to create a
bi ndi ng managenent key.

4, Overview of Mbile I Pv6
4.1. Basic Qperation

A nobil e node is always expected to be addressable at its hone
address, whether it is currently attached to its hone Iink or is away
fromhone. The "hone address" is an | P address assigned to the
nobil e node within its home subnet prefix on its hone link. Wile a
nmobi |l e node is at hone, packets addressed to its honme address are
routed to the nobile node’s hone |ink, using conventional |nternet
routing mechani smns.

While a nobile node is attached to sone foreign |ink away from hone,
it is also addressable at one or nore care-of addresses. A care-of
address is an | P address associated with a nobile node that has the
subnet prefix of a particular foreign |ink. The nobile node can
acquire its care-of address through conventional |1Pv6 nechani sns,
such as stateless or stateful auto-configuration. As long as the
nmobi | e node stays in this |ocation, packets addressed to this care-of
address will be routed to the nobile node. The nobile node may al so
accept packets from several care-of addresses, such as when it is
nmovi ng but still reachable at the previous |ink
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The associ ation between a nobil e node’s home address and car e- of
address is known as a "binding" for the nobile node. While away from
hone, a nmobile node registers its primary care-of address with a
router on its home link, requesting this router to function as the
"home agent” for the nobile node. The nobile node perforns this

bi ndi ng registration by sending a "Bindi ng Update" nessage to the
hone agent. The hone agent replies to the nobile node by returning a
"Bi ndi ng Acknowl edgenment"” nessage. The operation of the nobile node
is specified in Section 11, and the operation of the home agent is
specified in Section 10.

Any node conmunicating with a nobile node is referred to in this
docunent as a "correspondent node" of the nobile node, and nay itself
be either a stationary node or a nobile node. Modbile nodes can
provide information about their current location to correspondent
nodes. This happens through the correspondent registration. As a
part of this procedure, a return routability test is performed in
order to authorize the establishnent of the binding. The operation
of the correspondent node is specified in Section 9.

There are two possi bl e nodes for conmuni cati ons between the nobile
node and a correspondent node. The first node, bidirectiona
tunnel i ng, does not require Mobile I Pv6 support fromthe
correspondent node and is available even if the nobile node has not
registered its current binding with the correspondent node. Packets
fromthe correspondent node are routed to the home agent and then
tunnel ed to the nobile node. Packets to the correspondent node are
tunnel ed fromthe nobile node to the hone agent ("reverse tunnel ed")
and then routed normally fromthe home network to the correspondent
node. In this node, the honme agent uses proxy Nei ghbor Discovery to
i ntercept any | Pv6 packets addressed to the nobile node's home
address (or hone addresses) on the honme link. Each intercepted
packet is tunneled to the nobile node’'s primary care-of address.
This tunneling is perforned using | Pv6 encapsulation [7].

The second npde, "route optinization", requires the nobile node to
register its current binding at the correspondent node. Packets from
t he correspondent node can be routed directly to the care-of address
of the nobile node. Wen sending a packet to any | Pv6 destination
the correspondent node checks its cached bindings for an entry for

t he packet’s destination address. |If a cached binding for this
destination address is found, the node uses a new type of |Pv6
routi ng header [6] (see Section 6.4) to route the packet to the
nmobi | e node by way of the care-of address indicated in this binding.
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Routing packets directly to the nobile node's care-of address all ows
the shortest comunications path to be used. It also elininates
congestion at the nobile node’s hone agent and honme link. In
addition, the inpact of tenporary failures of the honme agent or
networks on the path to or fromthe honme agent is reduced.

When routing packets directly to the nobil e node, the correspondent
node sets the Destination Address in the | Pv6 header to the care-of
address of the nobile node. A new type of IPv6 routing header (see
Section 6.4) is also added to the packet to carry the desired hone
address. Sinmilarly, the nobile node sets the Source Address in the
packet’s | Pv6 header to its current care-of addresses. The nobile
node adds a new | Pv6 "Hone Address" destination option (see

Section 6.3) to carry its home address. The inclusion of hone
addresses in these packets nmakes the use of the care-of address
transparent above the network layer (e.g., at the transport |ayer).

Mobile | Pv6 al so provides support for nultiple hone agents, and a
limted support for the reconfiguration of the hone network. In

t hese cases, the nobile node may not know the I P address of its own
home agent, and even the hone subnet prefixes may change over tine.

A mechani sm known as "dynam ¢ hone agent address discovery" allows a
nmobi | e node to dynamically discover the | P address of a honme agent on
its hone link, even when the nobile node is away from hone. Mbbhile
nodes can also | earn new i nformati on about hone subnet prefixes

t hrough the "nobile prefix discovery" nmechanism These mechani sms
are described starting in Section 6.5.

This docunment is witten under the assunption that the nobile node is
configured with the hone prefix for the nobile node to be able to

di scover a hone agent and configure a hone address. This mght be
limting in deploynments where the hone agent and the hone address for
the nobil e node need to be assigned dynamically. Additiona
mechani sms have been specified for the nobile node to dynamically
configure a hone agent, a hone address, and the hone prefix. These
mechani sns are described in "Mbile | Pv6 Bootstrapping in Split
Scenari 0" [22] and "M P6-bootstrapping for the Integrated Scenario"
[36].

4.2. New I Pv6 Protoco
Mobile | Pv6 defines a new | Pv6 protocol, using the Mbility Header
(see Section 6.1). This header is used to carry the follow ng
nessages:

Home Test Init

Honme Test
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4. 3.

Per

Care-of Test Init
Car e- of Test

These four nessages are used to performthe return routability
procedure fromthe nobile node to a correspondent node. This
ensures authorization of subsequent Bi ndi ng Updates, as descri bed
in Section 5.2.5.

Bi ndi ng Updat e

A Binding Update is used by a nobile node to notify a
correspondent node or the nobile node’s hone agent of its current
bi ndi ng. The Binding Update sent to the nobile node’s honme agent

to register its primary care-of address is marked as a "hone
regi stration".

Bi ndi ng Acknow edgenent

A Bi ndi ng Acknow edgenent is used to acknow edge receipt of a

Bi ndi ng Update, if an acknow edgenment was requested in the Binding
Update (e.g., the Binding Update was sent to a hone agent), or an
error occurred.

Bi ndi ng Refresh Request

A Bi ndi ng Refresh Request is used by a correspondent node to
request that a nobile node re-establish its binding with the
correspondent node. This message is typically used when the
cached binding is in active use but the binding's lifetine is
close to expiration. The correspondent node may use, for

i nstance, recent traffic and open transport |ayer connections as
an indication of active use.

Bi ndi ng Error

The Binding Error is used by the correspondent node to signal an
error related to nobility, such as an inappropriate attenpt to use
t he Honme Address destination option wthout an existing binding.
The Binding Error nmessage is also used by the hone agent to signa
an error to the nobile node, if it receives an unrecogni zed

Mobi lity Header Message Type fromthe nobil e node.

New | Pv6 Destination Option
Mobile | Pv6 defines a new | Pv6 destination option, the Honme Address
destination option. This option is described in detail in
Section 6. 3.
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4.4,

4.5.

Per

New | Pv6 | CMP Messages

Mobile I Pv6 al so introduces four new | CMP nessage types, two for use
in the dynani c honme agent address di scovery nechanism and two for
renunberi ng and nobil e configuration mechani sms. As described in
Sections 10.5 and 11.4.1, the followi ng two new | CMP nessage types
are used for home agent address discovery:

0 Home Agent Address Di scovery Request, described in Section 6.5.
0 Home Agent Address Discovery Reply, described in Section 6.6.
The next two nessage types are used for network renunbering and
address configuration on the nobile node, as described in

Section 10. 6:

o Mobile Prefix Solicitation, described in Section 6.7.

o Mbile Prefix Advertisenent, described in Section 6.8.

Conceptual Data Structure Term nol ogy

Thi s docunent describes the Mbile IPv6 protocol in terns of the
foll owi ng conceptual data structures

Bi ndi ng Cache

A cache of bindings for other nodes. This cache is maintained by
hone agents and correspondent nodes. The cache contains both
"correspondent registration" entries (see Section 9.1) and "hone
registration" entries (see Section 10.1).

Bi ndi ng Updat e Li st

This list is maintained by each nobile node. The list has an item
for every binding that the nobile node has or is trying to
establish with a specific other node. Both correspondent and hone
registrations are included in this list. Entries fromthe |ist
are deleted as the lifetinme of the binding expires. See

Section 11.1.
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Per

Home Agents Li st

Home agents need to know whi ch ot her hone agents are on the sane
link. This information is stored in the Home Agents List, as

described in nore detail in Section 10.1. The list is used for
i nform ng nobil e nodes during dynam ¢ hone agent address
di scovery.

Uni que- Local Addressability

This specification requires that honme and care-of addresses MJIST be
uni cast routable addresses. Unique-local |Pv6 unicast addresses
(ULAs, RFC 4193 [15]) may be usabl e on networks that use such non-

gl obal Il y rout abl e addresses, but this specification does not define
when such usage is safe and when it is not. Mbile nodes nmay not be
abl e to distinguish between their honme site and the site at which
they are currently located. This can make it hard to prevent
accidental attachnent to other sites, because the nobil e node ni ght
use the ULA at another site, which could not be used to successfully
send packets to the nobile node’'s home agent (HA). This would result
in unreachability between the nobile node (M\N) and the HA, when

uni que-1l ocal 1Pv6 routable addresses are used as care-of addresses.
Simlarly, CNs outside the MN's own site will not be reachabl e when
ULAs are used as honme addresses. Therefore, unique-local |Pv6

uni cast addresses SHOULD NOT be used as honme or care-of addresses
when ot her address choices are available. |f such addresses are
used, however, according to RFC 4193 [15], they are treated as any
gl obal wunicast |1 Pv6 address so, for the remainder of this

speci fication, use of unique-local |Pv6 unicast addresses is not
differentiated fromother globally unique | Pv6 addresses.

Overvi ew of Mbile |Pv6 Security

This specification provides a nunber of security features. These

i nclude the protection of Binding Updates both to hone agents and
correspondent nodes, the protection of nobile prefix discovery, and
the protection of the mechani sns that Mobile | Pv6 uses for
transporting data packets.

Bi ndi ng Updates are protected by the use of |Psec extension headers,
or by the use of the Binding Authorization Data option. This option
enpl oys a bi ndi ng managenent key, Kbm which can be established
through the return routability procedure. Mobile prefix discovery is
protected through the use of |Psec extension headers. Mechanisns
related to transporting payl oad packets -- such as the Hone Address
destination option and type 2 routing header -- have been specified
in a manner that restricts their use in attacks.
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5.1. Binding Updates to Hone Agents

The nobil e node and the home agent MJST use an | Psec security
association to protect the integrity and authenticity of the Binding
Updat es and Acknow edgenents. Both the nobile nodes and the hone
agents MJST support and SHOULD use the Encapsul ating Security Payl oad
(ESP) [5] header in transport node and MJST use a non- NULL payl oad
aut hentication algorithmto provide data origin authentication,
connectionless integrity, and optional anti-replay protection. Note
that Aut hentication Header (AH) [4] is also possible but for brevity
not discussed in this specification

In order to protect nmessages exchanged between the nobile node and
the hone agent with | Psec, appropriate security policy database
entries nmust be created. A nobile node nust be prevented from using
its security association to send a Binding Update on behal f of

anot her nobil e node using the sane home agent. This MJST be achieved
by having the hone agent check that the given hone address has been
used with the right security association. Such a check is provided
in the | Psec processing, by having the security policy database
entries unequivocally identify a single security association for
protecting Bi nding Updat es between any gi ven hone address and hone
agent. In order to make this possible, it is necessary that the home
address of the nobile node is visible in the Binding Updates and
Acknowl edgenents. The home address is used in these packets as a
source or destination, or in the Home Address destination option or
the type 2 routing header

As with all IPsec security associations in this specification, nanua
configuration of security associations MJST be supported. The shared
secrets used MJST be random and uni que for different nobile nodes,
and MJUST be distributed off-line to the nobile nodes. Automatic key
managenment with the Internet Key Exchange Protocol version 2 (IKEv2)
[ 24] MAY be supported as described in [20].

Section 11. 3.2 discusses how | KEv2 connections to the hone agent need
a careful treatnment of the addresses used for transporting | KEv2.
This is necessary to ensure that a Binding Update is not needed
before the | KEv2 exchange that is needed for securing the Binding
Updat e.

More detail ed descriptions and exanpl es using | Psec to protect

communi cati ons between the nobile node and the hone agent have been
published [12][20].
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5.

5.

2.

2.

Bi ndi ng Updates to Correspondent Nodes

The protection of Binding Updates sent to correspondent nodes does
not require the configuration of security associations or the

exi stence of an authentication infrastructure between the nobile
nodes and correspondent nodes. |Instead, a nethod called the return
routability procedure is used to ensure that the right nobile node is
sendi ng the nessage. This nethod does not protect against attackers
who are on the path between the honme network and the correspondent
node. However, attackers in such a location are capabl e of
perform ng the sanme attacks even wi thout Mbile |Pv6. The main
advantage of the return routability procedure is that it linmts the
potential attackers to those having an access to one specific path in
the Internet, and avoids forged Binding Updates from anywhere else in
the Internet. For a nore in-depth explanation of the security
properties of the return routability procedure, see Section 15.

Al so, consult [43].

The integrity and authenticity of the Binding Update nessages to
correspondent nodes are protected by using a keyed-hash al gorithm
The bi ndi ng managenent key, Kbm is used to key the hash algorithm
for this purpose. Kbmis established using data exchanged during the
return routability procedure. The data exchange is acconplished by
use of node keys, nonces, cookies, tokens, and certain cryptographic
functions. Section 5.2.5 outlines the basic return routability
procedure. Section 5.2.6 shows how the results of this procedure are
used to authorize a Binding Update to a correspondent node.

1. Node Keys

Each correspondent node has a secret key, Kcn, called the "node key",
which it uses to produce the keygen tokens sent to the nobile nodes.
The node key MJUST be a random number, 20 octets in length. The node
key allows the correspondent node to verify that the keygen tokens
used by the nobile node in authorizing a Binding Update are indeed
its own. This key MJUST NOT be shared with any other entity.

A correspondent node MAY generate a fresh node key at any tine; this
avoi ds the need for secure persistent key storage. Procedures for
optionally updating the node key are discussed later in

Section 5.2.7.
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5.2.2. Nonces

Each correspondent node al so generates nonces at regular intervals.
The nonces shoul d be generated by using a random nunber generat or
that is known to have good randommess properties [14]. A
correspondent node may use the sanme Kcn and nonce with all the nobile
nodes with which it is in conmunication

Each nonce is identified by a nonce index. Wen a new nonce is
generated, it nust be associated with a new nonce index; this may be
done, for exanple, by increnenting the value of the previous nonce
index, if the nonce index is used as an array pointer into a linear
array of nonces. However, there is no requirenent that nonces be
stored that way, or that the values of subsequent nonce indices have
any particular relationship to each other. The index value is
communi cated in the protocol, so that if a nonce is replaced by a new
nonce during the run of a protocol, the correspondent node can

di stingui sh nessages that should be checked agai nst the ol d nonce
from nmessages that should be checked agai nst the new nonce. Strictly
speaki ng, indices are not necessary in the authentication, but allow
the correspondent node to efficiently find the nonce value that it
used in creating a keygen token

Cor respondent nodes keep both the current nonce and a snall set of
valid previous nonces whose lifetine has not yet expired. Expired
val ues MJST be di scarded, and nmessages using stale or unknown indices
will be rejected.

The specific nonce index val ues cannot be used by nobile nodes to
deternmne the validity of the nonce. Expected validity tines for the
nonces val ues and the procedures for updating them are di scussed
later in Section 5.2.7.

A nonce is an octet string of any length. The recommended length is
64 bits.

5.2.3. Cooki es and Tokens

The return routability address test procedure uses cookies and keygen
tokens as opaque values within the test init and test nessages,
respectively.

o The "hone init cookie" and "care-of init cookie" are 64-bit val ues
sent to the correspondent node fromthe nobile node, and | ater
returned to the nobile node. The hone init cookie is sent in the
Home Test Init message, and returned in the Home Test nessage.

The care-of init cookie is sent in the Care-of Test Init nessage,
and returned in the Care-of Test nessage.
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o The "home keygen token" and "care-of keygen token" are 64-bit
val ues sent by the correspondent node to the nobile node via the
hone agent (via the Home Test nessage) and the care-of address (by
the Care-of Test nessage), respectively.

The mobil e node should set the hone init or care-of init cookie to a
newl y generated random nunber in every Hone or Care-of Test Init
nmessage it sends. The cookies are used to verify that the Honme Test
or Care-of Test nessage matches the Hone Test Init or Care-of Test
Init nessage, respectively. These cookies also serve to ensure that
parti es who have not seen the request cannot spoof responses.

Honme and care-of keygen tokens are produced by the correspondent node
based on its currently active secret key (Kcn) and nonces, as well as
the hone or care-of address (respectively). A keygen token is valid
as long as both the secret key (Kcn) and the nonce used to create it
are valid.

5.2.4. Cryptographic Functions

By default in this specification, the function used to conpute hash
values is SHA-1 [11], which is considered to offer sufficient
protection for Mbile IPv6 control nessages (see Section 15.10).
Message Authentication Codes (MACs) are then conputed usi ng HVAC SHAL
[1]1[211]. HMAC SHAL(K, m denotes such a MAC conputed on nessage m
with key K

5.2.5. Return Routability Procedure

The return routability procedure enabl es the correspondent node to
obtain some reasonabl e assurance that the nobile node is in fact
addressable at its clainmed care-of address as well as at its hone
address. Only with this assurance is the correspondent node able to
accept Bindi ng Updates fromthe nobile node, which would then
instruct the correspondent node to direct that nobile node’ s data
traffic to its clainmed care-of address.

This is done by testing whet her packets addressed to the two cl ai ned
addresses are routed to the nmobile node. The nobile node can pass
the test only if it is able to supply proof that it received certain
data (the "keygen tokens") that the correspondent node sends to those
addresses. These data are conbi ned by the nobile node into a binding
managenent key, denoted Kbm

The figure bel ow shows the nessage flow for the return routability
procedure.
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Mobi | e node Hone agent Cor respondent node

| Home Test Init (HoTl) | |

| Care-of Test Init (CoTl)

|

|

|

| |
|

|

|

The Hone and Care-of Test Init nessages are sent at the sane tine.
The procedure requires very little processing at the correspondent
node, and the Hone and Care-of Test nessages can be returned quickly,
perhaps nearly sinultaneously. These four nessages formthe return
routability procedure.

Home Test Init

A nobil e node sends a Hone Test Init nessage to the correspondent
node (via the hone agent) to acquire the hone keygen token. The
contents of the nessage can be sunmarized as foll ows:

* Source Address = hone address
* Destination Address = correspondent
*  Paraneters:

+ home init cookie

The Hone Test Init nessage conveys the nobile node’s hone address
to the correspondent node. The nobile node also sends along a
hone init cookie that the correspondent node nust return later
The Home Test Init nmessage is reverse tunneled through the hone
agent. (The headers and addresses related to reverse tunneling
have been omtted fromthe above di scussion of the nessage
contents.) The nobile node renenbers these cookie values to
obtai n sone assurance that its protocol nessages are being
processed by the desired correspondent node.
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Care-of Test Init

The nobil e node sends a Care-of Test Init nmessage to the
correspondent node (directly, not via the home agent) to acquire
the care-of keygen token. The contents of this nessage can be
sumari zed as foll ows:
* Source Address = care-of address
* Destination Address = correspondent
*  Paraneters:

+ care-of init cookie
The Care-of Test Init nmessage conveys the nobil e node’s care- of
address to the correspondent node. The nobil e node al so sends
along a care-of init cookie that the correspondent node nust
return later. The Care-of Test Init nessage is sent directly to
t he correspondent node.

Home Test

The Hone Test nessage is sent in response to a Hone Test Init
message. It is sent via the honme agent. The contents of the
nessage are:
* Source Address = correspondent
* Destination Address = honme address
*  Paraneters:

+ home init cookie

+ hone keygen token

+ hone nonce i ndex

When t he correspondent node receives the Home Test Init nessage,
it generates a honme keygen token as foll ows:

hone keygen token : =
First (64, HVAC SHAl (Kcn, (honme address | nonce | 0)))

where | denotes concatenation. The final "0" inside the HVAC SHAl

function is a single zero octet, used to distinguish hone and care-of
cooki es from each other.
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The hone keygen token is fornmed fromthe first 64 bits of the MAC
The honme keygen token tests that the nobile node can receive nessages
sent to its hone address. Kcn is used in the production of hone
keygen token in order to allow the correspondent node to verify that
it generated the hone and care-of nonces, w thout forcing the
correspondent node to renenber a list of all tokens it has handed
out.

The Hone Test nessage is sent to the nobile node via the home
network, where it is presuned that the hone agent will tunnel the
message to the nobile node. This nmeans that the nobile node needs to
al ready have sent a Binding Update to the hone agent, so that the
hone agent will have received and authorized the new care-of address
for the nobile node before the return routability procedure. For

i mproved security, the data passed between the hone agent and the
nmobi | e node i s nade i mmune to inspection and passive attacks. Such
protection is gained by encrypting the hone keygen token as it is
tunnel ed fromthe hone agent to the nobile node as specified in
Section 10.4.6. The security properties of this additional security
are discussed in Section 15.4.1

The hone init cookie fromthe nobile node is returned in the Hone
Test message, to ensure that the nmessage comes from a node on the
route between the hone agent and the correspondent node.
The hone nonce index is delivered to the nobile node to later all ow
the correspondent node to efficiently find the nonce value that it
used in creating the hone keygen token
Care- of Test

This message is sent in response to a Care-of Test Init nmessage.

This message is not sent via the hone agent; it is sent directly

to the nobil e node. The contents of the nmessage are:

* Source Address = correspondent

* Destination Address = care-of address

*  Paraneters:

+ care-of init cookie

+ care-of keygen token

+ care-of nonce index
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When the correspondent node receives the Care-of Test Init
nmessage, it generates a care-of keygen token as foll ows:

care-of keygen token :=
First (64, HVAC SHAl (Kcn, (care-of address | nonce | 1)))

Here, the final "1" inside the HVAC SHAL function is a single octet
contai ni ng the hex value 0x01, and is used to distinguish home and
care-of cookies fromeach other. The keygen token is formed fromthe
first 64 bits of the MAC, and sent directly to the nobile node at its
care-of address. The care-of init cookie fromthe Care-of Test Init
message is returned to ensure that the nessage cones froma node on
the route to the correspondent node.

The care-of nonce index is provided to identify the nonce used for
the care-of keygen token. The home and care-of nonce indices MAY be
the sane, or different, in the Home and Care-of Test nessages.

Wien the nobile node has received both the Hone and Care-of Test
messages, the return routability procedure is conplete. As a result
of the procedure, the nobile node has the data it needs to send a

Bi ndi ng Update to the correspondent node. The nobile node hashes the
tokens together to forma 20-octet binding key Kbm

Kbm = SHA-1 (hone keygen token | care-of keygen token)

A Bi nding Update may al so be used to delete a previously established

bi nding (Section 6.1.7). 1In this case, the care-of keygen token is
not used. Instead, the binding managenent key is generated as
fol | ows:

Kbm = SHA- 1(honme keygen t oken)

Note that the correspondent node does not create any state specific
to the nobile node, until it receives the Binding Update fromthat
nobi | e node. The correspondent node does not naintain the value for
t he bi ndi ng managenent key Kbm it creates Kbm when given the nonce
i ndi ces and the nobil e node’s addresses.

5.2.6. Authorizing Bindi ng Managenent Messages
After the nobile node has created the bindi ng managenent key (Kbn),
it can supply a verifiable Binding Update to the correspondent node.

This section provides an overview of this registration. The figure
bel ow shows the nmessage fl ow
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Mobi | e node Cor respondent node
| |
| Bi ndi ng Update (BU) |

(MAC, seg#, nonce indices, care-of address)

|
|
| Bi ndi ng Acknowl edgenment (BA) (if sent)
|
| (MAC, seg#, status) |
Bi ndi ng Update
To authorize a Binding Update, the nobile node creates a binding
managenent key Kbm from the keygen tokens as described in the
previ ous section. The contents of the Binding Update include the
fol | owi ng:
* Source Address = care-of address
* Destination Address = correspondent
*  Paraneters:

+ hone address (within the Hone Address destination option if
different fromthe Source Address)

+ sequence nunber (w thin the Binding Update nessage header)
+ hone nonce index (within the Nonce Indices option)
+ care-of nonce index (within the Nonce Indices option)

+ First (96, HVAC SHA1 (Kbm (care-of address | correspondent
| BY))

The Bi ndi ng Update contains a Nonce |Indices option, indicating to
t he correspondent node which honme and care-of nonces to use to
reconpute Kbm the binding managenent key. The MAC is conputed as
described in Section 6.2.7, using the correspondent node’s address
as the destination address and the Bi ndi ng Update nessage itself
("BU'" above) as the Mbility Header (M) Data.

Once the correspondent node has verified the MAC, it can create a
Bi ndi ng Cache entry for the nobile.
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Bi ndi ng Acknow edgenent

The Binding Update is in some cases acknow edged by the
correspondent node. The contents of the nessage are as foll ows:

* Source Address = correspondent
* Destination Address = care-of address
*  Paraneters:
+ sequence nunber (within the Binding Update nessage header)

+ First (96, HVAC SHA1 (Kbm (care-of address | correspondent
| BA)))

The Bi ndi ng Acknow edgenent contai ns the same sequence nunber as
the Binding Update. The MAC is conputed as described in

Section 6.2.7, using the correspondent node’'s address as the
destination address and the nmessage itself ("BA" above) as the MH
Dat a.

Bi ndi ngs established with correspondent nodes using keys created by
way of the return routability procedure MJUST NOT exceed
MAX_RR BI NDI NG LI FETI ME seconds (see Section 12).

The value in the Source Address field in the | Pv6 header carrying the
Bi nding Update is nornmally also the care-of address that is used in
the binding. However, a different care-of address MAY be specified
by including an Alternate Care-of Address nobility option in the

Bi ndi ng Update (see Section 6.2.5). Wen such a nessage is sent to
the correspondent node and the return routability procedure is used
as the authorization nmethod, the Care-of Test Init and Care-of Test
messages MJUST have been performed for the address in the Alternate
Car e-of Address option (not the Source Address). The nonce indices
and MAC val ue MUST be based on information gained in this test.

Bi ndi ng Updates nay al so be sent to delete a previously established
binding. In this case, generation of the bindi ng managenent key
depends excl usively on the honme keygen token and the care-of nonce
i ndex is ignored.

5.2.7. Updating Node Keys and Nonces
Correspondent nodes generate nonces at regular intervals. It is
recommended to keep each nonce (identified by a nonce index)

acceptable for at |east MAX TOKEN LI FETI ME seconds (see Section 12)
after it has been first used in constructing a return routability
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nessage response. However, the correspondent node MJST NOT accept
nonces beyond MAX NONCE LI FETI ME seconds (see Section 12) after the
first use. As the difference between these two constants is 30
seconds, a convenient way to enforce the above lifetines is to
generate a new nonce every 30 seconds. The node can then continue to
accept tokens that have been based on the last 8 (MAX NONCE LI FETI ME
/ 30) nonces. This results in tokens being acceptable
MAX_TOKEN LI FETI ME to MAX _NONCE LI FETI ME seconds after they have been
sent to the nobile node, depending on whether the token was sent at
the begi nning or end of the first 30-second period. Note that the
correspondent node may al so attenpt to generate new nonces on denand,
or only if the old nonces have been used. This is possible, as long
as the correspondent node keeps track of how long a tinme ago the
nonces were used for the first tine, and does not generate new nonces
on every return routability request.

Due to resource limtations, rapid deletion of bindings, or reboots
the correspondent node may not in all cases recognize the nonces that
the tokens were based on. |If a nonce index is unrecognized, the
correspondent node replies with an error code in the Binding

Acknowl edgenent (either 136, 137, or 138 as discussed in

Section 6.1.8). The nobile node can then retry the return
routability procedure.

An update of Kcn SHOULD be done at the sane tinme as an update of a
nonce, so that nonce indices can identify both the nonce and the key.
A d Ken values have to be therefore renenbered as |long as old nonce
val ues.

G ven that the tokens are nornmally expected to be usable for
MAX_TOKEN LI FETI ME seconds, the nobile node MAY use them beyond a
single run of the return routability procedure unti
MAX_TOKEN_LI FETI ME expires. After this the nobile node SHOULD NOT
use the tokens. A fast noving nobile node MAY reuse a recent hone
keygen token from a correspondent node when noving to a new | ocation
and just acquire a new care-of keygen token to show routability in

t he new | ocati on.

Wil e this does not save the nunber of round-trips due to the

si mul t aneous processing of home and care-of return routability tests,
there are fewer nessages being exchanged, and a potentially |ong
round-trip through the hone agent is avoided. Consequently, this
optim zation is often useful. A nobile node that has nultiple home
addresses MAY al so use the sanme care-of keygen token for Binding
Updat es concerning all of these addresses.
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5.2.8. Preventing Replay Attacks

The return routability procedure also protects the participants

agai nst repl ayed Bi ndi ng Updates through the use of the sequence
nunber and a MAC. Care nust be taken when renovi ng bindings at the
correspondent node, however. Correspondent nodes nust retain

bi ndi ngs and the associ ated sequence nunber infornation at |east as
I ong as the nonces used in the authorization of the binding are stil
valid. Alternatively, if nenory is very constrained, the
correspondent node MAY invalidate the nonces that were used for the
bi ndi ng being deleted (or sone larger group of nonces that they
belong to). This may, however, inpact the ability to accept Binding
Updates from nobil e nodes that have recently recei ved keygen tokens.
This alternative is therefore recomended only as a | ast neasure.

5.2.9. Handling Interruptions to Return Routability

In sone scenarios, such as sinultaneous nobility, where both
correspondent host and nobile host nove at the sane tine, or in the
case where the correspondent node reboots and | oses data, route
optimization may not conplete, or relevant data in the binding cache
m ght be | ost.

0 Return Routability signaling MIST be sent to the correspondent
node’s hone address if it has one (i.e., not to the correspondent
nodes care-of address if the correspondent node is also nobile).

o If Return Routability signaling timed out after MAX RO FAI LURE
attenpts, the nobile node MIST revert to sending packets to the
correspondent node’s honme address through its hone agent.

The nmobile node may run the bidirectional tunneling in parallel with

the return routability procedure until it is successful. Exponenti al
backoff SHOULD be used for retransm ssion of return routability
nessages.

The return routability procedure may be triggered by novenent of the
nmobi | e node or by sustained | oss of end-to-end conmunication with a
correspondent node (e.g., based on indications from upper |ayers)
that has been using a route optim zed connection to the nobile node.
If such indications are received, the nobile node MAY revert to
bidirectional tunneling while restarting the return routability
procedur e.
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5.3. Dynanic Home Agent Address Discovery

Dynani ¢ hone agent address di scovery has been designed for use in
depl oynents where security is not needed. For this reason, no
security solution is provided in this docunent for dynanmi c hone agent
address di scovery.

5.4. Mbile Prefix Discovery

The nmobil e node and the honme agent SHOULD use an | Psec security
association to protect the integrity and authenticity of the Mbile
Prefix Solicitations and Advertisenments. Both the nobile nodes and
the hone agents MUST support and SHOULD use the Encapsul ating
Security Payload (ESP) header in transport node with a non- NULL
payl oad aut hentication algorithmto provide data origin

aut henti cation, connectionless integrity, and optional anti-replay
protection.

5.5. Payl oad Packets

Payl oad packets exchanged with nobile nodes can be protected in the
usual manner, in the sane way as stationary hosts can protect them
However, Mobile I1Pv6 introduces the Honme Address destination option
a routing header, and tunneling headers in the payl oad packets. In
the following we define the security neasures taken to protect these,
and to prevent their use in attacks agai nst other parties.

This specification limts the use of the Honme Address destination
option to the situation where the correspondent node already has a
Bi ndi ng Cache entry for the given hone address. This avoids the use
of the Hone Address option in attacks described in Section 15. 1.

Mobile | Pv6 uses a type of routing header specific to Mbile |Pv6.
This type provides the necessary functionality but does not open
vul nerabilities discussed in Section 15.1 and RFC 5095 [45].

Tunnel s between the nobil e node and the hone agent are protected by
ensuring proper use of source addresses, and optional cryptographic
protection. The nobile node verifies that the outer |P address
corresponds to its honme agent. The hone agent verifies that the
outer I P address corresponds to the current |ocation of the nobile
node (Binding Updates sent to the hone agents are secure). The hone
agent identifies the nobile node through the source address of the

i nner packet. (Typically, this is the home address of the nobile
node, but it can also be a link-local address, as discussed in
Section 10.4.2. To recognize the latter type of addresses, the hone
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6.

6.

6.

1.

1.

agent requires that the Link-Local Address Conpatibility (L) was set
in the Binding Update.) These neasures protect the tunnels agai nst
vul nerabilities discussed in Section 15. 1.

For traffic tunneled via the hone agent, additional |Psec ESP
encapsul ati on MAY be supported and used. |f multicast group
menbership control protocols or stateful address autoconfiguration
protocol s are supported, payload data protection MUST be support ed.

New | Pv6 Protocol, Message Types, and Destination Option
Mobi ity Header

The Mobility Header is an extension header used by nobile nodes,
correspondent nodes, and hone agents in all messaging related to the
creation and managenent of bindings. The subsections within this
section describe the nessage types that may be sent using the

Mobi ity Header.

Mobi l ity Header nessages MUST NOT be sent with a type 2 routing
header, except as described in Section 9.5.4 for Binding

Acknowl edgenent. Mbbility Header nessages al so MJUST NOT be used with
a Hone Address destination option, except as described in Sections
11.7.1 and 11.7.2 for Binding Update. Binding Update List or Binding
Cache information (when present) for the destination MIST NOT be used
in sending Mbility Header nessages. That is, Mbility Header
nmessages bypass both the Binding Cache check described in

Section 9.3.2 and the Binding Update List check described in

Section 11.3.1 that are normally performed for all packets. This
appl i es even to nessages sent to or froma correspondent node that is
itself a nobile node

1. For mat

The Mobility Header is identified by a Next Header value of 135 in
the i medi ately precedi ng header, and has the follow ng fornat:

B Lt r s i i i o o T s ks S R S
| Payload Proto | Header Len | WVH Type | Reserved

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Checksum | |
B i s S S S i S S S e |
| |

Message Dat a

i S S S e i S S e s s S S S e
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Payl oad Proto

8-bit selector. |Identifies the type of header imediately
following the Mobility Header. Uses the same values as the | Pv6
Next Header field [6].

This field is intended to be used by a future extension (see
Appendi x A 1).

I mpl enent ati ons conforming to this specification SHOULD set the
payl oad protocol type to | PPROTO NONE (59 decimal).

Header Len

8-bit unsigned integer, representing the length of the Mbility
Header in units of 8 octets, excluding the first 8 octets.

The I ength of the Mbility Header MJST be a nmultiple of 8 octets.
VH Type

8-bit selector. Identifies the particular nobility nmessage in
question. Current values are specified in Section 6.1.2 and
onward. An unrecogni zed WH Type field causes an error indication
to be sent.

Reserved

8-bit field reserved for future use. The value MJST be
initialized to zero by the sender, and MJST be ignored by the
receiver.

Checksum

16-bit unsigned integer. This field contains the checksum of the
Mobility Header. The checksumis calculated fromthe octet string
consi sting of a "pseudo-header" followed by the entire Mbility
Header starting with the Payload Proto field. The checksumis the
16-bit one’'s conplenent of the one’s conplenment sumof this
string.

The pseudo- header contains |IPv6 header fields, as specified in
Section 8.1 of RFC 2460 [6]. The Next Header value used in the
pseudo- header is 135. The addresses used in the pseudo-header are
t he addresses that appear in the Source and Destination Address
fields in the 1 Pv6 packet carrying the Mbility Header.
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Note that the procedures of cal culating upper-layer checksuns
whil e away from honme described in Section 11.3.1 apply even for
the Mobility Header. |If a nobility nmessage has a Honme Address
destination option, then the checksum cal cul ati on uses the hone
address in this option as the value of the | Pv6 Source Address
field. The type 2 routing header is treated as explained in [6].

The Mobility Header is considered as the upper-|ayer protocol for
t he purposes of calculating the pseudo-header. The Upper-Layer
Packet Length field in the pseudo-header MJIST be set to the tota
I ength of the Mobility Header

For computing the checksum the checksumfield is set to zero
Message Dat a

A variable-length field containing the data specific to the
i ndi cated Mbility Header type.

Mobile | Pv6 al so defines a nunber of "nobility options" for use

wi thin these nessages; if included, any options MJST appear after the
fixed portion of the nessage data specified in this docunent. The
presence of such options will be indicated by the Header Len field
within the message. Wen the Header Len value is greater than the

Il ength required for the nessage specified here, the renmaining octets
are interpreted as nobility options. These options include padding
options that can be used to ensure that other options are aligned
properly, and that the total length of the message is divisible by 8.
The encoding and format of defined options are described in

Section 6. 2.

Ali gnnent requirenents for the Mbility Header are the sane as for
any | Pv6 protocol header. That is, they MJST be aligned on an
8- octet boundary.

6.1.2. Binding Refresh Request Message

The Bi ndi ng Refresh Request (BRR) nessage requests a nobile node to
update its nobility binding. This message is sent by correspondent
nodes according to the rules in Section 9.5.5. Wen a nobile node
recei ves a packet containing a Binding Refresh Request nessage it
processes the nessage according to the rules in Section 11.7.4.

The Bi ndi ng Refresh Request nessage uses the MH Type value 0. \When

this value is indicated in the MH Type field, the format of the
Message Data field in the Mobility Header is as follows:
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i S s sl o oI S

Reser ved |

s St S T S i o ST S S i S S R S &
Mobility Options

B s i S S T T S e T i S S S S S i 2

Reser ved

16-bit field reserved for future use. The value MJST be
initialized to zero by the sender, and MJST be ignored by the
receiver.

Mobility Options

Vari abl e-1ength field of such Iength that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The encoding
and format of defined options are described in Section 6.2. The
recei ver MJST ignore and skip any options that it does not
under st and.

There MAY be additional information, associated with this Binding
Refresh Request nessage that need not be present in all Binding
Ref resh Request nessages sent. Mobility options allow future
extensions to the format of the Binding Refresh Request nessage to
be defined. This specification does not define any options valid
for the Binding Refresh Request nessage.

If no actual options are present in this nessage, no padding is
necessary and the Header Len field will be set to O.

6.1.3. Hone Test Init Message

A nobil e node uses the Home Test Init (HoTl) nessage to initiate the
return routability procedure and request a honme keygen token froma
correspondent node (see Section 11.6.1). The Hone Test Init nmessage
uses the MH Type value 1. Wien this value is indicated in the M
Type field, the fornat of the Message Data field in the Mbility
Header is as follows:
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i S s sl o oI S

| Reserved |
s St S T S i o ST S S i S S R S &
+ Home | nit Cookie +
T S S i S S i S S S S i o

Mobility Options
|

B s S S i i i ks a ks st S S S S S S
Reserved

16-bit field reserved for future use. This value MJST be
initialized to zero by the sender, and MJST be ignored by the
receiver.

Honme I nit Cookie
64-bit field that contains a random val ue, the hone init cookie.
Mobility Options

Vari able-1ength field of such Iength that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The receiver
MUST i gnore and skip any options that it does not understand.
This specification does not define any options valid for the Hone
Test Init nmessage.

If no actual options are present in this nessage, no padding is
necessary and the Header Len field will be set to 1.

This message is tunnel ed through the home agent when the nobile node
is away from hone. Such tunneling SHOULD enpl oy | Psec ESP in tunne
node between the hone agent and the nobile node. This protection is
i ndi cated by the I Psec security policy database. The protection of
Home Test Init nmessages is unrelated to the requirenment to protect
regul ar payload traffic, which MAY use such tunnels as well

6.1.4. Care-of Test Init Message
A nobil e node uses the Care-of Test Init (CoTl) nessage to initiate

the return routability procedure and request a care-of keygen token
froma correspondent node (see Section 11.6.1). The Care-of Test
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Init nessage uses the MH Type value 2. Wen this value is indicated
in the MH Type field, the format of the Message Data field in the
Mobility Header is as follows:

B il i S S S S S T S S
| Reserved |
B s S S i i i ks a ks st S S S S S S
+ Care-of Init Cookie +
B T e o i S I i i S S N iy St S I S S

Mobility Options
|

B T e o i S I i i S S N iy St S I S S
Reser ved

16-bit field reserved for future use. The value MJST be
initialized to zero by the sender, and MJST be ignored by the
recei ver.

Care-of Init Cookie

64-bit field that contains a random val ue, the care-of init
cooki e.

Mobility Options

Vari able-1ength field of such Iength that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The receiver
MUST i gnore and skip any options that it does not understand.
This specification does not define any options valid for the
Care-of Test Init message.

If no actual options are present in this nessage, no padding is
necessary and the Header Len field will be set to 1.

6.1.5. Honme Test Message

The Hone Test (HoT) nessage is a response to the Home Test Init
nmessage, and is sent fromthe correspondent node to the nobil e node
(see Section 5.2.5). The Hone Test nessage uses the MH Type val ue 3.
When this value is indicated in the MH Type field, the format of the
Message Data field in the Mobility Header is as follows:
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B s i i T S e e s o
| Hone Nonce | ndex
B o o e S e i I S R T e i i i T S S e e

Home I nit Cookie

Honme Keygen Token

+-
L
|+- T S S s S S s St S DR S S S o
L
L—- T S S i i S S S S S el o N S
|

Mobility Options
B S S e h T el S S S S S T S S T S S S i SuI S

Honme Nonce | ndex

This field will be echoed back by the nobile node to the
correspondent node in a subsequent Bindi ng Update.

Honme I nit Cookie
64-bit field that contains the hone init cookie.
Honme Keygen Token

This field contains the 64-bit hone keygen token used in the
return routability procedure.

Mobility Options

Vari able-length field of such length that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The receiver
MJUST ignore and skip any options that it does not understand.
This specification does not define any options valid for the Hone
Test nessage.

If no actual options are present in this nessage, no padding is
necessary and the Header Len field will be set to 2.

+

+

D s i

+
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6.1.6. Care-of Test Message

The Care-of Test (CoT) nessage is a response to the Care-of Test Init
message, and is sent fromthe correspondent node to the nobile node
(see Section 11.6.2). The Care-of Test nessage uses the IH Type
value 4. Wien this value is indicated in the MH Type field, the
format of the Message Data field in the Mobility Header is as
fol | ows:

B R R S b i T it s O S S SR SR SR
| Car e-of Nonce | ndex |

i S i S S S T i i S S SR S S

Care-of Init Cookie

Car e- of Keygen Token

+-
L
|+- T I Sl S T o
L
|+- I T S T S S T S S S e
|

T+ +

Mobility Options
B T T i e e S e e e R e ale i S T S e e S e i o e sl i S T

Car e- of Nonce | ndex

This value will be echoed back by the nobile node to the
correspondent node in a subsequent Bindi ng Update.

Care-of Init Cookie
64-bit field that contains the care-of init cookie.
Car e- of Keygen Token

This field contains the 64-bit care-of keygen token used in the
return routability procedure.

Mobility Options
Vari able-1ength field of such Iength that the conplete Mbility

Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The receiver
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MUST i gnore and skip any options that it does not understand.
This specification does not define any options valid for the
Care-of Test nessage.

If no actual options are present in this nessage, no padding is
necessary and the Header Len field will be set to 2.

6.1.7. Binding Update Message

The Bi ndi ng Update (BU) nessage is used by a nobile node to notify
ot her nodes of a new care-of address for itself. Binding Updates are
sent as described in Sections 11.7.1 and 11.7. 2.

The Bindi ng Update uses the MH Type value 5. Wen this value is
indicated in the MH Type field, the format of the Message Data field
in the Mbility Header is as follows:

B ol ok ks o S S S e e e S
| Sequence # |

e S e i S i i S e ik SoiE U SN
| Al H L] K] Reserved | Lifetine |
B T o S e i oL I S e e T s T S it i S

|
Mbbility Options '

B s T s s e T o e S T ks et s oot ST S S S o S S 3
Acknowl edge (A)

The Acknowl edge (A) bit is set by the sending nobile node to
request a Bi ndi ng Acknow edgenent (Section 6.1.8) be returned upon
recei pt of the Binding Update.

Hone Registration (H)

The Hone Registration (H) bit is set by the sending nobile node to
request that the receiving node should act as this node’'s home
agent. The destination of the packet carrying this nmessage MJST
be that of a router sharing the same subnet prefix as the home
address of the nobile node in the binding.

Li nk- Local Address Conpatibility (L)
The Link-Local Address Compatibility (L) bit is set when the hone

address reported by the nobile node has the sane interface
identifier as the nobile node's Iink-1ocal address.
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Key Managenent Mobility Capability (K)

If this bit is cleared, the protocol used for establishing the

| Psec security associations between the nobile node and the hone
agent does not survive nmovenents. It nmay then have to be rerun.
(Note that the I Psec security associations thenselves are expected
to survive novenents.) |If nmanual |Psec configuration is used, the
bit MJST be cl eared.

This bit is valid only in Binding Updates sent to the honme agent,
and MUST be cleared in other Binding Updates. Correspondent nodes
MUST ignore this bit.

Reser ved

These fields are unused. They MJIST be initialized to zero by the
sender and MJST be ignored by the receiver

Sequence #

A 16-bit unsigned integer used by the receiving node to sequence
Bi ndi ng Updates and by the sending node to match a returned
Bi ndi ng Acknowl edgenent with this Binding Update.

Lifetime
16-bit unsigned integer. The nunber of time units remaining
bef ore the binding MIST be considered expired. A value of zero

i ndi cates that the Binding Cache entry for the nobile node MJST be
deleted. One time unit is 4 seconds.

Mobility Options
Vari able-1ength field of such length that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The encoding
and format of defined options are described in Section 6.2. The

recei ver MJST ignore and skip any options that it does not
under st and.

The followi ng options are valid in a Binding Update:

*  Binding Authorization Data option (this option is nandatory in
Bi ndi ng Updates sent to a correspondent node)

* Nonce Indices option

* Alternate Care-of Address option
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If no options are present in this nessage, 4 octets of padding are
necessary and the Header Len field will be set to 1

The care-of address is specified either by the Source Address field
in the I Pv6 header or by the Alternate Care-of Address option, if
present. The care-of address MJUST be a uni cast routable address.

| Pv6 Source Address MJUST be a topologically correct source address.
Bi ndi ng Updates for a care-of address that is not a unicast routable
address MJST be silently discarded.

The del etion of a binding MIST be indicated by setting the Lifetine
field to 0. |In deletion, the generation of the bindi ng nanagenent
key depends excl usively on the hone keygen token, as explained in
Section 5.2.5.

Cor respondent nodes SHOULD NOT del ete the Binding Cache entry before
the lifetinme expires, if any application hosted by the correspondent
node is still likely to require conmmunication with the nobil e node.

A Binding Cache entry that is de-allocated prematurely m ght cause
subsequent packets to be dropped fromthe nobile node, if they
contain the Hone Address destination option. This situation is
recoverabl e, since a Binding Error nmessage is sent to the nobile node
(see Section 6.1.9); however, it causes unnecessary delay in the
conmmuni cati ons.

6.1.8. Binding Acknow edgenent Message

The Bi ndi ng Acknow edgenent is used to acknow edge receipt of a
Bi ndi ng Update (Section 6.1.7). This packet is sent as described in
Sections 9.5.4 and 10. 3. 1.

The Bi ndi ng Acknowl edgenent has the MH Type value 6. Wen this val ue
is indicated in the WH Type field, the format of the Message Data
field in the Mbility Header is as follows:

B ol ok ks o S S S e e e S
| St at us | K Reserved

B Lt r s i i i o o T s ks S R S

| Sequence # | Lifetime |

B s T s s e T o e S T ks et s oot ST S S S o S S 3

| |
' Mbbility Options '

T S i S e T S S S i T S S S S SIS &
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8-bit unsigned integer indicating the disposition of the Binding

Updat e.

Val ues of the Status field | ess than 128 indicate that

the Bi ndi ng Update was accepted by the receiving node. Values
greater than or equal to 128 indicate that the Binding Update was
rejected by the receiving node. The follow ng Status val ues are
currently defined:

0

1

128

129

130

131

132

133

134

135

136

137

138

139

174

Bi ndi ng Update accepted

Accepted but prefix discovery necessary
Reason unspecifi ed

Adm ni stratively prohibited

I nsufficient resources

Hone registrati on not supported

Not home subnet

Not home agent for this nobile node
Duplicate Address Detection failed
Sequence number out of w ndow

Expi red hone nonce i ndex

Expi red care-of nonce index

Expi red nonces

Regi strati on type change di sal | owed

Invalid Care-of Address

Up-to-date values of the Status field are to be specified in the
| ANA registry of assigned nunbers [30].
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Key Managenent Mobility Capability (K)

If this bit is cleared, the protocol used by the honme agent for

establishing the | Psec security associati ons between the nobile

node and the hone agent does not survive novements. It may then
have to be rerun. (Note that the |IPsec security associations

t hensel ves are expected to survive novenents.)

Correspondent nodes MJST set the K bit to O.

Reser ved

This field is unused. It MJST be initialized to zero by the
sender and MUST be ignored by the receiver

Sequence #

The Sequence Nunber in the Bi nding Acknowl edgenent is copied from
the Sequence Nunber field in the Binding Update. It is used by
the nmobile node in matching this Binding Acknow edgenment with an
out st andi ng Bi ndi ng Updat e.

Lifetine

The granted lifetime, in tine units of 4 seconds, for which this
node SHOULD retain the entry for this nobile node in its Binding
Cache.

The value of this field is undefined if the Status field indicates
that the Binding Update was rejected.

Mobility Options

Vari able-1ength field of such length that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The encoding
and format of defined options are described in Section 6.2. The
recei ver MJST ignore and skip any options that it does not
under st and.

There MAY be additional information associated with this Binding
Acknowl edgenent that need not be present in all Binding

Acknowl edgenents sent. Mbility options allow future extensions
to the format of the Binding Acknow edgenent to be defined. The
followi ng options are valid for the Binding Acknow edgenent:
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*  Binding Authorization Data option (this option is nandatory in
Bi ndi ng Acknowl edgenents sent by a correspondent node, except
where otherwi se noted in Section 9.5.4)

* Binding Refresh Advice option

If no options are present in this nessage, 4 octets of padding are
necessary and the Header Len field will be set to 1.

6.1.9. Binding Error Message

The Binding Error (BE) nessage is used by the correspondent node to
signal an error related to nobility, such as an inappropriate attenpt
to use the Hone Address destination option w thout an existing

bi ndi ng; see Section 9.3.3 for details.

The Bi nding Error nessage uses the MH Type value 7. \Wen this val ue
is indicated in the MH Type field, the format of the Message Data
field in the Mbility Header is as follows:

R e o i Sl T S R SR
| St at us | Reserved |
B i i i S S R ih s s I S S o O S S

e s it Sl

|
+
|
Hone Address +
|
+
|
+

e i S e S o i e S S S S O R e e ol S e e
Mobility Options
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

St at us

8-bit unsigned integer indicating the reason for this nmessage.
The follow ng values are currently defined:

1 Unknown binding for Hone Address destination option

2 Unrecogni zed MH Type val ue
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Reser ved

8-bit field reserved for future use. The value MJST be
initialized to zero by the sender, and MJST be ignored by the
recei ver.

Honme Address

The honme address that was contained in the Hone Address
destination option. The nobile node uses this information to

det ermi ne whi ch bindi ng does not exist, in cases where the nobile
node has several hone addresses.

Mobility Options

Vari able-1ength field of such length that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The receiver
MUST i gnore and skip any options that it does not understand.
There MAY be additional information associated with this Binding
Error message that need not be present in all Binding Error
messages sent. Mobility options allow future extensions to the
format of the Binding Error nessage to be defined. The encoding
and format of defined options are described in Section 6.2. This
speci ficati on does not define any options valid for the Binding
Error nessage

If no actual options are present in this nessage, no padding is
necessary and the Header Len field will be set to 2.

6.2. Mbility Options

Mobil ity messages can include zero or nore mobility options. This
all ows optional fields that may not be needed in every use of a
particular Mbility Header, as well as future extensions to the
format of the nessages. Such options are included in the Message
Data field of the nessage itself, after the fixed portion of the
nmessage data specified in the nmessage subsections of Section 6. 1.

The presence of such options will be indicated by the Header Len of
the Mobility Header. |If included, the Binding Authorization Data
option (Section 6.2.7) MJST be the | ast option and MJUST NOT have
trailing padding. Oherw se, options can be placed in any order
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6.2.1. For mat

Mobility options are encoded within the remaining space of the
Message Data field of a nmobility message, using a type-I|ength-val ue
(TLV) format as follows:

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR

| Option Type | Option Length | Option Data. .
B T e o i S I i i S S N iy St S I S S

Option Type

8-bit identifier of the type of nmobility option. When processing
a Mobility Header containing an option for which the Option Type
val ue is not recognized by the receiver, the receiver MIST quietly
i gnore and skip over the option, correctly handling any renaining
options in the nessage.

Option Length
8-bit unsigned integer, representing the length in octets of the
nmobi lity option, not including the Option Type and Option Length
fields.

Option Data

A variable-length field that contains data specific to the option

The followi ng subsections specify the Option types that are currently
defined for use in the Mbility Header

| mpl enentati ons MUST silently ignore any nmobility options that they
do not under st and.

Mobility options nmay have alignnent requirenents. Follow ng the
convention in I Pv6, these options are aligned in a packet so that

mul ti-octet values within the Option Data field of each option fal

on natural boundaries (i.e., fields of width n octets are placed at
an integer multiple of n octets fromthe start of the header, for n =
1, 2, 4, or 8) [6].

6.2.2. Padl

The Padl option does not have any alignnment requirements. Its format
is as follows:
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0
01234567
R it i i s S
| Type = 0 |
i R i i i e

NOTE! the fornmat of the Padl option is a special case -- it has
nei ther Option Length nor Option Data fields.

The Padl option is used to insert one octet of padding in the
Mobility Options area of a Mobility Header. |If nore than one octet
of padding is required, the PadN option, described next, should be
used rather than nultiple Padl options.

6.2.3. PadN

The PadN option does not have any alignnment requirements. Its format
is as follows:

0 1
0123456789012345

B i T i i e S S e T o T T
| Type = 1 | Option Length | Option Data

I e T T e e S Tt s ot 2T S P

The PadN option is used to insert two or nore octets of padding in
the Mobility Options area of a nmobility nmessage. For N octets of
paddi ng, the Option Length field contains the value N-2, and the
Option Data consists of N-2 zero-valued octets. PadN Option data
MUST be ignored by the receiver.

6.2.4. Binding Refresh Advice

The Bi ndi ng Refresh Advice option has an alignnment requirenent of 2n.
Its format is as follows:

0 1 2 3
01234567890123456789012345678901
R e o i Sl T S R SR
| Type = 2 | Length = 2 |
B T e o i S I i i S S N iy St S I S S
| Refresh Interval |
s i T S e R e

The Bi nding Refresh Advice option is only valid in the Binding
Acknowl edgenent, and only on Bi ndi ng Acknow edgenents sent fromthe
nmobi | e node’ s home agent in reply to a hone registration. The
Refresh Interval is measured in units of four seconds, and indicates
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remaining tine until the nobile node SHOULD send a new hone
registration to the home agent. The Refresh Interval MJST be set to
indicate a smaller time interval than the Lifetime value of the

Bi ndi ng Acknow edgenent .

6.2.5. Alternate Care-of Address

The Alternate Care-of Address option has an alignment requirenent of
8n + 6. Its format is as follows:

0 1 2 3

01234567890123456789012345678901
B T i i S i S S e e
| Type = 3 | Length = 16

s S S S i e i i I i I T S T S S S S S S Nt S SN S

+— T+ 4

|
+
|
Al ternate Care-of Address +
|
+
|
+

T S S S s e S S T S S S e S S i

Nornal |y, a Binding Update specifies the desired care-of address in
the Source Address field of the | Pv6 header. However, this is not
possi ble in some cases, such as when the nobile node w shes to
indicate a care-of address that it cannot use as a topologically
correct source address (Sections 6.1.7 and 11.7.2) or when the used
security nechani sm does not protect the | Pv6 header (Section 11.7.1).

The Alternate Care-of Address option is provided for these
situations. This option is valid only in Binding Update. The
Alternate Care-of Address field contains an address to use as the
care-of address for the binding, rather than using the Source Address
of the packet as the care-of address.
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6.2.6. Nonce Indices

The Nonce I ndices option has an alignnent requirenent of 2n. |Its
format is as foll ows:

0 1 2 3
01234567890123456789012345678901
e T

| Type = 4 | Length = 4 |
B T T T o o S S S e i S S Tk e e Y S
| Honme Nonce | ndex | Car e-of Nonce | ndex

i S S e i S S S s s S S S S

The Nonce Indices option is valid only in the Binding Update nessage
sent to a correspondent node, and only when present together with a
Bi ndi ng Aut horization Data option. When the correspondent node

aut hori zes the Binding Update, it needs to produce hone and care-of

keygen tokens fromits stored random nonce val ues.

The Honme Nonce Index field tells the correspondent node which nonce
val ue to use when produci ng the honme keygen token

The Care-of Nonce Index field is ignored in requests to delete a
binding. Oherwise, it tells the correspondent node whi ch nonce
val ue to use when producing the care-of keygen token

6.2.7. Binding Authorization Data

The Bi ndi ng Aut horization Data option does not have alignment

requi renents as such. However, since this option nust be the |ast
mobility option, an inplicit alignment requirenent is 8n + 2. The
format of this option is as follows:

0 1 2 3
01234567890123456789012345678901
B ol ok ks o S S S e e e S
| Type = 5 | Option Length
B i T e S i i i i T S S e e S i o i I T N S

+-

| |
+ +
| Aut hent i cat or

+ +
| |
B T T i e e S e e e R e ale i S T S e e S e i o e sl i S T

The Bi ndi ng Aut horization Data option is valid in the Bi nding Update
and Bi ndi ng Acknow edgenent .
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The Option Length field contains the length of the authenticator in
octets.

The Authenticator field contains a cryptographic value that can be
used to determ ne that the nessage in question cones fromthe right
authority. Rules for calculating this value depends on the used
aut hori zati on procedure.

For the return routability procedure, this option can appear in the
Bi ndi ng Update and Bi ndi ng Acknow edgenents. Rules for calculating
the Authenticator value are the foll ow ng:

Mobility Data
Aut hent i cat or

care-of address | correspondent | MH Data
First (96, HVAC SHA1 (Kbm Mobility Data))

Where | denotes concatenation. "Care-of address" is the care-of
address that will be registered for the nobile node if the Binding
Updat e succeeds, or the hone address of the nobile node if this
option is used in de-registration. Note also that this address night
be different fromthe source address of the Binding Update nessage,
if the Alternative Care-of Address nmobility option is used, or when
the lifetime of the binding is set to zero.

The "correspondent” is the | Pv6 address of the correspondent node.
Note that, if the nessage is sent to a destination that is itself
nmobi l e, the "correspondent” address nay not be the address found in
the Destination Address field of the | Pv6 header; instead, the home
address fromthe type 2 Routing header should be used.

"MH Data" is the content of the Mbility Header, excluding the

Aut henticator field itself. The Authenticator value is calculated as
if the Checksumfield in the Mbility Header was zero. The Checksum
in the transnitted packet is still calculated in the usual nanner
with the cal cul ated Authenticator being a part of the packet
protected by the Checksum Kbmis the bindi ng managenent key, which
is typically created using nonces provided by the correspondent node
(see Section 9.4). Note that while the contents of a potential Hone
Address destination option are not covered in this forrmula, the rules
for the calculation of the Kbmdo take the hone address in account.
This ensures that the MAC will be different for different hone

addr esses.

The first 96 bits fromthe MAC result are used as the Authenticator
field.
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6.3. Hone Address Option

The Hone Address option is carried by the Destination Option

ext ensi on header (Next Header value = 60). It is used in a packet
sent by a nobile node while away from hone, to informthe recipient
of the nobile node’s hone address.

The Honme Address option is encoded in type-length-value (TLV) fornat
as follows:

0 1 2 3
01234567890123456789012345678901
I

| Option Type | Option Length
B i T e e S i i i TR S S e e i Tt RIS S T S R S

+-
| |
+ +
| |
+ Home Address +
| |
+ +
| |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
Option Type
201 = 0xC9
Option Length
8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Option Length fields. This field
MJUST be set to 16.

Honme Address

The hone address of the nobile node sending the packet. This
address MJST be a uni cast routable address.

The alignnment requirenment [6] for the Hone Address option is 8n + 6.
The three highest-order bits of the Option Type field are encoded to
i ndi cate specific processing of the option [6]; for the Hone Address

option, these three bits are set to 110. This indicates the
foll owi ng processing requirenments:
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o0 Any IPv6 node that does not recognize the Option Type nust discard
the packet, and if the packet’s Destination Address was not a
mul ti cast address, return an | CMP Paraneter Problem Code 2,
message to the packet’s Source Address. The Pointer field in the
| CMP nessage SHOULD point at the Option Type field. O herw se,
for multicast addresses, the | CVMP nessage MJUST NOT be sent.

0 The data within the option cannot change en route to the packet’s
final destination.

The Hone Address option MJST be placed as foll ows:
o0 After the routing header, if that header is present
0 Before the Fragnent Header, if that header is present

o0 Before the AH Header or ESP Header, if either one of those headers
is present

For each | Pv6 packet header, the Home Address option MJUST NOT appear
nore than once. However, an encapsul ated packet [7] MAY contain a
separate Home Address option associated with each encapsulating I P
header .

The inclusion of a Hone Address destination option in a packet

af fects the receiving node’'s processing of only this single packet.
No state is created or nodified in the receiving node as a result of
receiving a Home Address option in a packet. |In particular, the
presence of a Home Address option in a received packet MJST NOT alter
the contents of the receiver’s Binding Cache and MUST NOT cause any
changes in the routing of subsequent packets sent by this receiving
node.

6.4. Type 2 Routing Header

Mobil e | Pv6 defines a new routing header variant, the type 2 routing
header, to allow the packet to be routed directly froma
correspondent to the nobile node’s care-of address. The nobile
node’ s care-of address is inserted into the |IPv6 Destination Address
field. Once the packet arrives at the care-of address, the nobile
node retrieves its home address fromthe routing header, and this is
used as the final destination address for the packet.

The new routing header uses a different type than defined for
"regular" 1Pv6 source routing, enabling firewalls to apply different
rules to source routed packets than to Mobile IPv6. This routing
header type (type 2) is restricted to carry only one | Pv6 address.
Al'l 1 Pv6 nodes that process this routing header MJUST verify that the
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address contained within is the node’s own hone address in order to
prevent packets from being forwarded outside the node. The IP
address contained in the routing header, since it is the nobile
node’ s hone address, MJST be a unicast routabl e address.
Furthernore, if the scope of the home address is smaller than the
scope of the care-of address, the nobile node MIST di scard t he packet
(see Section 4.6).

6.4.1. Format

The type 2 routing header has the follow ng format:
B s S S i i i ks a ks st S S S S S S
| Next Header | Hdr Ext Len=2 | Routing Type=2| Segnents Left=1
R R R R e e s o S e R S S S S S S e e e e e
| Reserved
B e i ol i i i e S S S e e e T i T sl st ST O S N I S S S SR
| |
+ +
| |
+ Home Address +
| |
+ +
| |
B s S S i i i ks a ks st S S S S S S
Next Header
8-bit selector. Identifies the type of header inmmediately
followi ng the routing header. Uses the sane values as the |Pv6
Next Header field [6].

Hdr Ext Len

2 (8-bit unsigned integer); length of the routing header in
8-octet units, not including the first 8 octets.

Rout i ng Type
2 (8-bit unsigned integer).
Segnents Left

1 (8-bit unsigned integer).
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Reser ved

32-bit reserved field. The value MJUST be initialized to zero by
the sender, and MJUST be ignored by the receiver.

Honme Address
The hone address of the destination nobile node.

For a type 2 routing header, the Hdr Ext Len MJST be 2. The Segnents
Left val ue describes the nunber of route segnents remaining, i.e.
nunber of explicitly listed internediate nodes still to be visited
before reaching the final destination. Segnents Left MJUST be 1. The
ordering rules for extension headers in an | Pv6 packet are described
in Section 4.1 of RFC 2460 [6]. The type 2 routing header defined
for Mobile IPv6 follows the sane ordering as other routing headers.

I f another routing header is present along with a type 2 routing
header, the type 2 routing header should follow the other routing
header. A packet containing such nested encapsul ati on shoul d be
created as if the inner (type 2) routing header was constructed first
and then treated as an original packet by header construction process
for the other routing header.

In addition, the general procedures defined by IPv6 for routing
headers suggest that a received routing header MAY be autonatically
"reversed" to construct a routing header for use in any response
packets sent by upper-layer protocols, if the received packet is
aut henticated [6]. This MJUST NOT be done automatically for type 2
routi ng headers.

6.5. | CWP Hone Agent Address Di scovery Request Message

The |1 CvP Hone Agent Address Discovery Request nmessage is used by a
mobil e node to initiate the dynam ¢ home agent address di scovery
mechani sm as described in Section 11.4.1. The nobile node sends the
Hone Agent Address Discovery Request nessage to the Mbile | Pv6 Hone-
Agents anycast address [8] for its own hone subnet prefix. (Note
that the currently defined anycast addresses nmay not work with al
prefix lengths other than those defined in RFC 4291 [16] [37].)

0 1 2 3
01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

| Type | Code | Checksum |
T T e i i S e e R e i s i S R TR R R SR
| I dentifier | Reserved |

B S S T S S S S R T c s S S S S S S S S
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Type
144
Code
0
Checksum
The 1 QWP checksum [ 17] .
Identifier

An identifier to aid in matchi ng Hone Agent Address Di scovery
Reply messages to this Honme Agent Address Di scovery Request
nessage.

Reser ved

This field is unused. It MJIST be initialized to zero by the
sender and MJST be ignored by the receiver.

The Source Address of the Hone Agent Address Di scovery Request
message packet is typically one of the nobile node's current care-of
addresses. At the tinme of perforning this dynanic hone agent address
di scovery procedure, it is likely that the nobile node is not

regi stered with any home agent. Therefore, neither the nature of the
address nor the identity of the nobile node can be established at
this tinme. The honme agent MUST then return the Hone Agent Address

Di scovery Reply nessage directly to the Source Address chosen by the
nobi | e node.

6.6. | CWP Honme Agent Address Di scovery Reply Message
The | CVvP Hone Agent Address Discovery Reply nessage is used by a home

agent to respond to a nobile node that uses the dynam c hone agent
address di scovery nechanism as described in Section 10.5.
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0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| Type | Code | Checksum |
B T e o i S I i i S S N iy St S I S S
| I dentifier | Reserved |

I S T it S T it S S S S S S
. .
Home Agent Addresses
+ +
|+- T i S T i S i cih S SR SR

Type
145
Code
0
Checksum
The |1 QWP checksum [ 17] .

Il dentifier

The identifier fromthe invoking Hone Agent Address Di scovery
Request nessage.

Reser ved

This field is unused. It MJST be initialized to zero by the
sender and MJST be ignored by the receiver.

Home Agent Addresses
A list of addresses of home agents on the hone link for the nobile
node. The nunber of addresses presented in the list is indicated

by the remaining length of the I Pv6 packet carrying the Hone Agent
Address Di scovery Reply nessage.
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6.7. |1CVWP Mobile Prefix Solicitation Message Fornat

The 1 CVvP Mobile Prefix Solicitation nessage is sent by a nobile node
to its home agent while it is away from hone. The purpose of the
message is to solicit a Mobile Prefix Advertisenment fromthe home
agent, which will allow the nobile node to gather prefix information
about its hone network. This information can be used to configure
and update hone address(es) according to changes in prefix

i nformation supplied by the honme agent.

0 1 2 3
01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

| Type | Code | Checksum |
T T e i i S e e R e i s i S R TR R R SR
| I dentifier | Reserved |

B T e o i S I i i S S N iy St S I S S
| P Fields:
Sour ce Address
The nobil e node’ s care-of address.
Destinati on Address
The address of the nobile node’s hone agent. This hone agent nust
be on the Iink that the nobile node wishes to | earn prefix
i nformati on about.
Hop Limit

Set to an initial hop limt value, simlarly to any other unicast
packet sent by the nobil e node.

Destination Option:
A Home Address destination option MIST be included.
ESP header:

| Psec headers MJST be supported and SHOULD be used as described in
Section 5. 4.

| CVP Fi el ds:
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Type
146
Code
0
Checksum
The 1 QWP checksum [ 17] .
Identifier

An identifier to aid in matching a future Mbile Prefix
Advertisenment to this Mbile Prefix Solicitation.

Reser ved

This field is unused. It MJST be initialized to zero by the
sender and MUST be ignored by the receiver

The Mobile Prefix Solicitation nmessages may have options. These
options MJST use the option format defined in Neighbor Discovery (RFC
4861 [18]). This docunent does not define any option types for the
Mobil e Prefix Solicitation nmessage, but future docunents nmay define
new options. Home agents MJST silently ignore any options they do
not recogni ze and conti nue processing the nessage.

6.8. | CWP Mohile Prefix Advertisement Message For nat

A horme agent will send a Mdbile Prefix Advertisement to a nobil e node
to distribute prefix information about the hone link while the nobile
node is traveling away fromthe honme network. This will occur in
response to a Mobile Prefix Solicitation with an Advertisenment, or by
an unsolicited Advertisement sent according to the rules in

Section 10. 6.

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| Type | Code | Checksum

B s S S i i i ks a ks st S S S S S S
| I dentifier IMQ Reserved

R R R R e e s o S e R S S S S S S e e e e e

| Options ...

B S T S S S S S T L 2 s S S S
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I P Fields:
Sour ce Address

The hone agent’s address as the nobile node woul d expect to see it
(i.e., sanme network prefix).

Destinati on Address
If this nessage is a response to a Mobile Prefix Solicitation
this field contains the Source Address field fromthat packet.
For unsolicited nessages, the nobile node’ s care-of address SHOULD
be used. Note that unsolicited nessages can only be sent if the
nmobil e node is currently registered with the honme agent.

Rout i ng header:
A type 2 routing header MJUST be incl uded.

ESP header:

| Psec headers MJST be supported and SHOULD be used as described in
Section 5. 4.

| CWP Fi el ds:
Type

147
Code

0
Checksum

The |1 QWP checksum [ 17].
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I dentifier

An identifier to aid in matching this Mbile Prefix Advertisenent
to a previous Mbile Prefix Solicitation

M
1-bit Managed Address Configuration flag. Wien set, hosts use the
adm ni stered (stateful) protocol for address autoconfiguration in
addition to any addresses autoconfigured using statel ess address
aut oconfiguration. The use of this flag is described in [18]
[19].

O
1-bit Other Stateful Configuration flag. Wen set, hosts use the
adm ni stered (stateful) protocol for autoconfiguration of other
(non-address) infornmation. The use of this flag is described in
[18] [19].

Reserved

This field is unused. It MJIST be initialized to zero by the
sender and MJST be ignored by the receiver

The Mobile Prefix Advertisenent nessages nmay have options. These
options MJST use the option format defined in Neighbor Discovery (RFC
4861 [18]). This docunent defines one option that may be carried in
a Mobile Prefix Adverti senent nessage, but future docunments may
define new options. Mobile nodes MIST silently ignore any options
they do not recognize and continue processing the nessage.

Prefix Infornation

Each nessage contains one or nore Prefix Information options.

Each option carries the prefix(es) that the nobile node should use
to configure its hone address(es). Section 10.6 describes which
prefixes should be advertised to the nobile node.

The Prefix Information option is defined in Section 4.6.2 of

Nei ghbor Di scovery (RFC 4861 [18]), with nodifications defined in
Section 7.2 of this specification. The hone agent MJUST use this
nodi fied Prefix Information option to send honme network prefixes
as defined in Section 10.6. 1.

If the Advertisenent is sent in response to a Mobile Prefix

Solicitation, the home agent MJST copy the Identifier value fromthat
nmessage into the Identifier field of the Advertisenent.
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7.

7.

The hone agent MJUST NOT send nore than one Mobile Prefix
Advertisenent nessage per second to any nobile node.

The Mand O bits MJST be cleared if the Hone Agent DHCPv6 support is
not provided. |If such support is provided, then they are set in
concert with the hone network’s adnministrative settings.

Modi fications to | Pv6 Nei ghbor Di scovery
1. Modified Router Advertisement Message For nmat

Mobile I Pv6 nodifies the format of the Router Advertisenent nessage
[18] by the addition of a single flag bit to indicate that the router
sendi ng the Advertisenent nessage is serving as a honme agent on this
link. The format of the Router Advertisenent nessage is as follows:

0 1 2 3
01234567890123456789012345678901

T T i e i i e T e b s S S SN S
| Type | Code | Checksum |
T T e i i S e e R e i s i S R TR R R SR
| Cur Hop Limt |MOH Reserved| Router Lifetine |
B T e o i S I i i S S N iy St S I S S
| Reachabl e Tine |
e e i i e T S i S e e e R
| Retrans Ti mer |
i T i i o e e e e e e et i S S S R R SR
| Options ...

B i Tk sl i S S

This format represents the foll owi ng changes over that originally
specified for Neighbor Discovery [18]:

Home Agent (H)
The Hone Agent (H) bit is set in a Router Advertisenent to
i ndicate that the router sending this Router Advertisenent is also
functioning as a Mbile | Pv6 home agent on this |ink.

Reser ved

Reduced froma 6-bit field to a 5-bit field to account for the
addi ti on of the above bit.
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7.2. Mdified Prefix Information Option Fornat

Mobil e | Pv6 requires know edge of a router’s global address in
buil ding a Home Agents List as part of the dynanm c honme agent address
di scovery mechani sm

However, Nei ghbor Di scovery [18] only advertises a router’s |ink-
| ocal address, by requiring this address to be used as the I P Source
Address of each Router Advertisenent.

Mobil e 1 Pv6 extends Nei ghbor Discovery to allow a router to advertise
its global address, by the addition of a single flag bit in the

format of a Prefix Information option for use in Router Advertisenent
nmessages. The format of the Prefix Information option is as foll ows:

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Type | Length | Prefix Length |L|Al R Reservedl
B Lt r s i i i o o T s ks S R S

| Valid Lifetine

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Preferred Lifetine

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Reserved2

e o T i i o o O S e S ol o S S S s it SR R SR S

| |
+ +
| . |
+ Prefix +
| |
+ +
| |
B T T T o o S S S e i S S Tk e e Y S

This format represents the foll owi ng changes over that originally
specified for Neighbor D scovery [18]:

Rout er Address (R

1-bit router address flag. Wien set, indicates that the Prefix
field contains a conplete | P address assigned to the sending
router. The indicated prefix is given by the first Prefix Length
bits of the Prefix field. The router |IP address has the sane
scope and conforms to the sanme lifetime values as the advertised
prefix. This use of the Prefix field is conpatible with its use
in advertising the prefix itself, since Prefix Advertisenent uses
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only the leading bits. Interpretation of this flag bit is thus
i ndependent of the processing required for the On-Link (L) and
Aut ononous Address-Configuration (A) flag bits.

Reservedl

Reduced froma 6-bit field to a 5-bit field to account for the
addi ti on of the above bit.

In a Router Advertisenent, a hone agent MJST, and all other routers
MAY, include at |east one Prefix Information option with the Router
Address (R) bit set. Neighbor Discovery (RFC 4861 [18]) specifies
that, when including all options in a Router Advertisenent causes the
size of the Advertisement to exceed the link MU, nultiple
Advertisenents can be sent, each containing a subset of the Nei ghbor
Di scovery options. Also, when sending unsolicited nmulticast Router
Advertisenments nore frequently than the limt specified in RFC 4861
the sending router need not include all options in each of these
Advertisenents. However, in both of these cases the router SHOULD
include at least one Prefix Information option with the Router
Address (R) bit set in each such advertisenent, if this bit is set in
some advertisenent sent by the router.

In addition, the follow ng requirenent can assi st nobile nodes in
novenent detection. Barring changes in the prefixes for the link
routers that send nultiple Router Advertisenments with the Router
Address (R) bit set in some of the included Prefix Information
options SHOULD provide at |east one option and router address that
stays the sane in all of the Advertisenents.

7.3. New Advertisenent Interval Option Fornat

Mobil e | Pv6 defines a new Advertisenment Interval option, used in
Rout er Adverti senent nessages to advertise the interval at which the
sendi ng router sends unsolicited nulticast Router Advertisenents.
The format of the Advertisenent Interval option is as follows:

0 1 2 3
01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S
| Type | Length | Reserved |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

| Advertisenent Interval
B Lt r s i i i o o T s ks S R S
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Type
7
Length

8-bit unsigned integer. The length of the option (including the
type and length fields) is in units of 8 octets. The val ue of
this field MIST be 1.

Reser ved

This field is unused. It MJST be initialized to zero by the
sender and MUST be ignored by the receiver

Adverti senent Interva

32-bit unsigned integer. The naximumtine, in mlliseconds,

bet ween successive unsolicited Router Advertisenent nmessages sent
by this router on this network interface. Using the conceptua
router configuration variables defined by Nei ghbor Di scovery [18],
this field MIUST be equal to the value MaxRtrAdvl nterval, expressed
in mlliseconds.

Routers MAY include this option in their Router Advertisenents. A

nobi | e node receiving a Router Advertisenent containing this option
SHOULD utilize the specified Advertisenent Interval for that router
in its novenent detection algorithm as described in Section 11.5.1.

This option MJST be silently ignored for other Nei ghbor Discovery
nessages.

7.4. New Home Agent |nformation Option Fornat

Mobil e I Pv6 defines a new Hone Agent |nformation option, used in
Rout er Advertisenents sent by a hone agent to advertise information
specific to this router’s functionality as a hone agent. The fornat
of the Home Agent Information option is as follows:

0 1 2 3
01234567890123456789012345678901
i S S S T i i S S i i S S S S R T T

| Type | Lengt h | Reserved |
B Lt r s i i i o o T s ks S R S
| Home Agent Preference | Home Agent Lifetine

T S i o S S e i o S S e s T i S S &
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Type
8
Length

8-bit unsigned integer. The length of the option (including the
type and length fields) in units of 8 octets. The value of this
field MUST be 1.

Reser ved

This field is unused. It MJST be initialized to zero by the
sender and MUST be ignored by the receiver

Home Agent Preference

16-bit unsigned integer. The preference for the hone agent
sending this Router Advertisenment, for use in ordering the
addresses returned to a nobile node in the Home Agent Addresses
field of a Home Agent Address Discovery Reply nmessage. Higher

val ues mean nore preferable. |If this optionis not included in a
Rout er Advertisenent in which the Home Agent (H) bit is set, the
preference value for this hone agent MJST be considered to be O.
Greater values indicate a nore preferable hone agent than | ower
val ues.

The manual configuration of the Hone Agent Preference value is
described in Section 8.4. In addition, the sending hone agent NAY
dynanmically set the Hone Agent Preference value, for exanple,
basing it on the nunber of nobile nodes it is currently serving or
on its remaining resources for serving additional nobile nodes;
such dynam c settings are beyond the scope of this docunent. Any
such dynam c setting of the Hone Agent Preference, however, MJST
set the preference appropriately, relative to the default Hone
Agent Preference value of 0 that may be in use by sone hone agents
on this link (i.e., a home agent not including a Hone Agent
Information option in its Router Advertisenments will be considered
to have a Home Agent Preference val ue of 0).

Hone Agent Lifetine
16-bit unsigned integer. The lifetine associated with the hone
agent in units of seconds. The default value is the same as the

Router Lifetime, as specified in the main body of the Router
Advertisenment. The maxi num val ue corresponds to 18.2 hours. A
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val ue of 0 MUST NOT be used. The Hone Agent Lifetinme applies only
to this router’s usefulness as a hone agent; it does not apply to
i nformati on contained in other nessage fields or options.

Home agents MAY include this option in their Router Advertisements.
This option MJST NOT be included in a Router Advertisenent in which
the Hone Agent (H) bit (see Section 7.1) is not set. |If this option
is not included in a Router Advertisenment in which the Hone Agent (H)
bit is set, the lifetime for this hone agent MJST be considered to be
the sane as the Router Lifetine in the Router Advertisenent. |f

mul tiple Advertisenents are being sent instead of a single |arger
unsolicited nulticast Router Advertisenent, all of the nultiple
Advertisenents with the Router Address (R) bit set MJST include this
option with the sanme contents; otherw se, this option MJST be omitted
fromall Advertisenents.

This option MJIST be silently ignored for other Neighbor Discovery
nessages.

If both the Home Agent Preference and Hone Agent Lifetime are set to
their default values specified above, this option SHOULD NOT be
included in the Router Advertisenment nessages sent by this hone
agent .

7.5. Changes to Sending Router Advertisenents

The Nei ghbor Di scovery protocol specification [18] linmits routers to
a mninmminterval of 3 seconds between sending unsolicited multicast
Rout er Adverti senent nessages from any given network interface
(limted by MnRtrAdvinterval and MaxRtrAdvlinterval), stating that:

Routers generate Router Advertisenents frequently enough that
hosts will learn of their presence within a few ninutes, but not
frequently enough to rely on an absence of advertisenments to
detect router failure; a separate Nei ghbor Unreachability
Detection al gorithm provides failure detection

This limtation, however, is not suitable to providing tinely
novenent detection for nobile nodes. Mbobile nodes detect their own
nmovenent by | earning the presence of new routers as the nobile node
nmoves into wireless transm ssion range of them (or physically
connects to a new wired network), and by |earning that previous
routers are no |onger reachable. Mobile nodes MJST be able to

qui ckly detect when they nove to a link served by a new router, so
that they can acquire a new care-of address and send Bi ndi ng Updat es
to register this care-of address with their home agent and to notify
correspondent nodes as needed.
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One nethod that can provide for faster novenent detection is to

i ncrease the rate at which unsolicited Router Advertisenents are
sent. Mbile IPv6 relaxes this linmt such that routers MAY send
unsolicited nulticast Router Advertisenents nore frequently. This
met hod can be applied where the router is expecting to provide
service to visiting nobile nodes (e.g., wireless network interfaces),
or on which it is serving as a hone agent to one or nore nobil e nodes
(who may return home and need to hear its Advertisenents).

Rout ers supporting nmobility SHOULD be able to be configured with a
smal ler M nRtrAdvinterval value and MaxRtrAdvlinterval value to all ow
sendi ng of unsolicited nmulticast Router Advertisenents nore often
The mini mum al | owed val ues are:

o0 MnRtrAdvlnterval 0.03 seconds
o MaxRtrAdvlnterval 0.07 seconds

In the case where the mininumintervals and del ays are used, the nean
ti me between unsolicited nulticast Router Advertisements is 50 ms.
Use of these nodified linmts MJUST be configurable (see also the
configuration variable M nDel ayBetweenRas in Section 13 that nay al so
have to be nodified accordingly). Systens where these values are
avai |l abl e MJUST NOT default to them and SHOULD default to val ues
specified in Neighbor Discovery (RFC 4861 [18]). Know edge of the
type of network interface and operating environment SHOULD be taken
into account in configuring these linmts for each network interface.
This is inportant with some wireless |inks, where increasing the
frequency of nulticast beacons can cause consi derabl e over head.

Rout ers SHOULD adhere to the intervals specified in RFC 4861 [18], if
this overhead is likely to cause service degradation

Additionally, the possible |ow values of MaxRirAdvinterval may cause
some problenms with novenment detection in sone nobile nodes. To
ensure that this is not a problem Routers SHOULD add 20 ns to any
Advertisement Intervals sent in RAs that are bel ow 200 s, in order
to account for scheduling granularities on both the MN and the
router.

Note that nulticast Router Advertisenents are not always required in
certain wireless networks that have linted bandwidth. Mbility
detection or link changes in such networks nay be done at | ower

| ayers. Router advertisenents in such networks SHOULD be sent only
when solicited. 1In such networks it SHOULD be possible to disable
unsolicited nulticast Router Advertisenments on specific interfaces.
The M nRtrAdvlnterval and MaxRtrAdvinterval in such a case can be set
to sonme high val ues
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Home agents MJUST include the Source Link-Layer Address option in al
Rout er Advertisenents they send. This sinplifies the process of
returning hone, as discussed in Section 11.5.5.

Not e that according to Neighbor D scovery (RFC 4861 [18]),
AdvDefaultLifetine is by default based on the val ue of
MaxRt r Advi nterval . AdvDefaultLifetine is used in the Router Lifetine
field of Router Advertisements. Gven that this field is expressed
in seconds, a snmall MaxRtrAdvlinterval value can result in a zero
value for this field. To prevent this, routers SHOULD keep

AdvDef aultLifetine in at | east one second, even if the use of
MaxRt r Advi nterval would result in a smaller val ue

8. Requirenents for Types of |Pv6 Nodes

Mobil e | Pv6 pl aces sone special requirenents on the functions
provided by different types of IPv6 nodes. This section sunmmarizes
those requirenents, identifying the functionality each requirenent is
i ntended to support.

The requirenents are set for the follow ng groups of nodes:
o Al 1Pv6 nodes.
o Al IPv6 nodes with support for route optim zation
o Al IPv6 routers.
o Al Mbile IPv6 honme agents.
o Al Mbile IPv6 nobile nodes.
It is outside the scope of this specification to specify which of
these groups are mandatory in IPv6. W only describe what is
mandatory for a node that supports, for instance, route optim zation
O her specifications are expected to define the extent of |Pv6.

8.1. Al IPv6 Nodes
Any |1 Pv6 node may at any tine be a correspondent node of a nobile
node, either sending a packet to a nobile node or receiving a packet
froma nobile node. There are no Mbile I Pv6 specific MJST
requi renents for such nodes, and basic |IPv6 techniques are
sufficient. |If a nobile node attenpts to set up route optimn zation
with a node with only basic | Pv6 support, an ICVMP error will signal

that the node does not support such optim zations (Section 11.3.5),
and communi cations will flow through the hone agent.
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An | Pv6 node MUST NOT support the Hone Address destination option
type 2 routing header, or the Mobility Header unless it fully
supports the requirenents listed in the next sections for either
route optinization, nobile node, or hone agent functionality.

8.2. |Pv6 Nodes with Support for Route Optim zation

Nodes that inplenent route optim zation are a subset of all |Pv6
nodes on the Internet. The ability of a correspondent node to
participate in route optimzation is essential for the efficient
operation of the IPv6 Internet, for the follow ng reasons:

0 Avoidance of congestion in the honme network, and enabling the use
of | ower-performance hone agent equi prment even for supporting
t housands of nobil e nodes.

0 Reduced network | oad across the entire Internet, as nobil e devices
begin to predom nate.

0 Reduction of jitter and |latency for the comunications.

0 Geater likelihood of success for Quality of Service (QoS)
signaling as tunneling is avoi ded and, again, fewer sources of
congesti on.

o |Inproved robustness agai nst network partitions, congestion, and
ot her problens, since fewer routing path segnments are traversed

These effects conbine to enable nuch better perfornmance and

robust ness for conmuni cati ons between nmobile nodes and | Pv6
correspondent nodes. Route optim zation introduces a snmall anount of
additional state for the peers, sone additional nessaging, and up to
1.5 round-trip delays before it can be turned on. However, it is
bel i eved that the benefits far outweigh the costs in nost cases.
Section 11.3.1 di scusses how nobil e nodes may avoid route
optimization for sone of the renmining cases, such as very short-term
conmmuni cati ons.

The followi ng requirenents apply to all correspondent nodes that
support route optim zation

0 The node MJST be able to validate a Home Address option using an
exi sting Binding Cache entry, as described in Section 9.3.1.

0 The node MJST be able to insert a type 2 routing header into

packets to be sent to a nobile node, as described in
Section 9.3. 2.
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8.

3.

All
| Pv

(0]

Unl ess the correspondent node is also acting as a nobile node, it
MUST ignore type 2 routing headers and silently discard all
packets that it has received with such headers.

The node SHOULD be able to interpret |ICVMP nessages as described in
Section 9. 3. 4.

The node MJST be able to send Binding Error nessages as descri bed
in Section 9.3.3.

The node MJST be able to process Mbility Headers as described in
Section 9. 2.

The node MJST be able to participate in a return routability
procedure (Section 9.4).

The node MJST be able to process Binding Update nessages
(Section 9.5).

The node MJST be able to return a Bindi ng Acknow edgenent
(Section 9.5.4).

The node MJST be able to maintain a Binding Cache of the bindings
received in accepted Binding Updates, as described in Sections 9.1
and 9. 6.

The node SHOULD all ow route optim zation to be administratively
enabl ed or disabled. The default SHOULD be enabl ed.

Al 1Pv6 Routers

| Pv6 routers, even those not serving as a hone agent for Mbile
6, have an effect on how well nobile nodes can comuni cat e:

Every 1 Pv6 router SHOULD be able to send an Advertisement Interva
option (Section 7.3) in each of its Router Advertisenents [18], to
ai d novenent detection by nobile nodes (as in Section 11.5.1).

The use of this option in Router Advertisenments SHOULD be

confi gurabl e.

Every 1 Pv6 router SHOULD be able to support sending unsolicited
mul ti cast Router Advertisenments at the faster rate described in
Section 7.5. If the router supports a faster rate, the used rate
MJUST be confi gurable.

Each router SHOULD include at |east one prefix with the Router
Address (R) bit set and with its full IP address in its Router
Advertisenents (as described in Section 7.2).
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8. 4.

Rout ers supporting filtering packets with routing headers SHOULD
support different rules for type 0 and type 2 routing headers (see
Section 6.4) so that filtering of source routed packets (type 0)
will not necessarily Iimt Mbile IPv6 traffic that is delivered
via type 2 routing headers.

| Pv6 Honme Agents

In order for a nobile node to operate correctly while away from hone,

at least one |IPv6 router on the nobile node’'s hone |ink nust function
as a honme agent for the nobile node. The follow ng additiona
requirenents apply to all 1 Pv6 routers that serve as a hone agent:

o Every hone agent MJST be able to nmaintain an entry in its Binding

Cache for each nobile node for which it is serving as the hone
agent (Sections 10.1 and 10.3.1).

Every hone agent MJST be able to intercept packets (using proxy
Nei ghbor Di scovery [18]) addressed to a nobile node for which it
is currently serving as the home agent, on that nobile node’'s hone
link, while the nobile node is away from hone (Section 10.4.1).

Every hone agent MJST be able to encapsulate [7] such intercepted
packets in order to tunnel themto the primary care-of address for
the nobile node indicated in its binding in the hone agent’s

Bi ndi ng Cache (Section 10.4.2).

Every hone agent MJST support decapsul ating [7] reverse-tunnel ed
packets sent to it froma nobile node’s home address. Every home
agent MUST al so check that the source address in the tunnel ed
packets corresponds to the currently registered |ocation of the
nobi | e node (Section 10.4.5).

The node MJST be able to process Mbility Headers as described in
Section 10. 2.

Every hone agent MJST be able to return a Bi ndi ng Acknow edgenent
in response to a Binding Update (Section 10.3.1).

Every hone agent MJST nmintain a separate Hone Agents List for
each link on which it is serving as a hone agent, as described in
Sections 10.1 and 10.5. 1.

Every hone agent MJST be able to accept packets addressed to the
Mobi l e | Pv6 Home- Agents anycast address [8] for the subnet on
which it is serving as a home agent, and MJST be able to
participate in dynam c hone agent address di scovery

(Section 10.5).
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Every hone agent SHOULD support a configuration nmechanismto allow
a system administrator to nmanually set the value to be sent by
this home agent in the Hone Agent Preference field of the Hone
Agent Information Option in Router Advertisenments that it sends
(Section 7.4).

Every hone agent SHOULD support sending | CVP Mobile Prefix
Advertisenents (Section 6.8), and SHOULD respond to Mobile Prefix
Solicitations (Section 6.7). |If supported, this behavior MIST be
configurable, so that honme agents can be configured to avoid
sendi ng such Prefix Advertisenents according to the needs of the
network administration in the home donain.

Every hone agent MJST support | Psec ESP for protection of packets
belonging to the return routability procedure (Section 10.4.6).

Every hone agent SHOULD support the nulticast group nenbership
control protocols as described in Section 10.4.3. |If this support
i s provided, the hone agent MUST be capable of using it to
determi ne which multicast data packets to forward via the tunne
to the nobil e node.

Home agents MAY support stateful address autoconfiguration for
nobi | e nodes as described in Section 10.4. 4.

| Pv6 Mobi |l e Nodes

Finally, the followi ng requirenments apply to all |Pv6 nodes capabl e
of functioning as nobil e nodes:

(o]

(o]

The node MUST nmintain a Binding Update List (Section 11.1).

The node MUST support sendi ng packets containing a Hone Address
option (Section 11.3.1), and follow the required |IPsec interaction
(Section 11.3.2).

The node MUST be able to perform | Pv6 encapsul ation and
decapsul ation [7].

The node MJST be able to process type 2 routing header as defined
in Sections 6.4 and 11. 3. 3.

The node MUST support receiving a Binding Error nessage
(Section 11.3.6).

The node MUST support receiving |CMP errors (Section 11.3.5).
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0 The node MUST support novenent detection, care-of address
formation, and returning home (Section 11.5).

0 The node MJST be able to process Mbility Headers as described in
Section 11. 2.

0 The node MUST support the return routability procedure
(Section 11.6).

o The node MJST be able to send Binding Updates, as specified in
Sections 11.7.1 and 11.7. 2.

o The node MJST be able to receive and process Binding
Acknowl edgenents, as specified in Section 11.7.3.

0 The node MJST support receiving a Binding Refresh Request
(Section 6.1.2), by responding with a Binding Update.

0 The node MUST support receiving Mbile Prefix Advertisenents
(Section 11.4.3) and reconfiguring its hone address based on the
prefix information contained therein.

0 The node SHOULD support use of the dynam c hone agent address
di scovery nechanism as described in Section 11.4.1

0 The node MJST allow route optim zation to be adm nistratively
enabl ed or disabled. The default SHOULD be enabl ed.

o The node MAY support the nulticast address |istener part of a
mul ticast group nmenbership protocol as described in
Section 11.3.4. If this support is provided, the nobile node MJST
be able to receive tunneled nulticast packets fromthe honme agent.

0 The node MAY support stateful address autoconfiguration nechani sns
such as DHCPv6 [31] on the interface represented by the tunnel to
t he hone agent.

9. Correspondent Node Operation
9.1. Conceptual Data Structures

| Pv6 nodes with route optim zation support nmintain a Binding Cache
of bindings for other nodes. A separate Binding Cache SHOULD be

mai nt ai ned by each | Pv6 node for each of its unicast routable
addresses. The Binding Cache MAY be inplenented in any manner
consistent with the external behavior described in this document, for
exanpl e, by being conbined with the node’s Destination Cache as
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mai nt ai ned by Nei ghbor Discovery [18]. Wen sending a packet, the
Bi ndi ng Cache is searched before the Nei ghbor Di scovery conceptua
Destination Cache [18].

Each Bi ndi ng Cache entry conceptually contains the follow ng fields:

0 The hone address of the nobile node for which this is the Binding
Cache entry. This field is used as the key for searching the
Bi ndi ng Cache for the destination address of a packet being sent.

0 The care-of address for the nobile node indicated by the home
address field in this Binding Cache entry.

o Alifetime value, indicating the remaining lifetime for this
Bi ndi ng Cache entry. The lifetine value is initialized fromthe
Lifetime field in the Binding Update that created or |ast nodified
this Binding Cache entry. A correspondent node MAY sel ect a
smaller lifetinme for the Binding Cache entry, and supply that
value to the nobile node in the Bi nding Acknow edgnent nessage.

o A flag indicating whether or not this Binding Cache entry is a
hone registration entry (applicable only on nodes that support
hone agent functionality).

o The maxi mum val ue of the Sequence Nunber field received in
previous Binding Updates for this hone address. The Sequence
Number field is 16 bits Iong. Sequence Nunber val ues MJIST be
conmpared nodul o 2**16 as explained in Section 9.5.1.

0 Usage information for this Binding Cache entry. This is needed to
i mpl enent the cache replacenent policy in use in the Binding
Cache. Recent use of a cache entry al so serves as an indication
that a Binding Refresh Request should be sent when the lifetine of
this entry nears expiration

Bi ndi ng Cache entries not nmarked as hone regi strati ons MAY be
replaced at any tine by any reasonable | ocal cache replacenent policy
but SHOULD NOT be unnecessarily deleted. The Binding Cache for any
one of a node’s |Pv6 addresses may contain at nost one entry for each
nmobi | e node hone address. The contents of a node’s Bi nding Cache
MUST NOT be changed in response to a Hone Address option in a

recei ved packet.
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9.2. Processing Mbility Headers
Mobi lity Header processing MJST observe the follow ng rules:

o The checksum nmust be verified as per Section 6.1. If invalid, the
node MJST silently discard the nessage.

o The MH Type field MUST have a known val ue (Section 6.1.1).
O herwi se, the node MJUST discard the nessage and i ssue a Binding
Error message as described in Section 9.3.3, with the Status field
set to 2 (unrecogni zed MH Type val ue).

o The Payl oad Proto field MIUST be | PPROTO NONE (59 deci nal)
O herwi se, the node MJUST discard the nmessage and SHOULD send | CWP
Paraneter Problem Code 0, directly to the Source Address of the
packet as specified in RFC 4443 [17]. Thus, no Binding Cache
information is used in sending the | CMP nessage. The Pointer
field in the | CMP nmessage SHOULD point at the Payload Proto field.

0 The Header Len field in the Mbility Header MJUST NOT be | ess than
the length specified for this particular type of nessage in
Section 6.1. Oherw se, the node MIJST discard the nessage and
SHOULD send | CMP Paraneter Problem Code 0, directly to the Source
Address of the packet as specified in RFC 4443 [17]. (The Bi ndi ng
Cache information is again not used.) The Pointer field in the
| CMP nessage SHOULD point at the Header Len field.

Subsequent checks depend on the particular Mbility Header
9.3. Packet Processing

This section describes how the correspondent node sends packets to
the nmobil e node, and receives packets fromit.

9.3.1. Receiving Packets with Honme Address Option

Packets containing a Hone Address option MJST be dropped if the given
hone address is not a unicast routable address.

Mobi | e nodes can include a Hone Address destination option in a
packet if they believe the correspondent node has a Bi nding Cache
entry for the hone address of a nobile node. |f the Next Header
val ue of the Destination Qption is one of the follow ng: {50 (ESP)
51 (AH), 135 (Mobility Header)}, the packet SHOULD be processed
normal ly. Oherw se, the packet MJST be dropped if there is no
correspondi ng Bi ndi ng Cache entry. A correspondi ng Bi ndi ng Cache
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entry MJUST have the sane hone address as appears in the Hone Address
destination option, and the currently registered care-of address MJST
be equal to the source address of the packet.

If the packet is dropped due to the above tests, the correspondent
node MJST send the Binding Error nessage as described in

Section 9.3.3. The Status field in this nmessage should be set to 1
(unknown bi nding for Hone Address destination option).

The correspondent node MJUST process the option in a manner consi stent
wi th exchanging the Home Address field fromthe Honme Address option
into the I Pv6 header and replacing the original value of the Source
Address field there. After all 1Pv6 options have been processed, it
MUST be possible for upper layers to process the packet w thout the
know edge that it cane originally froma care-of address or that a
Home Address option was used.

The use of | Psec Authentication Header (AH) for the Hone Address
option is not required, except that if the | Pv6 header of a packet is
covered by AH, then the authentication MJUST al so cover the Hone
Address option; this coverage is achieved automatically by the
definition of the Option Type code for the Hone Address option, since
it indicates that the data within the option cannot change en route
to the packet’s final destination, and thus the option is included in
the AH conputation. By requiring that any authentication of the |Pv6
header al so cover the Hone Address option, the security of the Source
Address field in the I Pv6 header is not conpronised by the presence
of a Honme Address option

When attenpting to verify AH authentication data in a packet that
contains a Hone Address option, the receiving node MIST cal cul ate the
AH aut hentication data as if the following were true: the Home
Address option contains the care-of address, and the source |Pv6
address field of the | Pv6 header contains the hone address. This
conforns with the calculation specified in Section 11.3. 2.

9.3.2. Sending Packets to a Mobile Node

Bef ore sendi ng any packet, the sending node SHOULD exanine its

Bi ndi ng Cache for an entry for the destination address to which the
packet is being sent. |If the sending node has a Binding Cache entry
for this address, the sendi ng node SHOULD use a type 2 routing header
to route the packet to this nobile node (the destination node) by way
of its care-of address. However, the sending node MJUST NOT do this
in the followi ng cases:

0 When sending an | Pv6 Nei ghbor Discovery [18] packet.
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o Where otherwi se noted in Section 6. 1.

When cal cul ating authentication data in a packet that contains a type
2 routing header, the correspondent node MJST cal cul ate the AH

aut hentication data as if the following were true: the routing header
contains the care-of address, the destination | Pv6 address field of
the 1 Pv6 header contains the honme address, and the Segnents Left
field is zero. The |IPsec Security Policy Database | ookup MJST based
on the nobile node’s hone address.

For instance, assum ng there are no additional routing headers in
this packet beyond those needed by Mbile | Pv6, the correspondent
node could set the fields in the packet’'s |IPv6 header and routing
header as foll ows:

0 The Destination Address in the packet’s I Pv6 header is set to the
nmobi | e node’ s home address (the original destination address to
whi ch the packet was being sent).

0 The routing header is initialized to contain a single route
segment, containing the nobile node’s care-of address copied from
the Bi nding Cache entry. The Segnents Left field is, however,
tenporarily set to zero

The IP layer will insert the routing header before perform ng any
necessary | Psec processing. Once all |Psec processing has been
performed, the node swaps the | Pv6 destination field with the Honme
Address field in the routing header, sets the Segnents Left field to
one, and sends the packet. This ensures the AH cal culation is done
on the packet in the formit will have on the receiver after
advanci ng the routing header

Fol I owi ng the definition of a type 2 routing header in Section 6.4,
this packet will be routed to the nobil e node’'s care-of address,
where it will be delivered to the nobile node (the nobile node has
associ ated the care-of address with its network interface).

Note that follow ng the above conceptual nodel in an inplenentation
creates sonme additional requirenments for path MIU di scovery since the
| ayer that determ nes the packet size (e.g., TCP and applications
using UDP) needs to be aware of the size of the headers added by the
| P layer on the sendi ng node.

If, instead, the sending node has no Binding Cache entry for the
destination address to which the packet is being sent, the sending
node sinply sends the packet normally, with no routing header. |If
the destination node is not a nobile node (or is a nobile node that
is currently at hone), the packet will be delivered directly to this
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node and processed normally by it. |If, however, the destination node
is a nobile node that is currently away from home, the packet will be
intercepted by the nobile node’s hone agent and tunneled to the
nmobi |l e node’ s current primary care-of address.

9.3.3. Sending Binding Error Messages

Sections 9.2 and 9.3.1 describe error conditions that lead to a need
to send a Binding Error nessage.

A Binding Error nessage is sent directly to the address that appeared
in the IPv6 Source Address field of the offending packet. |If the
Source Address field does not contain a unicast address, the Binding
Error message MJST NOT be sent.

The Hone Address field in the Binding Error nmessage MJST be copi ed
fromthe Hone Address field in the Hone Address destination option of
t he of fendi ng packet, or set to the unspecified address if no such
option appeared in the packet.

Note that the | Pv6 Source Address and Hone Address field val ues
di scussed above are the values fromthe wire, i.e., before any
nmodi fications possibly performed as specified in Section 9.3.1.

Bi ndi ng Error nessages SHOULD be subject to rate linmting in the sane
manner as is done for | CWv6 nmessages [17].

9.3.4. Receiving |CW Error Messages

When the correspondent node has a Binding Cache entry for a nobile
node, all traffic destined to the nobile node goes directly to the
current care-of address of the nobile node using a routing header
Any | CVP error nmessage caused by packets on their way to the care-of
address will be returned in the normal manner to the correspondent
node.

On the other hand, if the correspondent node has no Bi nding Cache
entry for the nobile node, the packet will be routed through the
nmobi |l e node’s home link. Any |ICMP error nessage caused by the packet
on its way to the nobile node while in the tunnel, will be
transmitted to the nobile node’s hone agent. By the definition of

| Pv6 encapsulation [7], the hone agent MUST relay certain | CVP error
nmessages back to the original sender of the packet, which in this
case is the correspondent node.

Thus, in all cases, any neaningful |ICWMP error nmessages caused by

packets froma correspondent node to a nobile node will be returned
to the correspondent node. |f the correspondent node receives
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persi stent | CMP Destination Unreachabl e nessages after sending
packets to a nobile node based on an entry in its Binding Cache, the
correspondent node SHOULD del ete this Binding Cache entry. Note that
if the nobile node continues to send packets with the Home Address
destination option to this correspondent node, they will be dropped
due to the lack of a binding. For this reason it is inportant that
only persistent | CMP nessages |ead to the deletion of the Binding
Cache entry.

9.4. Return Routability Procedure

Thi s subsection specifies actions taken by a correspondent node
during the return routability procedure.

9.4.1. Receiving Honme Test Init Messages

Upon receiving a Home Test Init message, the correspondent node
verifies the foll ow ng:

0 The packet MJUST NOT include a Home Address destination option

Any packet carrying a Hone Test Init nessage that fails to satisfy
this test MIST be silently ignored.

O herwi se, in preparation for sending the correspondi ng Home Test
Message, the correspondent node checks that it has the necessary
material to engage in a return routability procedure, as specified in
Section 5.2. The correspondent node MJST have a secret Kcn and a
nonce. If it does not have this material yet, it MJST produce it
before continuing with the return routability procedure.

Section 9.4.3 specifies further processing.
9.4.2. Receiving Care-of Test Init Messages

Upon receiving a Care-of Test |Init nessage, the correspondent node
verifies the foll ow ng:

0 The packet MJUST NOT include a Home Address destination option

Any packet carrying a Care-of Test Init nmessage that fails to satisfy
this test MJST be silently ignored.

O herwi se, in preparation for sending the correspondi ng Care-of Test
Message, the correspondent node checks that it has the necessary
material to engage in a return routability procedure in the manner
described in Section 9.4.1.
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Section 9.4.4 specifies further processing.

9.4.3. Sending Honme Test Messages
The correspondent node creates a hone keygen token and uses the
current nonce index as the Home Nonce Index. It then creates a Hone
Test nmessage (Section 6.1.5) and sends it to the nobile node at the
latter’s honme address.

9.4.4. Sending Care-of Test Messages
The correspondent node creates a care-of keygen token and uses the
current nonce index as the Care-of Nonce Index. It then creates a
Care-of Test nessage (Section 6.1.6) and sends it to the nobile node
at the latter’'s care-of address.

9.5. Processing Bindings

This section explains how the correspondent node processes nessages
related to bindings. These nessages are:

0o Binding Update
0o Binding Refresh Request
o Bindi ng Acknow edgenent
o Binding Error
9.5.1. Receiving Binding Updates

Bef ore accepting a Binding Update, the receiving node MIST validate
t he Bindi ng Update according to the follow ng tests:

0o The packet MUIST contain a unicast routable hone address, either in
the Hone Address option or in the Source Address, if the Home
Address option is not present.

0 The Sequence Nunber field in the Binding Update is greater than
t he Sequence Nunber received in the previous valid Bi nding Update
for this hone address, if any.

If the receiving node has no Binding Cache entry for the indicated

hone address, it MJST accept any Sequence Nunber value in a
recei ved Binding Update fromthis nobil e node.
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Thi s Sequence Nunber conparison MJUST be perforned nodul o 2**16,
i.e., the nunber is a free running counter represented nodul o
65536. A Sequence Number in a received Binding Update is
considered less than or equal to the last received nunmber if its
value lies in the range of the last received nunber and the
precedi ng 32768 val ues, inclusive. For exanple, if the |ast
recei ved sequence nunber was 15, then nessages w th sequence
numbers O through 15, as well as 32783 through 65535, would be
consi dered | ess than or equal

When the Hone Registration (H) bit is not set, the following are al so
required:

o0 A Nonce Indices nobility option MUST be present, and the Honme and
Care-of Nonce Index values in this option MJST be recent enough to
be recogni zed by the correspondent node. (Care-of Nonce | ndex
val ues are not inspected for requests to delete a binding.)

0 The correspondent node MJST re-generate the honme keygen token and
the care-of keygen token fromthe information contained in the
packet. It then generates the bindi ng managenent key Kbm and uses
it to verify the authenticator field in the Binding Update as
specified in Section 6.1.7.

0 The Binding Authorization Data nobility option MJST be present,
and its contents MJUST satisfy rules presented in Section 5.2.6.
Note that a care-of address different fromthe Source Address MAY
have been specified by including an Alternate Care-of Address
mobility option in the Binding Update. Wen such a nessage is
received and the return routability procedure is used as an
aut hori zati on nethod, the correspondent node MJUST verify the
aut henticator by using the address within the Alternate Care-of
Address in the cal cul ations.

o The Binding Authorization Data nobility option MIST be the | ast
option and MJUST NOT have trailing padding.

If the Home Registration (H) bit is set, the Nonce Indices nobility
option MUST NOT be present.

If the nobil e node sends a sequence nunber that is not greater than

t he sequence nunber fromthe last valid Binding Update for this hone
address, then the receiving node MUST send back a Binding

Acknowl edgenent with status code 135, and the | ast accepted sequence
nunber in the Sequence Nunber field of the Binding Acknow edgenent.
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If a binding already exists for the given hone address and the hone
registration flag has a different value than the Hone Registration
(H bit in the Binding Update, then the receiving node MJST send back
a Bi ndi ng Acknow edgenent with status code 139 (registration type
change disallowed). The hone registration flag stored in the Binding
Cache entry MUST NOT be changed.

If the receiving node no | onger recogni zes the Home Nonce | ndex
val ue, Care-of Nonce Index value, or both values fromthe Binding
Update, then the receiving node MIUST send back a Binding

Acknowl edgenent with status code 136, 137, or 138, respectively.

Packets carrying Binding Updates that fail to satisfy all of these
tests for any reason other than insufficiency of the Sequence Number,
regi stration type change, or expired nonce index values, MJST be
silently discarded.

If the Binding Update is valid according to the tests above, then the
Bi ndi ng Update is processed further as foll ows:

0 The Sequence Nunber value received froma nobile node in a Binding
Update is stored by the receiving node in its Binding Cache entry
for the given hone address.

o If the Lifetinme specified in the Binding Update is not zero, then
this is a request to cache a binding for the hone address. |If the
Home Registration (H) bit is set in the Binding Update, the
Bi ndi ng Update is processed according to the procedure specified
in Section 10.3.1; otherwise, it is processed according to the
procedure specified in Section 9.5. 2.

o If the Lifetinme specified in the Binding Update is zero, then this
is a request to delete the cached binding for the hone address.
In this case, the Binding Update MJUST include a valid home nonce
i ndex, and the care-of nonce index MJST be ignored by the
correspondent node. The generation of the bindi ng nanagenent key
depends then exclusively on the hone keygen token (Section 5.2.5).
If the Home Registration (H) bit is set in the Binding Update, the
Bi ndi ng Update is processed according to the procedure specified
in Section 10.3.2; otherwise, it is processed according to the
procedure specified in Section 9.5.3.

The specified care-of address MJST be deternined as foll ows:

o If the Alternate Care-of Address option is present, the care-of
address is the address in that option.
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9.

5.

0 Oherwi se, the care-of address is the Source Address field in the
packet’s | Pv6 header.

The hone address for the binding MIST be determnined as foll ows:

o |If the Honme Address destination option is present, the hone
address is the address in that option.

0 Oherw se, the hone address is the Source Address field in the
packet’s | Pv6 header.

2. Requests to Cache a Binding

This section describes the processing of a valid Binding Update that
requests a node to cache a binding, for which the Honme Registration
(H bit is not set in the Binding Update.

In this case, the receiving node SHOULD create a new entry inits

Bi ndi ng Cache for this hone address, or update its existing Binding
Cache entry for this honme address, if such an entry already exists.
The lifetime for the Binding Cache entry is initialized fromthe
Lifetime field specified in the Binding Update, although this
lifetime MAY be reduced by the node caching the binding; the lifetine
for the Binding Cache entry MJUST NOT be greater than the Lifetine

val ue specified in the Binding Update. Any Binding Cache entry MJST
be deleted after the expiration of its lifetine.

Note that if the nobile node did not request a Binding

Acknowl edgenent, then it is not aware of the selected shorter
lifetinme. The nobile node may thus use route optinization and send
packets with the Hone Address destination option. As discussed in
Section 9.3.1, such packets will be dropped if there is no binding.
This situation is recoverable, but can cause tenporary packet |o0ss.

The correspondent node MAY refuse to accept a new Binding Cache entry
if it does not have sufficient resources. A new entry MAY al so be
refused if the correspondent node believes its resources are utilized
nmore efficiently in some other purpose, such as serving another
nobi |l e node wi th higher amount of traffic. |In both cases the
correspondent node SHOULD return a Bi ndi ng Acknow edgenent with
status val ue 130.

9.5.3. Requests to Delete a Binding

This section describes the processing of a valid Binding Update that
requests a node to delete a binding when the Home Registration (H)
bit is not set in the Binding Update.
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Any existing binding for the given hone address MJST be deleted. A
Bi ndi ng Cache entry for the honme address MJUST NOT be created in
response to receiving the Bindi ng Update.

If the Binding Cache entry was created by use of return routability
nonces, the correspondent node MJST ensure that the sane nonces are

not used again with the particular hone and care-of address. |If both
nonces are still valid, the correspondent node has to renenber the
particul ar conbi nati on of nonce indices, addresses, and sequence
nunber as illegal until at |east one of the nonces has becone too

ol d.

9.5.4. Sending Binding Acknow edgenent s

A Bi ndi ng Acknow edgenent may be sent to indicate receipt of a
Bi ndi ng Update as fol |l ows:

o |If the Binding Update was discarded as described in Sections 9.2
or 9.5.1, a Binding Acknow edgenment MJST NOT be sent. Oherw se,
the treatnent depends on the follow ng rules.

o |If the Acknowl edge (A) bit is set in the Binding Update, a Binding
Acknowl edgenent MUST be sent. Oherw se, the treatnment depends on
the next rule.

o |If the node rejects the Binding Update due to an expired nonce
i ndex, sequence nunber being out of w ndow (Section 9.5.1), or
i nsufficiency of resources (Section 9.5.2), a Binding
Acknow edgenent MUST be sent. |If the node accepts the Binding
Updat e, the Binding Acknow edgenent SHOULD NOT be sent.

If the node accepts the Binding Update and creates or updates an
entry for this binding, the Status field in the Binding

Acknowl edgenent MUST be set to a value less than 128. O herw se, the
Status field MIST be set to a value greater than or equal to 128

Val ues for the Status field are described in Section 6.1.8 and in the
| ANA registry of assigned nunbers [30].

If the Status field in the Binding Acknow edgenent contains the val ue
136 (expired hone nonce index), 137 (expired care-of nonce index), or
138 (expired nonces), then the nmessage MJST NOT incl ude the Binding
Aut hori zation Data nobility option. Oherw se, the Binding

Aut hori zation Data nobility option MJUST be included, and MJST neet
the specific authentication requirements for Bindi ng Acknow edgenent s
as defined in Section 5. 2.
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If the Source Address field of the | Pv6 header that carried the

Bi ndi ng Update does not contain a unicast address, the Binding
Acknowl edgenent MUST NOT be sent and the Binding Update packet MJIST
be silently discarded. Oherw se, the acknow edgenent MJST be sent
to the Source Address. Unlike the treatnent of regul ar packets, this
addr essi ng procedure does not use infornmation fromthe Binding Cache.
However, a routing header is needed in sone cases. |f the Source
Address is the hone address of the nobile node, i.e., the Binding
Update did not contain a Home Address destination option, then the

Bi ndi ng Acknowl edgenment MJST be sent to that address and the routing
header MUST NOT be used. Oherw se, the Binding Acknow edgenment MJST
be sent using a type 2 routing header that contains the nobile node's
home address.

9.5.5. Sending Binding Refresh Requests

If a Binding Cache entry being deleted is still in active use when
sendi ng packets to a nobile node, then the next packet sent to the
nmobil e node will be routed nornally to the nobile node’s hone |ink
Conmmuni cation with the nobil e node continues, but the tunneling from
the home network creates additional overhead and latency in
delivering packets to the nobile node

If the sender knows that the Binding Cache entry is still in active
use, it MAY send a Binding Refresh Request nessage to the nobile node
in an attenpt to avoid this overhead and | atency due to deleting and
recreating the Binding Cache entry. This nessage is always sent to
the hone address of the nobile node.

The correspondent node MAY retransmit Bi ndi ng Refresh Request
nmessages as long as the rate linmtation is applied. The
correspondent node MJUST stop retransmitting when it receives a
Bi ndi ng Updat e.

9.6. Cache Repl acenent Policy

Conceptual ly, a node nmintains a separate tinmer for each entry inits
Bi ndi ng Cache. \When creating or updating a Binding Cache entry in
response to a received and accepted Bi nding Update, the node sets the
timer for this entry to the specified Lifetinme period. Any entry in
a node’s Binding Cache MJUST be deleted after the expiration of the
Lifetime specified in the Binding Update fromwhich the entry was
created or |ast updated.

Each node’'s Binding Cache will, by necessity, have a finite size. A

node MAY use any reasonable local policy for managi ng the space
within its Binding Cache.
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10.

10.

A node MAY choose to drop any entry already in its Binding Cache in
order to nake space for a new entry. For exanple, a "least-recently
used" (LRU) strategy for cache entry replacenent anong entries should
work wel I, unless the size of the Binding Cache is substantially
insufficient. Wen entries are deleted, the correspondent node MJST
follow the rules in Section 5.2.8 in order to guard the return
routability procedure against replay attacks.

If the node sends a packet to a destination for which it has dropped
the entry fromits Binding Cache, the packet will be routed through
the mobil e node’s home link. The nobile node can detect this and
establish a new binding if necessary.

However, if the nobile node believes that the binding still exists,
it may use route optimzation and send packets with the Home Address
destination option. This can create tenporary packet |oss, as

di scussed earlier, in the context of binding lifetine reductions
perfornmed by the correspondent node (Section 9.5.2).

Home Agent Operation
1. Conceptual Data Structures
Each honme agent MUST nmintain a Binding Cache and Hone Agents List.

The rules for maintaining a Binding Cache are the same for hone
agents and correspondent nodes and have al ready been described in
Section 9. 1.

The Hone Agents List is naintained by each hone agent, recording

i nfornmati on about each router on the sanme link that is acting as a
hone agent. This list is used by the dynanic hone agent address

di scovery nmechanism A router is known to be acting as a honme agent,
if it sends a Router Advertisenment in which the Home Agent (H) bit is
set. When the lifetinme for a list entry (defined bel ow) expires,

that entry is renoved fromthe Hone Agents List. The Hone Agents
List is simlar to the Default Router List conceptual data structure
mai nt ai ned by each host for Neighbor Discovery [18]. The Hone Agents
Li st MAY be inplenented in any manner consistent with the externa
behavi or described in this docunent.

Each honme agent nmintains a separate Hone Agents List for each link
on which it is serving as a hone agent. A new entry is created or an
existing entry is updated in response to receipt of a valid Router
Advertisenent in which the Hone Agent (H) bit is set. Each Home
Agents List entry conceptually contains the follow ng fields:
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o The link-local IP address of a honme agent on the link. This
address is |l earned through the Source Address of the Router
Advertisenents [18] received fromthe router

0 One or nore global IP addresses for this hone agent. @ oba
addresses are | earned through Prefix Information options with the
Rout er Address (R) bit set and received in Router Advertisenents
fromthis Iink-1ocal address. @G obal addresses for the router in
a Hone Agents List entry MJST be del eted once the prefix
associated with that address is no longer valid [18].

0o The remaining lifetime of this Home Agents List entry. |If a Hone
Agent Information Option is present in a Router Advertisenent
received froma home agent, the lifetime of the Home Agents List
entry representing that hone agent is initialized fromthe Hone
Agent Lifetime field in the option (if present); otherw se, the
lifetime is initialized fromthe Router Lifetine field in the
recei ved Router Advertisenent. |f Home Agents List entry lifetine
reaches zero, the entry MJST be del eted fromthe Hone Agents List.

o The preference for this home agent; higher values indicate a nore
preferabl e home agent. The preference value is taken fromthe
Home Agent Preference field in the received Router Advertisenent,
if the Router Advertisenent contains a Hone Agent |nformation
Option and is otherwise set to the default value of 0. A hone
agent uses this preference in ordering the Hone Agents List when
it sends an | CMP Honme Agent Address Di scovery nessage.

2. Processing Mbility Headers

Al'l 1 Pv6 hone agents MJUST observe the rules described in Section 9.2
when processing Mbility Headers.

3. Processing Bindi ngs
3.1. Primary Care-of Address Registration

When a node receives a Binding Update, it MJST validate it and
determine the type of Binding Update according to the steps described
in Section 9.5.1. Furthernore, it MJST authenticate the Binding
Update as described in Section 5.1. An authorization step specific
for the hone agent is also needed to ensure that only the right node
can control a particular hone address. This is provided through the
hone address unequivocally identifying the security association that
nmust be used.
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This section describes the processing of a valid and authorized
Bi ndi ng Update when it requests the registration of the nobile node’s
primary care-of address.

To begin processing the Binding Update, the home agent MJST perform
the followi ng sequence of tests:

o |f the node inplenents only correspondent node functionality, or
has not been configured to act as a hone agent, then the node MJST
reject the Binding Update. The node MJST al so return a Binding
Acknowl edgenent to the nobile node, in which the Status field is
set to 131 (hone registration not supported).

o Else, if the honme address for the binding (the Honme Address field
in the packet’s Hone Address option) is not an on-link |IPv6
address with respect to the hone agent’s current Prefix List, then
the hone agent MJST reject the Binding Update and SHOULD return a
Bi ndi ng Acknowl edgenent to the nobile node, in which the Status
field is set to 132 (not hone subnet).

o Else, if the home agent chooses to reject the Binding Update for
any other reason (e.g., insufficient resources to serve another
nmobi | e node as a hone agent), then the hone agent SHOULD return a
Bi ndi ng Acknowl edgenent to the nobile node, in which the Status
field is set to an appropriate value to indicate the reason for
the rejection.

0 A Honme Address destination option MIST be present in the nessage.
It MUST be validated as described in Section 9.3.1 with the
following additional rule. The Binding Cache entry existence test
MUST NOT be done for |Psec packets when the Hone Address option
contai ns an address for which the receiving node could act as a
hone agent.

I f hone agent accepts the Binding Update, it MJST then create a new
entry in its Binding Cache for this nobile node or update its

exi sting Binding Cache entry, if such an entry already exists. The
Home Address field as received in the Home Address option provides
t he honme address of the nobil e node.

The hone agent MJST mark this Binding Cache entry as a hone
registration to indicate that the node is serving as a hone agent for
this binding. Binding Cache entries nmarked as a hone registration
MJUST be excluded fromthe normal cache replacement policy used for
the Binding Cache (Section 9.6) and MJUST NOT be renoved fromthe

Bi ndi ng Cache until the expiration of the Lifetinme period.
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Unl ess this honme agent already has a binding for the given honme
address, the home agent MJST perform Duplicate Address Detection [19]
on the nobile node’s honme |ink before returning the Binding

Acknowl edgenent. This ensures that no other node on the home |ink
was using the nobile node’s honme address when the Bi ndi ng Update
arrived. |If this Duplicate Address Detection fails for the given
hone address or an associated link |ocal address, then the hone agent
MUST reject the conplete Binding Update and MJUST return a Bi ndi ng
Acknowl edgenment to the nobile node, in which the Status field is set
to 134 (Duplicate Address Detection failed). Wen the hone agent
sends a successful Binding Acknow edgenent to the nobile node, the
hone agent assures to the nobile node that its address(es) will be
kept uni que by the home agent for as long as the lifetinme was granted
for the binding.

The specific addresses, which are to be tested before accepting the
Bi nding Update and | ater to be defended by perform ng Duplicate
Address Detection, depend on the setting of the Link-Local Address
Compatibility (L) bit, as follows:

0 L=0: Defend only the given address. Do not derive a link-loca
addr ess.

0 L=1: Defend both the given non link-1ocal unicast (hone) address
and the derived link-local. The link-local address is derived by
replacing the subnet prefix in the nobile node’s hone address with
the link-local prefix.

The lifetinme of the Binding Cache entry depends on a nunber of
factors:

o The lifetinme for the Binding Cache entry MJST NOT be greater than
the Lifetinme value specified in the Binding Update.

o The lifetime for the Binding Cache entry MIJST NOT be greater than
the remaining valid lifetine for the subnet prefix in the nobile
node’ s honme address specified with the Binding Update. The
remaining valid lifetime for this prefix is determ ned by the hone
agent based on its own Prefix List entry [18].

The remaining preferred lifetime SHOULD NOT have any inpact on the
lifetinme for the Binding Cache entry.

The honme agent MJST renove a binding when the valid lifetime of
the prefix associated with it expires.

Perkins, et al. St andards Track [ Page 92]



RFC 6275 Mobi lity Support in |Pve July 2011

(o]

The hone agent MAY further decrease the specified lifetime for the
bi ndi ng, for exanple, based on a local policy. The resulting
lifetime is stored by the hone agent in the Binding Cache entry,
and this Binding Cache entry MJIST be deleted by the honme agent
after the expiration of this lifetine.

Regardl ess of the setting of the Acknow edge (A) bit in the Binding
Updat e, the home agent MJST return a Bindi ng Acknow edgenent to the
nobi | e node constructed as foll ows:

(o]

The Status field MIST be set to a value indicating success. The
value 1 (accepted but prefix discovery necessary) MJST be used if
the subnet prefix of the specified hone address is deprecated, or
becones deprecated during the lifetine of the binding, or becones
invalid at the end of the lifetime. The value 0 MJUST be used
otherwi se. For the purposes of conparing the binding and prefix
lifetimes, the prefix lifetines are first converted into units of
four seconds by ignoring the two |least significant bits.

The Key Managenent Mbility Capability (K) bit is set if the
following conditions are all fulfilled, and cl eared otherwi se:

* The Key Managenment Mobility Capability (K) bit was set in the
Bi ndi ng Updat e.

* The | Psec security associations between the nobil e node and the
home agent have been established dynanically.

* The home agent has the capability to update its endpoint in the
used key managenent protocol to the new care-of address every
time it noves.

Dependi ng on the final value of the bit in the Binding
Acknowl edgenent, the home agent SHOULD performthe foll ow ng
actions:

K=0
Di scard key nanagenent connections, if any, to the old care-of
address. If the nobile node did not have a binding before
sendi ng this Binding Update, discard the connections to the
home addr ess.

K=1

Move the peer endpoint of the key managenment protoco
connection, if any, to the new care-of address.
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0 The Sequence Nunber field MJST be copied fromthe Sequence Nunber
given in the Binding Update.

o The Lifetinme field MIST be set to the remaining lifetime for the
bi ndi ng as set by the home agent in its home registration Binding
Cache entry for the nobile node, as described above.

o |If the home agent stores the Binding Cache entry in nonvolatile
storage, then the Binding Refresh Advice nobility option MJST be
omtted. Oherw se, the hone agent MAY include this option to
suggest that the nobile node refreshes its binding before the
actual lifetinme of the binding ends.

If the Binding Refresh Advice nobility option is present, the
Refresh Interval field in the option MIST be set to a value |ess
than the Lifetinme value being returned in the Binding

Acknowl edgenent. This indicates that the nobile node SHOULD
attenpt to refresh its hone registration at the indicated shorter
interval. The hone agent MJST still retain the registration for
the Lifetinme period, even if the nobile node does not refresh its
registration within the Refresh peri od.

The rules for selecting the Destination |IP address (and possibly
routi ng header construction) for the Binding Acknow edgenent to the
nobi |l e node are the same as in Section 9.5.4.

In addition, the home agent MJUST follow the procedure defined in
Section 10.4.1 to intercept packets on the nobile node’'s hone |ink
addressed to the nobile node, while the honme agent is serving as the
hone agent for this nobile node. The honme agent MJST al so be
prepared to accept reverse-tunnel ed packets fromthe new care- of
address of the nobile node, as described in Section 10.4.5. Finally,
the hone agent MJST al so propagate new honme network prefixes, as
described in Section 10.6.

3.2. Primary Care-of Address De-Registration

A binding my need to be de-registered when the nobile node returns
hone or when the nobile node knows that it will not have any care-of
addresses in the visited network.

A Binding Update is validated and authorized in the nmanner descri bed
in the previous section; note that when the nobile node de-registers
when it is at home, it MAY choose to onit the Home Address
destination option, in which case the nobile node’s hone address is
the source | P address of the de-registration Binding Update. This
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section describes the processing of a valid Binding Update that
requests the receiving node to no | onger serve as its honme agent, de-
registering its primary care-of address.

To begin processing the Binding Update, the home agent MJST perform
the follow ng test:

o |If the receiving node has no entry narked as a hone registration
inits Binding Cache for this nobile node, then this node MJST
reject the Binding Update and SHOULD return a Bindi ng
Acknowl edgenent to the nobile node, in which the Status field is
set to 133 (not hone agent for this nobile node).

If the home agent does not reject the Binding Update as described
above, then the home agent MJST return a Bi ndi ng Acknow edgenent to
the nobil e node, constructed as foll ows:

0 The Status field MIUST be set to a value 0, indicating success.

0 The Key Managenent Mbility Capability (K) bit is set or cleared
and actions based on its value are perfornmed as described in the
previ ous section. The nobile node’s honme address is used as its
new care-of address for the purposes of noving the key managenent
connection to a new endpoi nt.

0 The Sequence Nunber field MJST be copied fromthe Sequence Nunber
given in the Binding Update.

o The Lifetinme field MIST be set to zero.
o The Binding Refresh Advice nobility option MJUST be omitted.

The rules for selecting the Destination |IP address (and, if required,
routi ng header construction) for the Binding Acknow edgenent to the
nmobi | e node are the sane as in the previous section. Wen the Status
field in the Binding Acknow edgenent is greater than or equal to 128
and the Source Address of the Binding Update is on the hone link, and
t he Binding Update cane froma nobile node on the same |ink, the hone
agent MJUST send it to the nobile node’s link-layer address (retrieved
either fromthe Binding Update or through Nei ghbor Solicitation).

When a nobil e node sends a Binding Update to refresh the binding from
the visited link and soon after noves to the home Iink and sends a
de-regi stration Binding Update, a race condition can happen if the
first Binding Update gets delayed. The delayed Bi ndi ng Update can
cause the hone agent to create a new Binding Cache entry for a nobile
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node that had just attached to the hone link and successfully del eted
the binding. This would prevent the nobile node fromusing its hone
address fromthe hone |ink.

In order to prevent this, the home agent SHOULD NOT renove the

Bi ndi ng Cache entry innediately after receiving the de-registration
Bi ndi ng Update fromthe nobile node. |t SHOULD nmark the Binding
Cache entry as invalid, and MJUST stop intercepting packets on the
nobi |l e node’s hone link that are addressed to the nobile node
(Section 10.4.1). The hone agent should wait for

MAX_DELETE _BCE_TI MEQUT (Section 12) seconds before renpving the

Bi ndi ng Cache entry conpletely. |In the scenario described above, if
the hone agent receives the del ayed Binding Update that the nobile
node sent fromthe visited link, it would reject the nessage since

t he sequence nunber woul d be less than the |ast received de-

regi stration Binding Update fromthe honme |ink. The home agent woul d
then send a Bi ndi ng Acknow edgnent with status ' 135 (Sequence nunber
out of window) to the care-of address on the visited link. The
nmobi | e node can continue using the hone address fromthe hone |ink

4. Packet Processing
4.1. Intercepting Packets for a Mbile Node

While a node is serving as the hone agent for a nobile node it MJST
attenpt to intercept packets on the nobile node’'s home link that are
addressed to the nobil e node.

In order to do this, when a node begins serving as the hone agent it
MUST have perfornmed Duplicate Address Detection (as specified in
Section 10.3.1), and subsequently it MJST nmulticast onto the hone
Iink a Neighbor Advertisenent nmessage [18] on behalf of the nobile
node. For the hone address specified in the Binding Update, the hone
agent sends a Nei ghbor Advertisenent nessage [18] to the all-nodes
mul ti cast address on the hone link to advertise the hone agent’s own
link-layer address for this I P address on behal f of the nobile node.
I f the Link-Layer Address Conpatibility (L) flag has been specified
in the Binding Update, the honme agent MJUST do the sane for the |ink-
| ocal address of the nobile node.

Al'l fields in each Neighbor Advertisenent nessage SHOULD be set in
the sane way they would be set by the nobile node if it was sending
this Nei ghbor Advertisenent [18] while at hone, with the follow ng
exceptions:

0 The Target Address in the Neighbor Advertisenment MJST be set to
the specific I P address for the nobile node.
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0 The Advertisement MJST include a Target Link-layer Address option
speci fying the hone agent’s |ink-Iayer address.

0 The Router (R) bit in the Adverti senent MJST be set to zero.

0o The Solicited (S) flag in the Adverti sement MJUST NOT be set, since
it was not solicited by any Nei ghbor Solicitation

o0 The Override (O flag in the Advertisenment MJST be set, indicating
that the Advertisement SHOULD override any existing Nei ghbor Cache
entry at any node receiving it.

0 The Source Address in the | Pv6 header MUST be set to the hone
agent’s | P address on the interface used to send the
adverti senment.

Any node on the honme |link that receives one of the Nei ghbor
Advertisenent nessages (described above) will update its Nei ghbor
Cache to associate the nobile node’'s address with the hone agent’s
link-layer address, causing it to transnit any future packets
normal ly destined to the nobile node to the nobil e node’'s home agent.
Since nulticasting on the local link (such as Ethernet) is typically
not guaranteed to be reliable, the honme agent MAY retransnmit this

Nei ghbor Adverti senent nessage up to MAX NElI GHBOR _ADVERTI SEMENT (see
[18]) times to increase its reliability. It is still possible that
sone nodes on the home Iink will not receive any of the Nei ghbor
Advertisenents, but these nodes will eventually be able to detect the
i nk-1ayer address change for the nobile node’ s address through use
of Nei ghbor Unreachability Detection [18].

Wiile a node is serving as a honme agent for sone nobile node, the
hone agent uses | Pv6 Nei ghbor Di scovery [18] to intercept unicast
packets on the hone |ink addressed to the nobile node. In order to

i ntercept packets in this way, the honme agent MJST act as a proxy for
this nobile node and reply to any received Nei ghbor Solicitations for
it. Wen a hone agent receives a Neighbor Solicitation, it MJST
check if the Target Address specified in the nessage matches the
address of any nobile node for which it has a Binding Cache entry

mar ked as a hone registration

If such an entry exists in the home agent’s Binding Cache, the hone
agent MUST reply to the Neighbor Solicitation with a Nei ghbor
Advertisenent giving the hone agent’s own |ink-layer address as the
Iink-layer address for the specified Target Address. In addition
the Router (R) bit in the Advertisenent MJUST be set to zero. Acting

Perkins, et al. St andards Track [ Page 97]



RFC 6275 Mobi lity Support in |Pve July 2011

10.

as a proxy in this way all ows other nodes on the nobile node's home
link to resolve the nobile node’'s address and for the hone agent to
defend t hese addresses on the hone |link for Duplicate Address

Det ection [18].

4.2. Processing Intercepted Packets

For any packet sent to a nobile node fromthe nobile node’'s hone
agent (in which the hone agent is the original sender of the packet),
the hone agent is operating as a correspondent node of the nobile
node for this packet and the procedures described in Section 9.3.2
apply. The hone agent then uses a routing header to route the packet
to the nobile node by way of the prinmary care-of address in the hone
agent’ s Bi ndi ng Cache.

VWil e the nobile node is away from hone, the home agent intercepts
any packets on the hone |link addressed to the nobile node’ s home
address, as described in Section 10.4.1. |In order to forward each

i ntercepted packet to the nobile node, the hone agent MUST tunnel the
packet to the nobile node using | Pv6 encapsulation [7]. Wen a hone
agent encapsul ates an intercepted packet for forwarding to the nobile
node, the hone agent sets the Source Address in the new tunnel |IP
header to the home agent’s own | P address and sets the Destination
Address in the tunnel |IP header to the nobile node’'s primary care-of
address. Wen received by the nobile node, nornmal processing of the
tunnel header [7] will result in decapsulation and processing of the
original packet by the nobile node.

However, packets addressed to the nobile node’s |ink-Iocal address
MUST NOT be tunneled to the nobile node. |Instead, these packets MJST
be di scarded and the hone agent SHOULD return an | CVMP Desti nation
Unreachabl e, Code 3, nessage to the packet’s Source Address (unless
this Source Address is a multicast address).

Interception and tunneling of the followi ng nmulticast addressed
packets on the hone network are only done if the hone agent supports
mul ticast group nmenbership control nmessages fromthe nobile node as
described in the next section. Tunneling of nulticast packets to a
nobi |l e node follows similar limtations to those defined above for
uni cast packets addressed to the nobile node’s |ink-Iocal address.
Mul ti cast packets addressed to a nulticast address with |ink-1oca
scope [16], to which the nobile node is subscribed, MJST NOT be
tunneled to the nobile node. These packets SHOULD be silently

di scarded (after delivering to other |ocal mnulticast recipients).
Mul ti cast packets addressed to a multicast address with a scope

| arger than link-local, but smaller than global (e.g., site-local and
organi zation-local [16]), to which the nobile node is subscribed,
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SHOULD NOT be tunneled to the nobile node. Milticast packets
addressed with a gl obal scope, to which the nobile node has
successful ly subscri bed, MJST be tunneled to the nobil e node.

Bef ore tunneling a packet to the nobile node, the hone agent MJST
performany | Psec processing as indicated by the security policy data
base.

4.3. Milticast Menbership Contro

This section is a prerequisite for the nulticast data packet
forwardi ng, described in the previous section. |If this support is
not provided, multicast group nenbership control nessages are
silently ignored.

In order to forward multicast data packets fromthe home network to
all the proper nobile nodes, the hone agent SHOULD be capabl e of
recei ving tunnel ed nulticast group nenbership control information
fromthe nobile node in order to determ ne which groups the nobile
node has subscribed to. These nulticast group nmenbership nessages
are Listener Report nessages specified in Milticast Listener

Di scovery (MLD) [9] or in other protocols such as [41].

The nmessages are issued by the nobile node, but sent through the
reverse tunnel to the hone agent. These nessages are issued whenever
t he nmobil e node decides to enable reception of packets for a

mul ticast group or in response to an M.D Query fromthe home agent.
The mobile node will also issue nulticast group control nessages to
di sabl e reception of mnulticast packets when it is no | onger
interested in receiving nulticasts for a particular group

To obtain the nobile node’s current multicast group nenbership the
home agent nust periodically transmit MD Query messages through the
tunnel to the nobile node. These MDD periodic transm ssions wl|
ensure the honme agent has an accurate record of the groups in which
the nobile node is interested despite packet |osses of the nobile
node’s M.D group nenbershi p nessages

Al MD packets are sent directly between the nobile node and the
hone agent. Since all of these packets are destined to a |ink-scope
mul ti cast address and have a hop linmt of 1, there is no direct
forwardi ng of such packets between the hone network and the nobile
node. The M.D packets between the nobil e node and the hone agent are
encapsul ated within the sane tunnel header used for other packet

fl ows between the nobile node and hone agent.
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Note that at this time, even though a link-1ocal source is used on
M.D packets, no functionality depends on these addresses being

uni que, nor do they elicit direct responses. Al MD nessages are
sent to nmulticast destinations. To avoid anbiguity on the hone
agent, due to nobile nodes that may choose identical |ink-1loca

source addresses for their MD function, it is necessary for the honme
agent to identify which nobile node was actually the issuer of a
particular M.D nessage. This may be acconplished by noting which
tunnel such an MLD arrived by, which | Psec security association (SA)
was used, or by other distinguishing nmeans.

This specification puts no requirenent on how the functions in this
section and the multicast forwarding in Section 10.4.2 are to be
achieved. At the time of this witing, it was thought that a ful

I Pv6 nulticast router function would be necessary on the hone agent,
but it may be possible to achieve the sane effects through a "proxy
M.D' application coupled with kernel nulticast forwarding. This may
be the subject of future specifications.

4.4, Stateful Address Autoconfiguration

This section describes how hone agents support the use of statefu
address aut oconfiguration nmechani sns such as DHCPv6 [31] fromthe
nobil e nodes. |If this support is not provided, then the Mand O bits
must remain cleared on the Mbile Prefix Advertisenent Messages. Any
nmobi | e node that sends DHCPv6 nessages to the hone agent without this
support will not receive a response

If DHCPv6 is used, packets are sent with link-1ocal source addresses
either to a link-scope nulticast address or a |ink-local address.
Mobi | e nodes desiring to |l ocate a DHCPv6 service nmay reverse tunne
standard DHCPv6 packets to the hone agent. Since these |ink-scope
packets cannot be forwarded onto the hone network, it is necessary
for the honme agent to inplenent either a DHCPv6 rel ay agent or a
DHCPv6 server function itself. The arriving tunnel or |Psec SA of
DHCPv6 | i nk-scope nessages fromthe nobile node nust be noted so that
DHCPv6 responses nmay be sent back to the appropriate nobile node.
DHCPv6 nmessages sent to the nobile node with a |ink-1ocal destination
nmust be tunneled within the same tunnel header used for other packet
fl ows.

4.5, Handling Reverse-Tunnel ed Packets

Unl ess a bindi ng has been established between the nobile node and a
correspondent node, traffic fromthe nobile node to the correspondent
node goes through a reverse tunnel. Honme agents MJST support reverse
tunneling as foll ows:
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o0 The tunneled traffic arrives to the hone agent’s address using
| Pv6 encapsulation [7].

0 Depending on the security policies used by the honme agent,
reverse-tunnel ed packets MAY be di scarded unl ess acconpanied by a
valid ESP header. The support for authenticated reverse tunneling
all ows the hone agent to protect the honme network and
correspondent nodes from nalici ous nodes nmasqueradi ng as a nobile
node.

o0 Oherw se, when a home agent decapsul ates a tunnel ed packet from
the nobil e node, the hone agent MUST verify that the Source
Address in the tunnel |IP header is the nobile node’'s prinary
care-of address. Oherwi se, any node in the Internet could send
traffic through the home agent and escape ingress filtering
limtations. This sinple check forces the attacker to know the
current location of the real nobile node and be able to defeat
ingress filtering. This check is not necessary if the reverse-
tunnel ed packet is protected by ESP in tunnel node.

10.4.6. Protecting Return Routability Packets

The return routability procedure, described in Section 5.2.5, assunes
that the confidentiality of the Hone Test Init and Hone Test nessages
is protected as they are tunnel ed between the honme agent and the
nmobi | e node. Therefore, the hone agent MJUST support tunnel node

| Psec ESP for the protection of packets belonging to the return
routability procedure. Support for a non-null encryption transform
and authentication algorithm MJST be available. It is not necessary
to distinguish between different kinds of packets during the return
routability procedure.

Security associations are needed to provide this protection. Wen
the care-of address for the nobile node changes as a result of an
accepted Binding Update, special treatnent is needed for the next
packets sent using these security associations. The honme agent MJST
set the new care-of address as the destination address of these
packets, as if the outer header destination address in the security
associ ati on had changed.

The above protection SHOULD be used with all nobile nodes. The use
is controlled by configuration of the | Psec security policy database
both at the nobile node and at the hone agent.

As described earlier, the Binding Update and Bi ndi ng Acknow edgenent
nmessages require protection between the home agent and the nobile
node. The Mobility Header protocol carries both these nmessages as
well as the return routability nessages. Fromthe point of view of
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the security policy database these nessages are indistinguishable.
When | Psec is used to protect return routability signaling or payl oad
packets, this protection MIST only be applied to the return
routability packets entering the | Pv6 encapsul ated tunnel interface
bet ween the nobil e node and the home agent. This can be achieved,
for instance, by defining the security policy database entries
specifically for the tunnel interface. That is, the policy entries
are not generally applied on all traffic on the physical interface(s)
of the nodes, but rather only on traffic that enters the tunnel

This makes use of per-interface security policy database entries [3]
specific to the tunnel interface (the node’'s attachnent to the tunne

[6]).
5. Dynanic Hone Agent Address Discovery

This section describes an optional nechani sm by which a hone agent
can hel p nobile nodes to discover the addresses of other hone agents
on the nobile node’'s hone network. The hone agent keeps track of the
ot her hone agents on the sane |ink and responds to queries sent by

t he nmobil e node.

5.1. Receiving Router Advertisenment Messages

For each link on which a router provides service as a hone agent, the
router nmaintains a Home Agents List recording information about all
ot her home agents on that link. This list is used in the dynanic
home agent address discovery nmechani sm the nobile node uses the |ist
as described in Section 11.4.1. The information for the list is

| earned through receipt of the periodic unsolicited nmulticast Router
Advertisenents, in a manner sinmlar to the Default Router List
conceptual data structure nmintai ned by each host for Nei ghbor

Di scovery [18]. In the construction of the Home Agents List, the
Router Advertisenents are from each (other) honme agent on the link
and the Home Agent (H) bit is set in them

On receipt of a valid Router Advertisenent, as defined in the
processing al gorithm specified for Nei ghbor Discovery [18], the hone
agent perforns the following steps in addition to any steps al ready
required of it by Nei ghbor Discovery:

o If the Honme Agent (H) bit in the Router Advertisenment is not set,
del ete the sending node’'s entry in the current Home Agents List
(if one exists). Skip all the foll ow ng steps.

0 Oherwi se, extract the Source Address fromthe | P header of the
Router Advertisenment. This is the link-local |IP address on this
link of the honme agent sending this Advertisenment [18].
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0 Deternmine the preference for this hone agent. |If the Router
Advertisenent contains a Home Agent Information Option, then the
preference is taken fromthe Hone Agent Preference field in the
option; otherw se, the default preference of 0 MJST be used.

0 Determine the lifetime for this home agent. |If the Router
Advertisenent contains a Hone Agent Information Option, then the
lifetime is taken fromthe Home Agent Lifetine field in the
option; otherwi se, the lifetime specified by the Router Lifetine
field in the Router Advertisenent SHOULD be used

o If the link-1ocal address of the honme agent sending this
Advertisenent is already present in this hone agent’s Hone Agents
Li st and the received hone agent lifetine value is zero,

i mediately delete this entry in the Honme Agents List.

o0 Oherwise, if the link-1ocal address of the home agent sending
this Advertisenent is already present in the receiving hone
agent’s Home Agents List, reset its lifetinme and preference to the
val ues determ ned above.

o If the link-1ocal address of the honme agent sending this
Advertisenment is not already present in the Home Agents List
mai nt ai ned by the receiving hone agent, and the lifetine for the
sendi ng hone agent is non-zero, create a new entry in the list,
and initialize its lifetine and preference to the val ues
det er mi ned above.

o If the Hone Agents List entry for the Iink-local address of the
hone agent sending this Advertisenent was not del eted as descri bed
above, deternine any gl obal address(es) of the hone agent based on
each Prefix Information option received in this Advertisenment in
whi ch the Router Address (R) bit is set (Section 7.2). Add al
such gl obal addresses to the list of global addresses in this Hone
Agents List entry.

A home agent SHOULD nmintain an entry in its Hone Agents List for
each valid honme agent address until that entry's lifetinme expires,
after which tine the entry MIST be del et ed.

As described in Section 11.4.1, a nobile node attenpts dynam c hone
agent address discovery by sending an | CMP Hone Agent Address

Di scovery Request nessage to the Mbile | Pv6 Hone- Agents anycast
address [8] for its hone |IP subnet prefix. A hone agent receiving a
Home Agent Address Discovery Request nessage that serves this subnet
SHOULD return an | CMP Honme Agent Address Discovery Reply nmessage to
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the nmobil e node with the Source Address of the Reply packet set to
one of the global unicast addresses of the honme agent. The Hone
Agent Addresses field in the Reply nessage is constructed as foll ows:

o The Hone Agent Addresses field SHOULD contain all global IP
addresses for each hone agent currently listed in this home
agent’s own Hone Agents List (Section 10.1).

o0 The I P addresses in the Home Agent Addresses field SHOULD be
listed in order of decreasing preference val ues, based either on
the respective advertised preference froma Home Agent Information
option or on the default preference of 0 if no preference is
advertised (or on the configured hone agent preference for this
home agent itself).

0 Anong honme agents with equal preference, their I P addresses in the
Home Agent Addresses field SHOULD be listed in an order random zed
with respect to other honme agents with equal preference every tine
a Hone Agent Address Discovery Reply nessage is returned by this
hone agent.

o If nore than one global IP address is associated with a hone
agent, these addresses SHOULD be listed in a random zed order.

o The hone agent SHOULD reduce the nunber of hone agent |P addresses
so that the packet fits within the mininmumIPv6é MU [6]. The hone
agent addresses selected for inclusion in the packet SHOULD be
those fromthe complete list with the highest preference. This
limtation avoids the danger of the Reply message packet being
fragmented (or rejected by an internediate router with an | CWP
Packet Too Bi g nmessage [17]).

6. Sending Prefix Information to the Mbile Node
6.1. List of Home Network Prefixes

Mobile | Pv6 arranges to propagate relevant prefix infornation to the
nobi | e node when it is away from hone, so that it may be used in
nobi | e node honme address configuration and in network renunbering.
In this nechani sm nobile nodes away from hone receive Mbile Prefix
Advertisenment nessages. These nessages include Prefix Information
Options for the prefixes configured on the hone subnet interface(s)
of the hone agent.

If there are nultiple hone agents, differences in the advertisenents
sent by different honme agents can lead to an inability to use a
particul ar home address when changing to anot her home agent. In
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order to ensure that the nobile nodes get the sane infornation from
different hone agents, it is preferred that all of the honme agents on
the sane Iink be configured in the sane nanner

To support this, the honme agent nonitors prefixes advertised by
itself and other hone agents on the hone link. In Neighbor Discovery
(RFC 4861 [18]) it is acceptable for two routers to advertise
different sets of prefixes on the same Iink. For hone agents, the

di fferences should be detected for a given honme address because the
nmobi | e node comuni cates only with one hone agent at a tinme and the
nmobi | e node needs to know the full set of prefixes assigned to the
hone Iink. Al other conparisons of Router Advertisenents are as
specified in Section 6.2.7 of RFC 4861

6.2. Scheduling Prefix Deliveries

A home agent serving a nobile node will schedule the delivery of the
new prefix information to that nobile node when any of the follow ng
condi tions occur:

MUST:

o The state of the flags changes for the prefix of the nobile node’s
regi stered hone address.

o0 The valid or preferred lifetime is reconfigured or changes for any
reason ot her than advancing real tine.

o The nobile node requests the information with a Mbile Prefix
Solicitation (see Section 11.4.2).

SHOULD:

0 Anewprefix is added to the honme subnet interface(s) of the hone
agent .

MAY:
0o The valid or preferred lifetime or the state of the flags changes
for a prefix that is not used in any Binding Cache entry for this

nobi | e node.

The hone agent uses the following algorithmto determ ne when to send
prefix information to the nobile node.

o If a nobile node sends a solicitation, answer right away.
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o |If no Mbbile Prefix Advertisenent has been sent to the npbil e node
in the | ast MaxMobPf xAdvl nterval seconds (see Section 13), then
ensure that a transmission is scheduled. The actual transm ssion
time i s random zed as descri bed bel ow.

o If a prefix matching the nobile node’'s hone registration is added
on the hone subnet interface or if its information changes in any
way that does not deprecate the nobile node's address, ensure that
a transnission is scheduled. The actual transnission tine is
randoni zed as descri bed bel ow.

o |If a honme registration expires, cancel any schedul ed
advertisements to the nobil e node.

The list of prefixes is sent inits entirety in all cases.

If the home agent has al ready schedul ed the transm ssion of a Mbile
Prefix Advertisenent to the nobile node, then the hone agent wll
repl ace the advertisenment with a new one to be sent at the schedul ed
tinme.

O herwi se, the hone agent conputes a fresh value for RAND ADV_DELAY
that offsets fromthe current tine for the schedul ed transm ssion.
First, calculate the naxi numdelay for the schedul ed Adverti senent:

MaxSchedul eDel ay = min (MaxMobPf xAdvinterval, Preferred Lifetine),

wher e MaxMbbPf xAdvli nterval is as defined in Section 12. Then,
conpute the final delay for the advertisenent:

RAND_ADV_DELAY = M nMbPf xAdvl nterval +
(rand() % abs(MaxSchedul eDel ay - M nMbPf xAdvl nt erval ))

Here rand() returns a randominteger value in the range of 0 to the
maxi mum possi bl e i nteger value. This conputation is expected to

al l eviate bursts of advertisements when prefix information changes.
In addition, a home agent MAY further reduce the rate of packet
transm ssion by further del aying individual advertisenents, when
necessary to avoi d overwhel ming | ocal network resources. The hone
agent SHOULD periodically continue to retransmt an unsolicited
Advertisenent to the nobile node, until it is acknow edged by the
recei pt of a Mobile Prefix Solicitation fromthe nobile node.

The hone agent MJST wait PREFI X ADV_TI MEQUT (see Section 12) before

the first retransm ssion and double the retransm ssion wait tine for
every succeedi ng retransm ssion until a maxi num nunber of
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PREFI X_ADV_RETRIES attenpts (see Section 12) has been tried. |If the
nmobi | e node’ s bindi ngs expire before the matching Bi ndi ng Update has
been received, then the honme agent MJUST NOT attenpt any nore
retransni ssions, even if not all PREFI X ADV_RETRI ES have been
retransmtted. In the neantime, if the nobile node sends anot her

Bi ndi ng Update without returning hone, then the hone agent SHOULD
begin transnitting the unsolicited Adverti senent again.

If sone condition, as described above, occurs on the hone Iink and
causes another Prefix Advertisenent to be sent to the nobil e node,
before the nobil e node acknowl edges a previous transn ssion, the hone
agent SHOULD conbine any Prefix Information options in the

unacknow edged Mobile Prefix Advertisenent into a new Advertisenent.
The hone agent then discards the old Advertisenent.

6.3. Sending Advertisenents

When sending a Mobile Prefix Advertisenent to the nobile node, the
hone agent MJST construct the packet as foll ows:

0 The Source Address in the packet’s | Pv6 header MJST be set to the
hone agent’s | P address to which the nobil e node addressed its
current home registration or its default global hone agent address
i f no binding exists.

o |f the advertisenent was solicited, it MJST be destined to the

source address of the solicitation. |If it was triggered by prefix
changes or renunbering, the advertisenment’s destination will be
the nmobil e node’s honme address in the binding that triggered the
rule.

0o A type 2 routing header MJST be included with the nobile node’'s
home addr ess.

0 | Psec headers MJST be supported and SHOULD be used.

o The hone agent MJST send the packet as it would any other unicast
| Pv6 packet that it originates.

0 Set the Managed Address Configuration (M flag if the
correspondi ng fl ag has been set in any of the Router
Advertisenments fromwhich the prefix information has been | earned
(including the ones sent by this hone agent).

0 Set the Other Stateful Configuration (O flag if the corresponding
flag has been set in any of the Router Advertisenents from which
the prefix information has been | earned (including the ones sent
by this hone agent).
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6.4. Lifetines for Changed Prefixes

As described in Section 10.3.1, the lifetime returned by the hone
agent in a Binding Acknow edgenent MUST NOT be greater than the
remaining valid lifetime for the subnet prefix in the nobile node’s
hone address. This limt on the binding lifetinme serves to prohibit
use of a nobile node’s honme address after it becones invalid.

Mobi | e Node Cperation
1. Conceptual Data Structures
Each nobil e node MJUST nmintain a Binding Update List.

The Bi nding Update List records information for each Bindi ng Update
sent by this nobile node, in which the lifetine of the binding has
not yet expired. The Binding Update List includes all bindings sent
by the nobile node to either its honme agent or correspondent nodes.
It also contains Binding Updates that are waiting for the conpletion
of the return routability procedure before they can be sent.
However, for nultiple Binding Updates sent to the sane destination
address, the Binding Update List contains only the nost recent

Bi nding Update (i.e., with the greatest Sequence Nunber val ue) sent
to that destination. The Binding Update List MAY be inplenented in
any nanner consistent with the external behavior described in this
docunent .

Each Binding Update List entry conceptually contains the foll ow ng
fields:

o The I P address of the node to which a Binding Update was sent.
0 The hone address for which that Binding Update was sent.

0 The care-of address sent in that Binding Update. This value is
necessary for the nobile node to determine if it has sent a
Bi ndi ng Update while giving its new care-of address to this
destination after changing its care-of address.

o The initial value of the Lifetinme field sent in that Binding
Updat e.

o The remaining lifetime of that binding. This lifetinme is
initialized fromthe Lifetinme value sent in the Binding Update and
is decrenented until it reaches zero, at which time this entry
MUST be del eted fromthe Binding Update List.
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o The maxi mum val ue of the Sequence Nunber field sent in previous
Bi nding Updates to this destination. The Sequence Nunber field is
16 bits long and all conparisons between Sequence Nunber val ues
MUST be performed nodul o 2**16 (see Section 9.5.1).

o The tine at which a Binding Update was |ast sent to this
destination, as needed to inplenent the rate liniting restriction
for sending Bi ndi ng Updat es.

0 The state of any retransm ssions needed for this Binding Update.
This state includes the time renmaining until the next
retransm ssion attenpt for the Binding Update and the current
state of the exponential back-off nechanismfor retransni ssions.

o A flag specifying whether or not future Binding Updates should be
sent to this destination. The nobile node sets this flag in the
Bi ndi ng Update List entry when it receives an | CMP Par aneter
Problem Code 1, error nessage in response to a return routability
nmessage or Binding Update sent to that destination, as described
in Section 11.3.5.

The Bi nding Update List is used to deternine whether a particul ar
packet is sent directly to the correspondent node or tunneled via the
hone agent (see Section 11.3.1).

The Binding Update |ist also conceptually contains the follow ng data
related to running the return routability procedure. This data is
rel evant only for Binding Updates sent to correspondent nodes.

0o The tine at which a Hone Test Init or Care-of Test Init nessage
was | ast sent to this destination, as needed to inplenent the rate
limting restriction for the return routability procedure.

0 The state of any retransm ssions needed for this return
routability procedure. This state includes the time remaining
until the next retransmi ssion attenpt and the current state of the
exponential back-off nmechanismfor retransni ssions.

0 Cookie values used in the Hone Test Init and Care-of Test Init
nessages.

0 Hone and care-of keygen tokens received fromthe correspondent
node.

0 Home and care-of nonce indices received fromthe correspondent
node.
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o The tine at which each of the tokens and nonces were recei ved from
the correspondent node, as needed to inplenent reuse while noving.

2. Processing Mobility Headers

Al 1Pv6 nobile nodes MJUST observe the rules described in Section 9.2
when processing Mbility Headers.

3. Packet Processing
3.1. Sending Packets \Wile Away from Hone

While a nobile node is away from hone, it continues to use its hone
address, as well as also using one or nore care-of addresses. \Wen
sendi ng a packet while away from hone, a nobile node MAY choose anong
these in selecting the address that it will use as the source of the
packet, as foll ows:

0 Protocols layered over IP will generally treat the nobile node's
home address as its |IP source address for nost packets. For
packets sent that are part of transport-Ilevel connections
est abli shed while the nobile node was at hone, the nobile node
MUST use its honme address. Likew se, for packets sent that are
part of transport-Ilevel connections that the nobile node may stil
be using after noving to a new |l ocation, the nobile node SHOULD
use its home address in this way. |If a binding exists, the nobile
node SHOULD send the packets directly to the correspondent node.
O herwi se, if a binding does not exist, the nobile node MJST use
reverse tunneling.

o The nobile node MAY choose to directly use one of its care-of
addresses as the source of the packet, not requiring the use of a
Home Address option in the packet. This is particularly usefu
for short-term conmmunication that may easily be retried if it
fails. Using the nobile node’s care-of address as the source for
such queries will generally have a | ower overhead than using the
nmobi | e node’ s hone address, since no extra options need to be used
in either the query or its reply. Such packets can be routed
normal ly, directly between their source and destination w thout
relying on Mobile I1Pv6. [|If application running on the nobile node
has no particul ar know edge that the conmunication being sent fits
within this general type of communication, however, the nobile
node should not use its care-of address as the source of the
packet in this way.
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The choice of the nost efficient communications nmethod is
application specific, and outside the scope of this specification.
The APlIs necessary for controlling the choice are also out of
scope. One exanple of such an APl is described in the | Pv6 Socket
APl for Source Address Sel ection specification [44].

o Wile not at its hone link, the nobile node MJUST NOT use the Hone
Address destination option when conmmuni cating with |ink-1oca
peers.

Simlarly, the nobile node MIST NOT use the Hone Address
destination option for |1 Pv6 Neighbor Discovery [18] packets.

Det ai |l ed operation of these cases is described later in this section
and al so discussed in [33].

For packets sent by a nobile node while it is at honme, no specia
Mobile | Pv6 processing is required. Likewise, if the nobile node
uses any address other than one of its hone addresses as the source
of a packet sent while away from hone, no special Mbile |IPv6
processing is required. |In either case, the packet is sinply
addressed and transnmitted in the sane way as any normal |Pv6 packet.

For packets sent by the nobile node sent while away from hone using
the nobil e node’s hone address as the source, special Mbile |IPv6
processing of the packet is required. This can be done in the
followi ng two ways:

Route Optim zation

Thi s manner of delivering packets does not require going through
the hone network, and typically will enable faster and nore
reliable transm ssion.

The nmobil e node needs to ensure that a Binding Cache entry exists
for its hone address so that the correspondent node can process
the packet (Section 9.3.1 specifies the rules for Hone Address
Destination Option Processing at a correspondent node). The
nobi | e node SHOULD examine its Binding Update List for an entry
that fulfills the follow ng conditions:

*  The Source Address field of the packet being sent is equal to
the hone address in the entry.

* The Destination Address field of the packet being sent is equa
to the address of the correspondent node in the entry.
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* One of the current care-of addresses of the nobil e node appears
as the care-of address in the entry.

* The entry indicates that a binding has been successfully
created.

* The remaining lifetime of the binding is greater than zero.

When these conditions are nmet, the nobile node knows that the
correspondent node has a suitable Binding Cache entry.

A nobi |l e node SHOULD arrange to supply the hone address in a Hone
Address option, and MJUST set the | Pv6 header’s Source Address
field to the care-of address that the nobile node has registered
to be used with this correspondent node. The correspondent node
will then use the address supplied in the Hone Address option to
serve the function traditionally done by the Source |IP address in
the 1 Pv6 header. The nobile node’'s home address is then supplied
to hi gher protocol |ayers and applications.

Specifically:

* Construct the packet using the nobile node’s hone address as
the packet’s Source Address, in the same way as if the nobile
node were at hone. This includes the calcul ation of upper-
| ayer checksums using the honme address as the value of the
sour ce.

* |Insert a Hone Address option into the packet with the Home
Address field copied fromthe original value of the Source
Address field in the packet.

* Change the Source Address field in the packet’s |IPv6 header to
one of the nobile node’s care-of addresses. This wll
typically be the nobile node’'s current primary care-of address,
but MJUST be an address assigned to the interface on the link
bei ng used.

By using the care-of address as the Source Address in the |IPv6
header, with the nobile node’s hone address instead in the Hone
Address option, the packet will be able to safely pass through any
router inplenenting ingress filtering [27].
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Reverse Tunneling

This is the mechanismthat tunnels the packets via the honme agent.
It is not as efficient as the above nechanism but is needed if
there is no binding yet with the correspondent node.

This mechanismis used for packets that have the nobile node’s
hone address as the Source Address in the | Pv6 header, or with

mul ticast control protocol packets as described in Section 11.3.4.
Specifically:

* The packet is sent to the honme agent using | Pv6 encapsul ation

[71.

* The Source Address in the tunnel packet is the prinmary care-of
address as registered with the hone agent.

* The Destination Address in the tunnel packet is the hone
agent’ s address.

Then, the home agent will pass the encapsul ated packet to the
correspondent node.

11.3.2. Interaction with Qutbound | Psec Processing

Thi s section sketches the interaction between outbound Mbile | Pv6
processi ng and outbound I P Security (IPsec) processing for packets
sent by a mobile node while away from honme. Any specific

i npl ement ati on MAY use al gorithns and data structures other than

t hose suggested here, but its processing MJST be consistent with the
ef fect of the operation described here and with the rel evant | Psec
specifications. In the steps described below, it is assuned that

| Psec is being used in transport nmode [3] and that the nobile node is
using its hone address as the source for the packet (fromthe point
of view of higher protocol |ayers or applications, as described in
Section 11.3.1):

0 The packet is created by higher-layer protocols and applications
(e.g., by TCP) as if the nobile node were at hone and Mobile |IPv6
were not being used.

0 Determine the outgoing interface for the packet. (Note that the
sel ection between reverse tunneling and route optim zation nmay
inmply different interfaces, particularly if tunnels are considered
interfaces as well.)
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As part of outbound packet processing in |IP, the packet is
conpar ed agai nst the | Psec security policy database to deternine
what processing is required for the packet [3].

If I Psec processing is required, the packet is either mapped to an
exi sting security association (or SA bundle), or a new SA (or SA
bundle) is created for the packet, according to the procedures
defined for |Psec.

Since the nmobile node is away from hone, the nobile is using
either reverse tunneling or route optimization to reach the
correspondent node.

If reverse tunneling is used, the packet is constructed in the
normal nmanner and then tunnel ed through the hone agent.

If route optim zation is in use, the nobile node inserts a Home
Address destination option into the packet, replacing the Source
Address in the packet’s |IP header with the care-of address used
with this correspondent node, as described in Section 11.3.1. The
Destination Options header in which the Honme Address destination
option is inserted MIST appear in the packet after the routing
header, if present, and before the IPsec (AH [4] or ESP [5])
header, so that the Honme Address destination option is processed
by the destination node before the | Psec header is processed.

Finally, once the packet is fully assenbl ed, the necessary | Psec
aut hentication (and encryption, if required) processing is
performed on the packet, initializing the Authentication Data in
the | Psec header.

The treatnment of destination options described in RFC 4302 is
extended as follows. The AH authentication data MJST be
calculated as if the follow ng were true:

* the | Pv6 source address in the | Pv6 header contains the npbile
node’ s hone address, and

* the Hone Address field of the Home Address destination option
(Section 6.3) contains the new care-of address.

This allows, but does not require, the receiver of the packet
contai ning a Home Address destination option to exchange the two
fields of the incom ng packet to reach the above situation
sinplifying processing for all subsequent packet headers.
However, such an exchange is not required, as long as the result
of the authentication calculation remains the sane.
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When an autonat ed key nanagenent protocol is used to create new
security associations for a peer, it is inportant to ensure that the
peer can send the key managenent protocol packets to the nobile node.
This may not be possible if the peer is the home agent of the nobile
node and the purpose of the security associations would be to send a
Bi ndi ng Update to the hone agent. Packets addressed to the hone
address of the nobile node cannot be used before the Binding Update
has been processed. For the default case of using | KEv2 [24] as the
aut onat ed key nmanagenent protocol, such probl ens can be avoi ded by
the follow ng requirenents when communi cating with its honme agent:

0 Wien the nobile node is away fromhone, it MJST use its care-of
address as the Source Address of all packets it sends as part of
t he key managenent protocol (wi thout use of Mbile |Pv6 for these
packets, as suggested in Section 11.3.1).

The Key Managenent Mbility Capability (K) bit in Binding Updates and
Acknowl edgenents can be used to avoid the need to rerun | KEv2 upon
novenent s.

3.3. Receiving Packets Wile Away from Hone

VWil e away from hone, a nobile node will receive packets addressed to
its hone address, by one of two nethods:

0 Packets sent by a correspondent node that does not have a Binding
Cache entry for the nobile node will be sent to the hone address,
captured by the home agent and tunneled to the nobil e node.

0 Packets sent by a correspondent node that has a Bi nding Cache
entry for the nobile node that contains the nobile node's current
care-of address will be sent by the correspondent node using a
type 2 routing header. The packet will be addressed to the nobile
node’ s care-of address, with the final hop in the routing header
directing the packet to the nobile node’s home address; the
processing of this last hop of the routing header is entirely
internal to the nobile node, since the care-of address and hone
address are both addresses within the nobile node.

For packets received by the first nethod, the nobile node MJST check
that the 1 Pv6 source address of the tunneled packet is the |IP address
of its hone agent. 1In this nmethod, the nobile node nay al so send a
Bi ndi ng Update to the original sender of the packet as described in
Section 11.7.2 and subject to the rate limting defined in

Section 11.8. The nobile node MJST al so process the received packet
in the manner defined for I Pv6 encapsulation [7], which will result
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in the encapsul ated (inner) packet being processed nornally by upper-
| ayer protocols within the nobile node as if it had been addressed
(only) to the nobile node’s honme address.

For packets received by the second nmethod, the following rules wll
result in the packet being processed nornally by upper-I|ayer
protocols within the nobile node as if it had been addressed to the
nobi | e node’ s hone address.

A node receiving a packet addressed to itself (i.e., one of the
node’s addresses is in the I Pv6 destination field) foll ows the next
header chain of headers and processes them Wen it encounters a
type 2 routing header during this processing, it perforns the
followi ng checks. |f any of these checks fail, the node MJST
silently discard the packet.

o The length field in the routing header is exactly 2.

0 The segments left field in the routing header is 1 on the wire.
(But inpl enentations may process the routing header so that the
val ue may becone 0 after the routing header has been processed,
but before the rest of the packet is processed.)

0 The Hone Address field in the routing header is one of the node's
hone addresses, if the segnments left field was 1. Thus, in
particular the address field is required to be a unicast routable
addr ess.

Once the above checks have been perforned, the node swaps the |IPv6
destination field with the Honme Address field in the routing header
decrenents segnents left by one fromthe value it had on the wire,
and resubnmits the packet to IP for processing the next header
Conceptually, this follows the sane nodel as in RFC 2460. However,
in the case of the type 2 routing header, this can be sinplified
since it is known that the packet will not be forwarded to a

di f ferent node.

The definition of AH requires the sender to calculate the AH
integrity check value of a routing header in the same way it appears
in the receiver after it has processed the header. Since |IPsec
headers follow the routing header, any |Psec processing will operate
on the packet with the hone address in the IP destination field and
segnments | eft being zero. Thus, the AH cal cul ations at the sender
and receiver will have an identical view of the packet.
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11.3.4. Routing Miulticast Packets

A nobile node that is connected to its hone link functions in the
same way as any other (stationary) node. Thus, when it is at hone, a
nmobi | e node functions identically to other nmulticast senders and
receivers. Therefore, this section describes the behavior of a
nobi |l e node that is not on its honme |link

In order to receive packets sent to some nulticast group, a nobile
node nmust join that nulticast group. One nethod, in which a nobile
node MAY join the group, is via a (local) multicast router on the
foreign link being visited. |In this case, the nobile node MJST use
its care-of address and MUST NOT use the Hone Address destination
opti on when sending MLD packets [9].

Alternatively, a nmobile node MAY join multicast groups via a
bidirectional tunnel to its home agent. The nobile node tunnels its
mul ti cast group nenbership control packets (such as those defined in
[9] or in [41]) to its hone agent, and the hone agent forwards
nmul ti cast packets down the tunnel to the nobile node. A nobile node
MJUST NOT tunnel nulticast group nenbership control packets until (1)
the nmobil e node has a binding in place at the hone agent, and (2) the
|atter sends at |east one nulticast group menbership control packet
via the tunnel. Once this condition is true, the nobile node SHOULD
assune it does not change as long as the binding does not expire.

A nobil e node that wi shes to send packets to a multicast group al so
has two options:

1. Send directly on the foreign |ink being visited.

To do this, the application uses the care-of address as a source
address for nulticast traffic, just as it would use a stationary
address. This requires that the application either knows the
care-of address, or uses an APl such as the I Pv6 Socket API for
Source Address Sel ection specification [44] to request that the
care-of address be used as the source address in transnmtted
packets. The nobile node MJUST NOT use the Honme Address
destination option in such traffic.
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2. Send via a tunnel to its hone agent.

Because nulticast routing in general depends upon the Source
Address used in the | Pv6 header of the multicast packet, a nobile
node that tunnels a nulticast packet to its hone agent MJST use
its home address as the | Pv6 Source Address of the inner
mul ti cast packet.

Note that direct sending fromthe foreign link is only applicable
while the nobile node is at that foreign link. This is because the
associated nmulticast tree is specific to that source |ocation and any
change of |ocation and source address will invalidate the source-
specific tree or branch and the application context of the other

mul ticast group menbers.

Thi s specification does not provide nmechani snms to enabl e such | oca
mul ti cast session to survive hand-off and to seamnl essly continue from
a new care-of address on each new foreign link. Any such nmechani sm
devel oped as an extension to this specification, needs to take into
account the inpact of fast noving nobile nodes on the Internet

mul ticast routing protocols and their ability to maintain the
integrity of source specific multicast trees and branches.

Wil e the use of bidirectional tunneling can ensure that nulticast
trees are independent of the nobile nodes novenent, in sonme case such
tunneling can have adverse effects. The latency of specific types of
mul ticast applications (such as multicast-based discovery protocols)

will be affected when the round-trip tine between the foreign subnet
and the home agent is significant conpared to that of the topology to
be discovered. In addition, the delivery tree fromthe hone agent in

such circunstances relies on unicast encapsul ation fromthe agent to
the nmobil e node. Therefore, bandw dth usage is inefficient conpared
to the native nulticast forwarding in the foreign nmulticast system

3.5. Receiving |ICVMP Error Messages

Any node that does not recognize the Mbility header will return an

| CMP Paraneter Problem Code 1, nessage to the sender of the packet.
If the nobile node receives such an |CMP error nessage in response to
a return routability procedure or Binding Update, it SHOULD record in
its Binding Update List that future Binding Updates SHOULD NOT be
sent to this destination. Such Binding Update List entries SHOULD be
renoved after a period of tine in order to allow for retrying route
optinization.

New Bi ndi ng Update List entries MJST NOT be created as a result of
receiving | CMP error nessages.
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Correspondent nodes that have participated in the return routability
procedure MJST inplenent the ability to correctly process received
packets contai ning a Hone Address destination option. Therefore,
correctly inplenmented correspondent nodes should al ways be able to
recogni ze Hone Address options. |If a nobile node receives an | CW
Par anet er Probl em Code 2, nmessage from sone node indicating that it
does not support the Honme Address option, the nobile node SHOULD | og
the error and then discard the | CMP nessage.

3.6. Receiving Binding Error Messages

When a nobil e node receives a packet containing a Binding Error
message, it should first check if the nobile node has a Binding
Update List entry for the source of the Binding Error nessage. |If
the nobil e node does not have such an entry, it MJST ignore the
message. This is necessary to prevent a waste of resources, e.g., on
return routability procedure due to spoofed Binding Error nessages.

O herwise, if the nessage Status field was 1 (unknown binding for
Home Address destination option), the nobile node should perform one
of the follow ng three actions:

o |If the Binding Error Message was sent by the hone agent, the
nobi | e node SHOULD send a Bi nding Update to the hone agent
according to Section 11.7.1.

o |If the nmobile node has recent upper-layer progress infornmation
whi ch indicates that comruni cations with the correspondent node
are progressing, it MAY ignore the nessage. This can be done in
order to limt the danage that spoofed Binding Error nessages can
cause to ongoi hg comuni cati ons.

o |If the nmobile node has no upper-layer progress information, it
MUST renmove the entry and route further conmunications through the
hone agent. It MAY also optionally start a return routability
procedure (see Section 5.2).

If the message Status field was 2 (unrecogni zed MH Type val ue), the
nobi | e node should performone of the followi ng two actions:

o If the nobile node is not expecting an acknow edgenent or response
fromthe correspondent node, the nobile node SHOULD ignore this
nessage

0 Oherw se, the nobile node SHOULD cease the use of any extensions
to this specification. |If no extensions had been used, the nobile
node shoul d cease the attenpt to use route optim zation
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11. 4. Hone Agent and Prefix Managenent
11.4.1. Dynanic Honme Agent Address Di scovery

Somet i mes when the nobil e node needs to send a Binding Update to its
hone agent to register its new primary care-of address, as described
in Section 11.7.1, the nobile node may not know t he address of any
router on its honme link that can serve as a honme agent for it. For
exanpl e, sone nodes on its home |link may have been reconfigured while
the nmobil e node has been away from hone, such that the router that
was operating as the nobile node’s hone agent has been replaced by a
different router serving this role.

In this case, the nobile node MAY attenpt to di scover the address of
a suitable honme agent on its home link. To do so, the nobile node
sends an | CMP Honme Agent Address Di scovery Request nessage to the
Mobil e | Pv6 Home- Agents anycast address [8] for its honme subnet
prefix. As described in Section 10.5, the hone agent on its hone
link that receives this Request nessage will return an | CVP Hone
Agent Address Discovery Reply nessage. This nessage gives the
addresses for the hone agents operating on the honme |ink.

The nobil e node, upon receiving this Home Agent Address Discovery
Reply message, MAY then send its hone registration Binding Update to
any of the unicast |P addresses listed in the Hone Agent Addresses
field in the Reply. For exanple, the nobile node MAY attenpt its
horme registration to each of these addresses, in turn, until its
registration is accepted. The nobile node sends a Binding Update to
an address and waits for the matching Bi ndi ng Acknow edgenment, novi ng
on to the next address if there is no response. The nobile node
MUST, however, wait at |east Initial Bi ndackTi meout FirstReg seconds
(see Section 13) before sending a Binding Update to the next home
agent. In trying each of the returned honme agent addresses, the
nmobi | e node SHOULD try each of themin the order they appear in the
Home Agent Addresses field in the received Hone Agent Address

Di scovery Reply nessage. In order to do this, the nobile node SHOULD
store the list of hone agents for later use in case the hone agent
currently managi ng the nobil e node’'s care-of address forwarding
shoul d becone unavailable. The list MAY be stored, along with any
available lifetime information for the honme agent addresses, in
nonvol atile nenory to survive reboots by the nobil e node.

If the nobile node has a current registration with some hone agent
(the Lifetinme for that registration has not yet expired), then the
nmobi | e node MUST attenpt any new registration first with that hone
agent. If that registration attenpt fails (e.g., timed out or

rejected), the nobile node SHOULD then reattenpt this registration
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with anot her hone agent. |f the nobile node knows of no other
sui tabl e honme agent, then it MAY attenpt the dynam c hone agent
address di scovery mechani sm descri bed above.

If, after a nobile node transnmts a Home Agent Address Discovery
Request nessage to the Hone Agents Anycast address, it does not
recei ve a correspondi ng Hone Agent Address Di scovery Reply nessage
within | NI TI AL_DHAAD Tl MEQUT (see Section 12) seconds, the nobile
node MAY retransmit the sane Request nmessage to the sane anycast
address. This retransm ssion MAY be repeated up to a maxi mum of
DHAAD RETRIES (see Section 12) attenpts. Each retransm ssion MJST be
del ayed by twice the tinme interval of the previous retransm ssion

4.2. Sending Mbile Prefix Solicitations

When a nobil e node has a hone address that is about to becone
invalid, it SHOULD send a Mobile Prefix Solicitation to its hone
agent in an attenpt to acquire fresh routing prefix information. The
new i nformati on al so enabl es the nobile node to participate in
renunbering operations affecting the home network, as described in
Section 10. 6.

The nobil e node MUST use the Honme Address destination option to carry
its hone address. The nobile node MJUST support and SHOULD use | Psec

to protect the solicitation. The nobile node MJST set the Identifier
field in the | CMP header to a random val ue.

As described in Section 11.7.2, Binding Updates sent by the nobile
node to other nodes MJST use a lifetime no greater than the renaining
lifetinme of its hone registration of its prinmary care-of address.

The nmobil e node SHOULD further limt the lifetinmes that it sends on
any Binding Updates to be within the remaining valid lifetime (see
Section 10.6.2) for the prefix in its hone address.

When the lifetinme for a changed prefix decreases, and the change
woul d cause cached bi ndings at correspondent nodes in the Binding
Update List to be stored past the newly shortened lifetine, the
nmobi | e node MUST i ssue a Binding Update to all such correspondent
nodes.

These limts on the binding lifetine serve to prohibit use of a
nobi | e node’s hone address after it becones invalid.

4.3. Receiving Mbile Prefix Advertisenents
Section 10.6 describes the operation of a home agent to support boot

time configuration and renunbering a nobile node’s hone subnet while
the nobile node is away from hone. The hone agent sends Mobile
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Prefix Advertisenents to the nobile node while away from hone, giving
"inmportant" Prefix Information options that describe changes in the
prefixes in use on the nobile node’s home |ink

The Mobile Prefix Solicitation is simlar to the Router Solicitation
used i n Neighbor Discovery [18], except it is routed fromthe nobile
node on the visited network to the hone agent on the honme network by
usual unicast routing rules.

Wien a nobil e node receives a Mobile Prefix Advertisenent, it MJST
validate it according to the follow ng test:

0 The Source Address of the | P packet carrying the Mbile Prefix
Advertisenent is the same as the honme agent address to which the
nmobi | e node | ast sent an accepted hone registration Binding Update
to register its primary care-of address. QOherwise, if no such
regi strations have been nmade, it SHOULD be the nobile node’s
stored hone agent address, if one exists. Qherwise, if the
nobi | e node has not yet discovered its hone agent’s address, it
MUST NOT accept Mobile Prefix Advertisenents.

0 The packet MJIST have a type 2 routing header and SHOULD be
protected by an | Psec header as described in Sections 5.4 and 6. 8.

o If the ICW ldentifier value matches the | CWP Identifier value of
the nost recently sent Mobile Prefix Solicitation and no other
adverti senent has yet been received for this value, then the
advertisenent is considered to be solicited and will be processed
further.

O herwi se, the advertisenent is unsolicited, and MJST be
discarded. In this case the nobile node SHOULD send a Mobil e
Prefix Solicitation.

Any received Mbile Prefix Advertisenent not neeting these tests MJST
be silently discarded.

For an accepted Mbile Prefix Advertisenment, the nobile node MJST
process Managed Address Configuration (M, Oher Stateful
Configuration (O, and the Prefix Information Options as if they
arrived in a Router Advertisenent [18] on the nobile node’ s home
link. (This specification does not, however, describe how to acquire
hone addresses through stateful protocols.) Such processing nmay
result in the nobile node configuring a new hone address, although
due to separation between preferred lifetime and valid lifetine, such
changes shoul d not affect nost conmunications by the nobile node, in
the sane way as for nodes that are at hone.
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This specification assunes that any security associations and
security policy entries that may be needed for new prefixes have been
pre-configured in the nobile node. Note that while dynanic key
managenent avoi ds the need to configure new security associations, it
is still necessary to add policy entries to protect the
conmmuni cati ons invol ving the home address(es). Mechanisns for
setting up these entries are outside the scope of this specification

5. Movenent
5. 1. Movenent Detection

The prinmary goal of novenent detection is to detect L3 handovers
This section does not attenpt to specify a fast novenment detection
algorithmthat will function optinmally for all types of applications,
link |ayers, and depl oynent scenarios; instead, it describes a
generic nethod that uses the facilities of |1Pv6 Nei ghbor Discovery,

i ncluding Router Discovery and Nei ghbor Unreachability Detection. At
the tine of this witing, this nmethod is considered well enough
understood to reconmend for standardization; however, it is expected
that future versions of this specification or other specifications
may contain updated versions of the novenent detection algorithmthat
have better performance

Ceneric novenent detection uses Nei ghbor Unreachability Detection to
detect when the default router is no longer bidirectionally
reachabl e, in which case the nobile node nust discover a new default
router (usually on a new link). However, this detection only occurs
when the nobil e node has packets to send, and in the absence of
frequent Router Advertisenents or indications fromthe |ink-Iayer
the nobil e node m ght becone unaware of an L3 handover that occurred.
Therefore, the nobile node should suppl enent this nethod with other

i nformati on whenever it is available to the nobile node (e.g., from
| ower protocol |ayers).

When the nobile node detects an L3 handover, it perforns Duplicate
Address Detection [19] on its link-local address, selects a new
default router as a consequence of Router Discovery, and then
performs prefix discovery with that new router to form new care- of
address(es) as described in Section 11.5.3. It then registers its
new primary care-of address with its home agent as described in
Section 11.7.1. After updating its hone registration, the nobile
node t hen updates associated nobility bindings in correspondent nodes
that it is perfornmng route optim zation with as specified in

Section 11.7. 2.
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Due to the tenporary packet flow disruption and signaling overhead
i nvol ved in updating nobility bindings, the nobile node should avoid
perform ng an L3 handover until it is strictly necessary.

Specifically, when the nobile node receives a Router Advertisenent
froma newrouter that contains a different set of on-link prefixes,
if the nobile node detects that the currently selected default router
on the old link is still bidirectionally reachable, it should
generally continue to use the old router on the old link rather than
switch awmay fromit to use a new default router.

Mobi | e nodes can use the information in received Router
Advertisenents to detect L3 handovers. |In doing so the nobile node
needs to consider the follow ng issues:

o0 There mght be multiple routers on the same link. Thus, hearing a
new router does not necessarily constitute an L3 handover

0 Wien there are nultiple routers on the sane |link they night
advertise different prefixes. Thus, even hearing a new router
with a new prefix nmight not be a reliable indication of an L3
handover .

o The link-local addresses of routers are not globally unique, hence
after conpleting an L3 handover the nobile node m ght continue to
recei ve Router Advertisenents with the same Iink-1ocal source
address. This might be common if routers use the same |ink-1oca
address on multiple interfaces. This issue can be avoi ded when
routers use the Router Address (R) bit, since that provides a
gl obal address of the router

In addition, the nobile node should consider the follow ng events as
i ndi cations that an L3 handover may have occurred. Upon receiving
such indications, the nobile node needs to perform Router Discovery
to discover routers and prefixes on the new link, as described in
Section 6.3.7 of Neighbor Discovery (RFC 4861 [18]).

o |If Router Advertisenents that the nobile node receives include an
Advertisenent Interval option, the nobile node may use its
Advertisenment Interval field as an indication of the frequency
with which it should expect to continue to receive future
Advertisenents fromthat router. This field specifies the m ninum
rate (the naxi mum anount of tinme between successive
Advertisenents) that the nobile node should expect. If this
amount of time el apses without the nobile node receiving any
Advertisenment fromthis router, the nobile node can be sure that
at | east one Advertisenent sent by the router has been lost. The
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nmobi | e node can then inplenent its own policy to determ ne how
many | ost Advertisenents fromits current default router
constitute an L3 handover indication

Nei ghbor Unreachability Detection determ nes that the default
router is no |onger reachable.

Wth sonme types of networks, notification that an L2 handover has
occurred m ght be obtained fromlower-Ilayer protocols or device
driver software within the nobile node. Wile further details
around handling L2 indications as novenent hints is an itemfor
further study, at the tine of witing this specification the
followi ng is considered reasonabl e:

An L2 handover indication may or may not inply L2 novenent and L2
nmovenent may or may not inply L3 novenent; the correl ations mnight
be a function of the type of L2 but m ght also be a function of
actual depl oynent of the wirel ess topol ogy.

Unless it is well-known that an L2 handover indication is likely
to inmply L3 novenent, instead of immediately nulticasting a router
solicitation it may be better to attenpt to verify whether the
default router is still bidirectionally reachable. This can be
acconpl i shed by sending a uni cast Nei ghbor Solicitation and

wai ting for a Neighbor Advertisenent with the Solicited flag set.
Note that this is simlar to Neighbor Unreachability detection

but it does not have the sane state machi ne, such as the STALE
st at e.

If the default router does not respond to the Nei ghbor
Solicitation it makes sense to proceed to nmulticasting a Router
Solicitation.

11.5. 2. Honme Link Detection

When an MN detects that it has arrived on a new |link using the
nmovenent detection algorithmin use (Section 11.5.1) or on
bootstrapping, it perforns the following steps to determne if it is
on the hone I|ink.

(0]

The MN performs the procedure described in Section 11.5.3 and
configures an address. It also keeps track of all the on-link
prefix(es) received in the RA along with their prefix |engths.

If the home prefix has not been statically configured the MN uses
sonme form of bootstrapping procedure (e.g., RFC 5026 [22]) to
determ ne the hone prefix.
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0o Gven the availability of the hone prefix, the MN checks whether
or not the home prefix matches one of the prefixes received in the
RA. If it does, the MN concludes that it is connected to the hone
l'ink.

11.5.3. Form ng New Care-of Addresses

After detecting that it has noved a nobile node SHOULD generate a new
primary care-of address using normal |Pv6 nechani sns. This SHOULD

al so be done when the current primary care-of address becones
deprecated. A nobile node MAY forma new primary care-of address at
any tine, but a nobile node MJUST NOT send a Bi nding Update about a
new care-of address to its home agent nore than MAX UPDATE RATE ti nes
within a second

In addition, a nobile node MAY form new non-prinmary care-of addresses
even when it has not switched to a new default router. A nobile node
can have only one prinmary care-of address at a tinme (which is
registered with its honme agent), but it MAY have an additiona

care-of address for any or all of the prefixes on its current |ink
Furthernmore, since a wireless network interface may actually allow a
nmobi | e node to be reachable on nore than one link at a tine (i.e.
within wireless transnmitter range of routers on nore than one
separate link), a nobile node MAY have care-of addresses on nore than
one link at a time. The use of nore than one care-of address at a
time is described in Section 11.5.4.

As described in Section 4, in order to forma new care-of address, a
nmobi | e node MAY use either stateless [19] or stateful (e.g., DHCPv6
[31]) Address Autoconfiguration. |If a nobile node needs to use a
source address (other than the unspecified address) in packets sent
as a part of address autoconfiguration, it MJST use an | Pv6 |ink-

| ocal address rather than its own | Pv6 hone address.

RFC 4862 [19] specifies that in normal processing for Duplicate
Address Detection, the node SHOULD del ay sending the initial Neighbor
Solicitation nessage by a random del ay between 0 and
MAX_RTR_SOLI Cl TATI ON_DELAY. Since del ayi ng Duplicate Address
Detection (DAD) can result in significant delays in configuring a new
care-of address when the nobile node noves to a new link, the nobile
node preferably SHOULD NOT del ay DAD when configuring a new car e- of
address. The nobil e node SHOULD del ay according to the nechani sns
specified in RFC 4862 unl ess the inplenentati on has a behavi or that
desynchroni zes the steps that happen before the DAD in the case that
mul ti pl e nodes experience handover at the sane tine. Such
desynchroni zi ng behaviors mi ght be due to random delays in the L2
protocol s or device drivers, or due to the novenent detection

mechani smthat is used
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11.

As described in Section 11.5.3, a nobile node MAY use nore than one
care-of address at a tinme. Particularly in the case of nany wirel ess
networ ks, a nobile node effectively m ght be reachabl e through
multiple links at the sane tine (e.g., with overlapping wirel ess
cells), on which different on-link subnet prefixes nay exist. The
nmobi | e node MUST ensure that its prinmary care-of address always has a
prefix that is advertised by its current default router. After
selecting a new primary care-of address, the nobile node MIST send a
Bi ndi ng Update containing that care-of address to its hone agent.

The Bi ndi ng Update MUST have the Hone Registration (H) and

Acknowl edge (A) bits set its honme agent, as described on

Section 11.7.1.

To assist with snooth handovers, a nobile node SHOULD retain its
previous primary care-of address as a (non-prinmary) care-of address,
and SHOULD still accept packets at this address, even after
registering its new prinary care-of address with its honme agent.
This is reasonable, since the nobile node could only receive packets
at its previous primary care-of address if it were indeed stil
connected to that link. |If the previous primary care-of address was
al | ocated using stateful Address Autoconfiguration [31], the nobile
node nmay not wish to release the address i mmedi ately upon swi tching
to a new primary care-of address.

Whenever a nobile node deternmines that it is no | onger reachable
through a given link, it SHOULD invalidate all care-of addresses
associated with address prefixes that it discovered fromrouters on
the unreachable link that are not in the current set of address
prefixes advertised by the (possibly new) current default router

5.5. Returning Home

A nobil e node detects that it has returned to its hone |ink through
the novenent detection algorithmin use (Section 11.5.2), when the
nmobi | e node detects that its honme subnet prefix is again on-link. To
be able to send and receive packets using its hone address fromthe
hone |ink, the nobile node MIUST send a Binding Update to its home
agent to instruct its home agent to no |longer intercept or tunne
packets for it. Until the nobile node sends such a de-registration
Bi ndi ng Update, it MJST NOT attenpt to send and recei ve packets using
its hone address fromthe hone Iink. The hone agent will continue to
intercept all packets sent to the nobile’s home address and tunne
themto the previously registered care-of address.
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In this hone registration, the nobile node MJST set the Acknow edge
(A) and Home Registration (H) bits, set the Lifetinme field to zero,
and set the care-of address for the binding to the nobile node’s own
hone address. The nobile node MJST use its hone address as the
source address in the Binding Update.

When sending this Binding Update to its hone agent, the nobile node
must be careful in how it uses Neighbor Solicitation [18] (if needed)
to learn the honme agent’s link-1layer address, since the hone agent
will be currently configured to intercept packets to the nobile
node’ s honme address using Proxy Nei ghbor Discovery (Proxy ND). In
particular, the nobile node is unable to use its hone address as the
Source Address in the Neighbor Solicitation until the hone agent
stops defendi ng the hone address.

Nei ghbor Solicitation by the nobile node for the home agent’s address
will normally not be necessary, since the nobile node has already

| earned the honme agent’s l|ink-layer address froma Source Link-Layer
Address option in a Router Advertisenment. However, if there are
nmul ti pl e hone agents it may still be necessary to send a
solicitation. 1In this special case of the nobile node returning
hone, the nobile node MJUST nulticast the packet, and in addition set
the Source Address of this Neighbor Solicitation to the unspecified
address (0:0:0:0:0:0:0:0). The target of the Neighbor Solicitation
MJUST be set to the nobile node’'s hone address. The destination IP
address MJST be set to the Solicited-Node nmulticast address [16].
The honme agent will send a multicast Nei ghbor Advertisenment back to
the nmobile node with the Solicited (S) flag set to zero. In any
case, the nmobile node SHOULD record the information fromthe Source
Li nk- Layer Address option or fromthe adverti senent, and set the
state of the Nei ghbor Cache entry for the honme agent to REACHABLE

The mobil e node then sends its Binding Update to the hone agent’s
link-layer address, instructing its honme agent to no |onger serve as
a hone agent for it. By processing this Binding Update, the hone
agent will cease defending the nobile node’s hone address for
Duplicate Address Detection and will no | onger respond to Nei ghbor
Solicitations for the nobile node’s hone address. The nobile node is
then the only node on the link receiving packets at the nobile node's
hone address. In addition, when returning home prior to the
expiration of a current binding for its honme address, and confi guring
its home address on its network interface on its hone link, the
nmobi | e node MUST NOT perform Duplicate Address Detection on its own
home address, in order to avoid confusion or conflict with its hone
agent’s use of the same address. This rule also applies to the
derived link-1ocal address of the nobile node, if the Link Loca

Perkins, et al. St andards Track [ Page 128]



RFC 6275 Mobi lity Support in |Pve July 2011

Address Conpatibility (L) bit was set when the binding was created.
If the nobile node returns hone after the bindings for all of its
care-of addresses have expired, then it SHOULD perform DAD.

After the nobile node sends the Binding Update, it MJST be prepared
to reply to Neighbor Solicitations for its hone address. Such
replies MJUST be sent using a unicast Neighbor Advertisenent to the
sender’s link-layer address. It is necessary to reply, since sending
t he Bi ndi ng Acknow edgenent fromthe honme agent may require
perform ng Nei ghbor Di scovery, and the nobile node may not be able to
di stingui sh Nei ghbor Solicitations comng fromthe home agent from

ot her Nei ghbor Solicitations. Note that a race condition exists
where both the nobile node and the hone agent respond to the sane
solicitations sent by other nodes; this will be only tenporary,
however, until the Binding Update is accepted.

After receiving the Bi nding Acknow edgenent for its Binding Update to
its hone agent, the nobile node MJUST nulticast onto the hone link (to
the all-nodes nulticast address) a Nei ghbor Advertisenent [18], to
advertise the nobile node’s own |ink-layer address for its own hone
address. The Target Address in this Neighbor Advertisenment MJST be
set to the nobile node’s hone address, and the Advertisenent MJIST

i nclude a Target Link-layer Address option specifying the nobile
node’s |ink-layer address. The nobile node MJUST nulticast such a

Nei ghbor Advertisenent for each of its honme addresses, as defined by
the current on-link prefixes, including its link-local address. The
Solicited (S) flag in these Adverti sements MJUST NOT be set, since
they were not solicited by any Neighbor Solicitation. The Override
(O flag in these Advertisenents MJST be set, indicating that the
Advertisenents SHOULD override any existing Nei ghbor Cache entries at
any node receiving them

Since nulticasting on the local link (such as Ethernet) is typically
not guaranteed to be reliable, the nobile node MAY retransnit these
Nei ghbor Advertisenents [18] up to MAX_NElI GHBOR_ADVERTI SEMENT ti nmes
to increase their reliability. It is still possible that sone nodes
on the hone Iink will not receive any of these Nei ghbor
Advertisenents, but these nodes will eventually be able to recover

t hrough use of Nei ghbor Unreachability Detection [18].

Note that the tunnel via the hone agent typically stops operating at
the sane tine that the honme registration is del eted.
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6. Return Routability Procedure

This section defines the rules that the nobile node nust follow when
performng the return routability procedure. Section 11.7.2
describes the rules when the return routability procedure needs to be
initiated.

6.1. Sending Test Init Messages

A nobile node that initiates a return routability procedure MIJST send
(in parallel) a Honme Test Init nessage and a Care-of Test Init
message. However, if the nobile node has recently received (see
Section 5.2.7) one or both home or care-of keygen tokens, and

associ ated nonce indices for the desired addresses, it MAY reuse
them Therefore, the return routability procedure may in sone cases

be conpleted with only one nmessage pair. It may even be conpl eted

wi t hout any nmessages at all, if the nobile node has a recent home
keygen token and has previously visited the sane care-of address so
that it also has a recent care-of keygen token. |f the nobile node
intends to send a Binding Update with the Lifetinme set to zero and
the care-of address equal to its hone address -- such as when
returning hone -- sending a Home Test Init message is sufficient. In

this case, generation of the bindi ng nmanagenent key depends
excl usively on the hone keygen token (Section 5.2.5).

A Home Test Init nmessage MJST be created as described in
Section 6.1.3.

A Care-of Test Init nmessage MJST be created as described in

Section 6.1.4. \Wen sending a Hone Test Init or Care-of Test Init
message, the nobile node MIST record in its Binding Update List the
following fields fromthe nessages

o The I P address of the node to which the nessage was sent.

0 The hone address of the nobile node. This value will appear in
the Source Address field of the Honme Test Init nmessage. Wen
sending the Care-of Test Init nessage, this address does not
appear in the nessage, but represents the home address for which
the binding is desired.

o The tine at which each of these nessages was sent.

0 The cookies used in the messages.
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Note that a single Care-of Test Init nessage nmay be sufficient even
when there are multiple home addresses. |In this case the nobile node
MAY record the sanme information in multiple Binding Update List
entries.

6.2. Receiving Test Messages

Upon receiving a packet carrying a Hone Test nmessage, a nobile node
MUST val i date the packet according to the following tests

0 The Source Address of the packet belongs to a correspondent node
for which the nobile node has a Binding Update List entry with a
state indicating that return routability procedure is in progress.
Note that there nmay be nultiple such entries.

o The Binding Update List indicates that no honme keygen token has
been received yet.

0 The Destination Address of the packet has the hone address of the
nmobi | e node, and the packet has been received in a tunnel fromthe
hone agent.

o0 The Hone Init Cookie field in the message matches the val ue stored
in the Binding Update List.

Any Hone Test nessage not satisfying all of these tests MJST be
silently ignored. Oherw se, the nobile node MJST record the Hone
Nonce I ndex and hone keygen token in the Binding Update List. If the
Bi ndi ng Update List entry does not have a care-of keygen token, the
nobi | e node SHOULD continue waiting for the Care-of Test nessage.

Upon receiving a packet carrying a Care-of Test nmessage, a nobile
node MJST validate the packet according to the follow ng tests:

0 The Source Address of the packet belongs to a correspondent node
for which the nobile node has a Binding Update List entry with a
state indicating that return routability procedure is in progress.
Note that there nay be nultiple such entries.

o The Binding Update List indicates that no care-of keygen token has
been received yet.

0 The Destination Address of the packet is the current care-of
address of the nobil e node.

0 The Care-of Init Cookie field in the nessage matches the val ue
stored in the Binding Update List.
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Any Care-of Test nmessage not satisfying all of these tests MJST be
silently ignored. Oherw se, the nobile node MIST record the Care-of
Nonce | ndex and care-of keygen token in the Binding Update List. |If
the Binding Update List entry does not have a hone keygen token, the
nmobi | e node SHOULD continue waiting for the Hone Test nessage.

If after receiving either the Home Test or the Care-of Test nessage
and perform ng the above actions, the Binding Update List entry has
both the honme and the care-of keygen tokens, the return routability
procedure is conplete. The nobile node SHOULD t hen proceed with
sendi ng a Bi ndi ng Update as described in Section 11.7.2.

Correspondent nodes fromthe tinme before this specification was
publ i shed nmay not support the Mbility Header protocol. These nodes
will respond to Home Test Init and Care-of Test Init messages with an
| CMP Paraneter Problemcode 1. The nobil e node SHOULD t ake such
messages as an indication that the correspondent node cannot provide
route optinization, and revert back to the use of bidirectiona
tunnel i ng.

6.3. Protecting Return Routability Packets

The nmobil e node MUST support the protection of Honme Test and Hone
Test Init nessages as described in Section 10.4.6.

When | Psec is used to protect return routability signaling or payl oad
packets, the nobile node MJIST set the source address it uses for the
out goi ng tunnel packets to the current primary care-of address. The
nmobi |l e node starts to use a new primary care-of address immedi ately
after sending a Binding Update to the hone agent to register this new
addr ess.

7. Processing Bindings
7.1. Sending Binding Updates to the Honme Agent

In order to change its primary care-of address as described in
Sections 11.5.1 and 11.5.3, a nobile node MIST register this care-of
address with its home agent in order to nmake this its prinmary care-of
addr ess.

Also, if the nobile node wants the services of the hone agent beyond
the current registration period, the nobile node should send a new
Bi nding Update to it well before the expiration of this period, even
if it is not changing its primary care-of address. However, if the
hone agent returned a Bindi ng Acknow edgenent for the current
registration with the Status field set to 1 (accepted but prefix

di scovery necessary), the nobile node should not try to register
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again before it has learned the validity of its honme prefixes through
nmobi |l e prefix discovery. This is typically necessary every tine this
Status value is received, because information | earned earlier nmay
have changed

To register a care-of address or to extend the lifetine of an
existing registration, the nobile node sends a packet to its hone
agent containing a Binding Update, with the packet constructed as
fol | ows:

o0 The Hone Registration (H) bit MJST be set in the Binding Update.
o The Acknow edge (A) bit MJST be set in the Binding Update.

0 The packet MJST contain a Home Address destination option, giving
the nmobil e node’ s home address for the binding.

0 The care-of address for the binding MIST be used as the Source
Address in the packet’s | Pv6 header, unless an Alternate Care-of
Address mobility option is included in the Binding Update. This
option MJST be included in all hone registrations, as the ESP
protocol will not be able to protect care-of addresses in the |IPv6
header. (Mbile IPv6 inplenentations that know they are using
| Psec AH to protect a particular nessage mght avoid this option
For brevity the usage of AH is not discussed in this docunent.)

o |f the nobile node's link-1ocal address has the sane interface
identifier as the hone address for which it is supplying a new
care-of address, then the npbil e node SHOULD set the Link-Loca
Address Conpatibility (L) bit.

o |f the hone address was generated using RFC 4941 [21], then the
link ocal address is unlikely to have a conpatible interface
identifier. In this case, the nobile node MJST cl ear the Link-
Local Address Conpatibility (L) bit.

o |If the IPsec security associations between the nobil e node and the
hone agent have been established dynanically, and the nobil e node
has the capability to update its endpoint in the used key
managenent protocol to the new care-of address every time it
nmoves, the nobile node SHOULD set the Key Managenment Mbobility
Capability (K) bit in the Binding Update. Qherwi se, the nobile
node MJST clear the bit.

0 The value specified in the Lifetinme field MIST be non-zero and
SHOULD be less than or equal to the remaining valid lifetinme of
the hone address and the care-of address specified for the
bi ndi ng.
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Mobi | e nodes that use dynami ¢ home agent address discovery shoul d
be careful with long lifetimes. |If the nobile node | oses the

know edge of its binding with a specific home agent, registering a
new bi ndi ng with anot her honme agent nay be inpossible as the

previ ous honme agent is still defending the existing binding.
Therefore, to ensure that nobil e nodes using hone agent address

di scovery do not |ose information about their binding, they SHOULD
de-regi ster before losing this information, or use snall

lifetinmes.

The Acknowl edge (A) bit in the Binding Update requests the honme agent
to return a Bi nding Acknow edgenent in response to this Binding
Update. As described in Section 6.1.8, the nobile node SHOULD
retransmit this Binding Update to its honme agent until it receives a
mat chi ng Bi ndi ng Acknow edgenent. Once reaching a retransm ssion

ti meout period of MAX Bl NDACK TI MEQUT, the nobile node SHOULD restart
the process of delivering the Binding Update, but trying instead the
next hone agent returned during dynanic honme agent address discovery

(see Section 11.4.1). |If there was only one hone agent, the nobile
node i nstead SHOULD continue to periodically retransnt the Binding
Update at this rate until acknow edged (or until it begins attenpting

to register a different primary care-of address). See Section 11.8
for information about retransmtting Bi ndi ng Updat es.

Wth the Binding Update, the nobile node requests the hone agent to
serve as the home agent for the given hone address. Until the
lifetime of this registration expires, the home agent considers
itself the home agent for this hone address.

Each Bi ndi ng Update MJUST be authenticated as conming fromthe right
nobi | e node, as defined in Section 5.1. The nobile node MJST use its
home address -- either in the Hone Address destination option or in
the Source Address field of the I Pv6 header -- in Binding Updates
sent to the hone agent. This is necessary in order to allow the

| Psec policies to be matched with the correct home address.

When sending a Binding Update to its hone agent, the nobile node MJUST
al so create or update the correspondi ng Bi nding Update List entry, as
specified in Section 11.7. 2.

The | ast Sequence Number val ue sent to the hone agent in a Binding

Update is stored by the nobile node. |f the sending nobile node has
no know edge of the correct Sequence Nunmber value, it nay start at
any value. |If the hone agent rejects the value, it sends back a

Bi ndi ng Acknow edgenment with a status code 135, and the |ast accepted
sequence nunmber in the Sequence Nunber field of the Binding

Acknowl edgenent. The nobile node MJIST store this information and use
t he next Sequence Nunber value for the next Binding Update it sends.
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If the nmobile node has additional hone addresses, then the nobile
node SHOULD send an additional packet containing a Binding Update to
its home agent to register the care-of address for each such other
honme address.

The hone agent will only perform DAD for the nobil e node’s hone
address when the nobil e node has supplied a valid binding between its
home address and a care-of address. |f sonme tine elapses during

whi ch the nobil e node has no binding at the honme agent, it mght be
possi bl e for another node to autoconfigure the nobile node’ s home
address. Therefore, the nobile node MIST treat the creation of a new
binding with the hone agent using an existing hone address, the sane
as creation of a new home address. 1In the unlikely event that the
nmobi | e node’ s honme address is autoconfigured as the | Pv6 address of
anot her network node on the hone network, the honme agent will reply
to the nobil e node’ s subsequent Binding Update with a Bi ndi ng

Acknowl edgenent containing a Status of 134 (Duplicate Address
Detection failed). In this case, the nobile node MUST NOT attenpt to
re-use the sanme hone address. It SHOULD continue to register the
care-of addresses for its other hone addresses, if any. Mechanisns
outlined in "Mbile I Pv6 Bootstrapping in Split Scenario" [22] allow
nmobi | e nodes to acquire new home addresses to replace the one for

whi ch Status 134 was received

7.2. Correspondent Registration

Wien the nobile node is assured that its home address is valid, it
can initiate a correspondent registration with the purpose of

all owi ng the correspondent node to cache the nobile node’s current
care-of address. This procedure consists of the return routability
procedure followed by a registration.

This section defines when the correspondent registration is to be
initiated and the rules to follow while it is being perforned.

After the nobile node has sent a Binding Update to its hone agent,
regi stering a new prinmary care-of address (as described in

Section 11.7.1), the nobile node SHOULD initiate a correspondent
registration for each node that already appears in the nobile node's
Bi nding Update List. The initiated procedures can be used to either
update or delete binding information in the correspondent node.

For nodes that do not appear in the nobile node’'s Binding Update
List, the nobile node MAY initiate a correspondent registration at
any tinme after sending the Binding Update to its hone agent.

Consi derations regarding when (and if) to initiate the procedure
depend on the specific nmovenent and traffic patterns of the nobile
node and are outside the scope of this docunent.
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In addition, the nobile node MAY initiate the correspondent
registration in response to receiving a packet that nmeets all of the
foll owi ng tests:

0o The packet was tunnel ed using | Pv6 encapsul ati on

0 The Destination Address in the tunnel (outer) |Pv6 header is equa
to any of the nobile node’s care-of addresses.

0 The Destination Address in the original (inner) IPv6 header is
equal to one of the nobile node’s home addresses.

0 The Source Address in the tunnel (outer) |Pv6 header differs from
the Source Address in the original (inner) |Pv6 header

0 The packet does not contain a Hone Test, Honme Test Init, Care-of
Test, or Care-of Test Init nmessage.

If a nobile node has nultiple honme addresses, it beconmes inportant to
select the right home address to use in the correspondent
registration. The used honme address MJST be the Destination Address
of the original (inner) packet.

The peer address used in the procedure MJST be determ ned as foll ows:

o |If a Hone Address destination option is present in the origina
(i nner) packet, the address fromthis option is used.

0 Oherw se, the Source Address in the original (inner) |IPv6 header
of the packet is used.

Note that the validity of the original packet is checked before
attenpting to initiate a correspondent registration. For instance,
if a Hone Address destination option appeared in the original packet,
then rules in Section 9.3.1 are foll owed.

A nobi |l e node MAY al so choose to keep its topological |ocation
private fromcertain correspondent nodes, and thus need not initiate
the correspondent registration

Upon successfully conpleting the return routability procedure, and
after receiving a successful Binding Acknow edgenent from the hone
agent, a Binding Update MAY be sent to the correspondent node.

In any Binding Update sent by a nobile node, the care-of address
(either the Source Address in the packet’s |Pv6 header or the Care-of
Address in the Alternate Care-of Address mobility option of the
Bi ndi ng Update) MJST be set to one of the care-of addresses currently
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in use by the nobile node or to the nobile node’s hone address. A
nobi | e node MAY set the care-of address differently for sending
Bi ndi ng Updates to different correspondent nodes.

A nobi |l e node MAY al so send a Binding Update to such a correspondent
node, instructing it to delete any existing binding for the nobile
node fromits Binding Cache, as described in Section 6.1.7. Even in
this case a successful conpletion of the return routability procedure
is required first.

If the care-of address is not set to the nobile node’s hone address,
the Bi ndi ng Update requests that the correspondent node create or
update an entry for the nobile node in the correspondent node's

Bi nding Cache. This is done in order to record a care-of address for
use in sending future packets to the nobile node. In this case, the
val ue specified in the Lifetine field sent in the Binding Update
SHOULD be I ess than or equal to the remaining lifetime of the hone
registration and the care-of address specified for the binding. The
care-of address given in the Binding Update MAY differ fromthe
nmobi | e node's primary care-of address.

If the Binding Update is sent to the correspondent node, requesting
the del etion of any existing Binding Cache entry it has for the
nobi | e node, the care-of address is set to the nobile node' s hone
address and the Lifetine field set to zero. |In this case, generation
of the bindi ng managenent key depends exclusively on the honme keygen
token (Section 5.2.5). The care-of nonce i ndex SHOULD be set to zero
inthis case. In keeping with the Binding Update creation rules

bel ow, the care-of address MJST be set to the hone address if the
nobil e node is at home, or to the current care-of address if it is
away from hone.

If the nobile node wants to ensure that its new care-of address has
been entered into a correspondent node’s Binding Cache, the nobile
node needs to request an acknow edgenent by setting the Acknow edge
(A) bit in the Binding Update.

A Binding Update is created as foll ows:

0 The current care-of address of the nobil e node MIUST be sent either
in the Source Address of the | Pv6 header or in the Alternate
Care-of Address nobility option

o0 The Destination Address of the | Pv6 header MJST contain the
address of the correspondent node.
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0 The Mobility Header is constructed according to rules in Sections
6.1.7 and 5.2.6, including the Binding Authorization Data
(calcul ated as defined in Section 6.2.7) and possibly the Nonce
I ndices nobility options.

0 The hone address of the nobile node MJUST be added to the packet in
a Hone Address destination option, unless the Source Address is
t he hone address.

Each Bi ndi ng Update MJST have a Sequence Number greater than the
Sequence Nunmber value sent in the previous Binding Update to the same
destination address (if any). The sequence nunbers are conpared
nodul o 2**16, as described in Section 9.5.1. There is no

requi renent, however, that the Sequence Nunber value strictly
increase by 1 with each new Bi nding Update sent or received, as |ong
as the value stays within the window The | ast Sequence Nunber val ue
sent to a destination in a Binding Update is stored by the nobile
node in its Binding Update List entry for that destination. |If the
sendi ng nobi |l e node has no Binding Update List entry, the Sequence
Nunmber SHOULD start at a random value. The nobile node MJST NOT use
the sane Sequence Number in two different Binding Updates to the same
correspondent node, even if the Binding Updates provide different
care-of addresses.

The nobile node is responsible for the conpletion of the
correspondent registration, as well as any retransm ssions that may
be needed (subject to the rate Iimtation defined in Section 11.8).

7.3. Receiving Binding Acknow edgenent s

Upon receiving a packet carrying a Bi nding Acknow edgenent, a nobile
node MJST validate the packet according to the follow ng tests:

0 The packet neets the authentication requirenents for Binding
Acknowl edgenents defined in Sections 6.1.8 and 5. That is, if the
Bi ndi ng Update was sent to the hone agent, the underlying |IPsec
protection is used. |If the Binding Update was sent to the
correspondent node, the Binding Authorization Data nobility option
MUST be present and have a valid val ue.

o The Binding Authorization Data nobility option, if present, MJST
be the last option and MUST NOT have trailing paddi ng.

0 The Sequence Nunmber field nmatches the Sequence Number sent by the
nobi |l e node to this destination address in an outstandi ng Binding
Update, and the Status field is not 135.
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Any Bi ndi ng Acknowl edgenent not satisfying all of these tests MJST be
silently ignored.

When a nobil e node receives a packet carrying a valid Binding
Acknowl edgenent, the nobil e node MJST exam ne the Status field as
fol | ows:

(o]

If the Status field indicates that the Binding Update was accepted
(the Status field is less than 128), then the nobile node MJST
update the corresponding entry in its Binding Update List to

i ndi cate that the Binding Update has been acknow edged; the nobile
node MUST then stop retransnitting the Binding Update. In
addition, if the value specified in the Lifetine field in the

Bi ndi ng Acknowl edgenent is less than the Lifetine value sent in

t he Bi ndi ng Update being acknow edged, the nobile node MJST
subtract the difference between these two Lifetine values fromthe
remaining lifetime for the binding as maintained in the
correspondi ng Binding Update List entry (with a m ni nrum val ue for
the Binding Update List entry lifetine of 0). That is, if the
Lifetime value sent in the Binding Update was L_update, the
Lifetime value received in the Binding Acknow edgenent was L_ack
and the current remaining lifetine of the Binding Update List
entry is L_remain, then the new value for the remaining lifetinme
of the Binding Update List entry should be

max((L_remain - (L_update - L_ack)), 0)

where max(X, Y) is the maxi mumof X and Y. The effect of this
step is to correctly nmanage the nobile node’'s view of the
binding’s remaining lifetime (as maintained in the correspondi ng
Bi ndi ng Update List entry) so that it correctly counts down from
the Lifetinme value given in the Binding Acknow edgenment, but with
the tiner countdown beginning at the tinme that the Bi nding Update
was sent.

Mobi | e nodes SHOULD send a new Bi ndi ng Update well before the
expiration of this period in order to extend the lifetine. This
hel ps to avoid disruptions in conmuni cations that mnight otherw se
be caused by network delays or clock drift.

I f the Binding Acknow edgenent correctly passes authentication and
the Status field value is 135 (Sequence Nunber out of w ndow),
then the nobile node MJUST update its bindi ng sequence nunber
appropriately to match the sequence nunber given in the Binding
Acknowl edgement. Oherwise, if the Status field value is 135 but
t he Bi ndi ng Acknowl edgenent does not pass authentication, the
message MJST be silently ignored.
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o If the Status field value is 1 (accepted but prefix discovery
necessary), the nobile node SHOULD send a Mobile Prefix
Solicitation nmessage to update its information about the avail abl e
prefixes.

o If the Status field indicates that the Binding Update was rejected
(the Status field is greater than or equal to 128), then the
nmobi | e node can take steps to correct the cause of the error and
retransmt the Binding Update (with a new Sequence Number val ue),
subject to the rate limting restriction specified in
Section 11.8. If this is not done or it fails, then the nobile
node SHOULD record in its Binding Update List that future Binding
Updat es SHOULD NOT be sent to this destination

The treatnent of a Binding Refresh Advice nobility option within the
Bi ndi ng Acknowl edgenent depends on where the acknow edgenment cane
from This option MJIST be ignored if the acknow edgenent cane from a
correspondent node. |If it cane fromthe hone agent, the nobile node
uses the Refresh Interval field in the option as a suggestion that it
SHOULD attenpt to refresh its honme registration at the indicated
shorter interval

If the acknow edgenent cane fromthe hone agent, the nobile node

exam nes the value of the Key Managenent Mobility Capability (K) bit.
If this bit is not set, the nobile node SHOULD di scard key nmanagenent
protocol connections, if any, to the home agent. The nobile node NMAY
also initiate a new key managenent connection

If this bit is set, the nobile node SHOULD nove its own endpoint in
t he key managenent protocol connections to the hone agent, if any.
The nobil e node’s new endpoi nt should be the new care-of address.

7.4. Receiving Binding Refresh Requests

When a nobil e node receives a packet containing a Binding Refresh
Request nessage, if the nobile node has a Binding Update List entry
for the source of the Binding Refresh Request, and the nobil e node
wants to retain its Binding Cache entry at the correspondent node,
then the nobile node should start a return routability procedure. |If
the nmobil e node wants to have its Binding Cache entry renmpoved, it can
either ignore the Binding Refresh Request and wait for the binding to
time out, or at any tine, it can delete its binding froma
correspondent node with an explicit Binding Update with a zero
lifetime and the care-of address set to the honme address. |If the
nobi | e node does not know if it needs the Binding Cache entry, it can
make the decision in an inplenmentation-dependent manner, such as
based on avail abl e resources.
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Not e that the nobile node should be careful not to respond to Binding
Ref resh Requests for addresses not in the Binding Update List to
avoi d being subjected to a denial of service attack.

If the return routability procedure conpl etes successfully, a Binding
Updat e nmessage SHOULD be sent, as described in Section 11.7.2. The
Lifetime field in this Binding Update SHOULD be set to a new
lifetime, extending any current lifetime remaining froma previous

Bi ndi ng Update sent to this node (as indicated in any existing

Bi ndi ng Update List entry for this node), and the lifetime SHOULD
again be less than or equal to the remaining lifetine of the hone
registration and the care-of address specified for the binding. Wen
sendi ng this Binding Update, the nobile node MJST update its Binding
Update List in the sane way as for any other Binding Update sent by

t he nmobil e node.

8. Retransmissions and Rate Limting

The nobile node is responsible for retransmi ssions and rate liniting
in the return routability procedure, in registrations, and in
solicited prefix discovery.

When the nobile node sends a Mdbile Prefix Solicitation, Home Test
Init, Care-of Test Init, or Binding Update for which it expects a
response, the nobile node has to determine a value for the initial
retransm ssion tiner:

o If the nmobile node is sending a Mobile Prefix Solicitation, it
SHOULD use an initial retransm ssion interval of
I NI TIAL_SOLI CI T_TI MER (see Section 12).

o |If the nmobile node is sending a Binding Update and does not have
an existing binding at the honme agent, it SHOULD use
Initial BindackTi neout Fi rst Reg (see Section 13) as a value for the
initial retransmssion tinmer. This long retransm ssion interva
will allowthe hone agent to conplete the Duplicate Address
Det ecti on procedure nmandated in this case, as detailed in
Section 11.7.1.

0 Oherw se, the nobile node should use the specified val ue of
I NI TI AL_BI NDACK _TI MEQUT for the initial retransm ssion tiner.

If the nobile node fails to receive a valid matching response within
the selected initial retransmission interval, the nobile node SHOULD
retransmt the nessage until a response is received.
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The retransm ssions by the nobile node MIST use an exponential back-
of f process in which the tineout period is doubled upon each
retransm ssion, until either the node receives a response or the

ti meout period reaches the val ue MAX BI NDACK Tl MEQUT

The nobil e

node MAY continue to send these nmessages at this slower rate
i ndefinitely.

The nobil e node SHOULD start a separate back-off process for

di fferent message types,
care-of addresses.

di fferent hone addresses, and different
However, in addition an overall rate limtation

applies for nessages sent to a particular correspondent node. This
ensures that the correspondent node has a sufficient anount of tinme
to respond when bindings for nultiple hone addresses are registered,

for instance.

The nobil e node MUST NOT send Mobility Header nessages

of a particular type to a particular correspondent node nore than

MAX UPDATE RATE tinmes within a second.

Retransmi tted Bi ndi ng Updates MJST use a Sequence Nunber val ue
greater than that used for the previous transm ssion of this Binding

Updat e.

MJUST use new cooki e val ues.

12. Protocol Constants

DHAAD RETRI ES

| NI TI AL_BI NDACK_TI MEQUT
| NI TI AL_DHAAD_TI MEOUT

I NI TIAL_SOLI G T_TI MER
MAX_BI NDACK_TI NEOUT
MAX_DELETE_BCE_TI MEOUT
MAX_NONCE_LI FETI MVE
MAX_TOKEN_LI FETI MVE
MAX_RO_FAI LURE
MAX_RR_BI NDI NG_LI FETI ME
MAX_UPDATE_RATE

PREFI X_ADV_RETRI ES
PREFI X_ADV_TI MEOUT

13. Protocol Configuration Variables

Per ki ns,

MaxMobPf xAdvl nt er va
M nDel ayBet weenRAs

M nMobPf xAdvI nt er val

I nitial Bi ndackTi neout Fi r st Reg

et al.

St andards Track

Retransmitted Hone Test Init and Care-of Test Init nessages

4 retransni ssions
1 second

3 seconds

3 seconds

32 seconds

10 seconds

240 seconds

210 seconds
3retries

420 seconds

3 tines

3 retransm ssi ons
3 seconds

Def aul t: 86, 400 seconds
Default: 3 seconds,

M n: 0.03 seconds
Default: 600 seconds
Default: 1.5 seconds
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Home agents MJST allow the first three variables to be configured by
system nmanagenent, and nobile nodes MJST allow the |ast variable to
be configured by system managenent .

The default value for InitialBi ndackTi meout First Reg has been
calculated as 1.5 tinmes the default value of RetransTiner, as
specified in Neighbor Discovery (RFC 4861 [18]) tines the default
val ue of DupAddrDetectTransnmits, as specified in Statel ess Address
Aut oconfiguration (RFC 4862 [19]).
The val ue M nDel ayBet weenRAs overrides the value of the protoco
constant M N _DELAY BETWEEN RAS, as specified in Neighbor Discovery
(RFC 4861 [18]). This variable SHOULD be set to M nRtrAdvlnterval
if MnRtrAdvinterval is less than 3 seconds.

| ANA Consi derations
Thi s docunent defines a new | Pv6 protocol, the Mbility Header
described in Section 6.1. This protocol has been assigned protoco
number 135.
Thi s docunent al so creates a new nane space "Mbility Header Type"
for the MH Type field in the Mbility Header. The current nessage
types are described starting from Section 6.1.2, and are the
fol | owi ng:

0 Binding Refresh Request

1 Hone Test Init

2 Care-of Test Init

3 Home Test

4 Care-of Test

5 Binding Update

6 Bi ndi ng Acknow edgenent

7 Binding Error

Future values of the WH Type can be allocated using Standards Action
or | ESG Approval [23].
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Furt hernmore, each nobility nmessage nay contain nobility options as
described in Section 6.2. This docunent defines a new nanme space
"Mobility Option" to identify these options. The current nobility
options are defined starting from Section 6.2.2 and are the
fol | owi ng:

0 Padl

1 PadN

2 Binding Refresh Advice

3 Alternate Care-of Address

4 Nonce Indices

5 Authorization Data

Future values of the Option Type can be allocated using Standards
Action or | ESG Approval [23].

Finally, this docunent creates a third new nanme space "Status Code"
for the Status field in the Binding Acknow edgenent nessage. The
current values are listed in Section 6.1.8 and are the foll ow ng:
0 Binding Update accepted

1 Accepted but prefix discovery necessary

128 Reason unspecified

129 Administratively prohibited

130 Insufficient resources

131 Hone registration not supported

132 Not home subnet

133 Not home agent for this nobile node

134 Duplicate Address Detection failed

135 Sequence nunber out of w ndow

136 Expired hone nonce index

137 Expired care-of nonce index
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138 Expired nonces
139 Registration type change disall owed
174 Invalid Care-of Address

Future values of the Status field can be allocated using Standards
Action or | ESG Approval [23].

Al fields | abel ed "Reserved" are only to be assigned through
St andards Action or |ESG Approval

This docunent al so defines a new | Pv6 destination option, the Home
Address option, described in Section 6.3. This option has been
assigned the Option Type val ue 0xC9.

Thi s docunent al so defines a new | Pv6 type 2 routing header
described in Section 6.4. The value 2 has been allocated by | ANA

In addition, this docunent defines four |ICVP nessage types, two used
as part of the dynam ¢ hone agent address di scovery mechani sm and
two used in lieu of Router Solicitations and Adverti senents when the
nmobi |l e node is away fromthe hone |ink. These nessages have been
assigned | CWPv6 type nunbers fromthe informational nmessage range:

0o The Hone Agent Address Discovery Request message, described in
Section 6.5;

o The Hone Agent Address Discovery Reply nessage, described in
Section 6. 6;

o0 The Mobile Prefix Solicitation, described in Section 6.7; and

0 The Mobile Prefix Advertisenment, described in Section 6.8.

This docunent al so defines two new Nei ghbor Di scovery [18] options,
whi ch have been assigned Option Type val ues within the option
nunbering space for Nei ghbor D scovery nessages:

0 The Advertisenment Interval option, described in Section 7.3; and

0 The Hone Agent Information option, described in Section 7.4.
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Security Considerations
1. Threats

Any mobility solution nmust protect itself against m suses of the
nmobility features and nechanisns. |In Mbile | Pv6, nost of the
potential threats are concerned with fal se bindings, usually
resulting in denial-of-service attacks. Sone of the threats also
pose potential for man-in-the-mddle, hijacking, confidentiality, and
i mpersonation attacks. The main threats this protocol protects

agai nst are the foll ow ng:

o Threats involving Binding Updates sent to hone agents and
correspondent nodes. For instance, an attacker might claimthat a
certain nobile node is currently at a different location than it
really is. If a home agent accepts such spoofed information sent
toit, the nobile node m ght not get traffic destined to it.
Simlarly, a nalicious (nobile) node might use the hone address of
a victimnode in a forged Binding Update sent to a correspondent
node.

These pose threats against confidentiality, integrity, and
availability. That is, an attacker m ght |learn the contents of
packets destined to anot her node by redirecting the traffic to
itself. Furthernore, an attacker m ght use the redirected packets
in an attenpt to set itself as a man in the niddle between a
nobi l e and a correspondent node. This would allow the attacker to
i npersonate the nobile node, leading to integrity and availability
pr obl ens.

A malicious (nobile) node might also send Binding Updates in which
the care-of address is set to the address of a victimnode. |If
such Bi ndi ng Updates were accepted, the nalicious node could lure
the correspondent node into sending potentially |arge anounts of
data to the victiny the correspondent node’s replies to nessages
sent by the nalicious nobile node will be sent to the victimhost
or network. This could be used to cause a distributed deni al - of -
service attack. For exanple, the correspondent node m ght be a
site that will send a hi gh-bandw dth stream of video to anyone who
asks for it. Note that the use of flow control protocols such as
TCP does not necessarily defend against this type of attack
because the attacker can fake the acknow edgenents. Even keeping
TCP initial sequence nunbers secret does not hel p, because the
attacker can receive the first few segnents (including the I SN) at
its own address, and only then redirect the streamto the victinis
address. These types of attacks nmay al so be directed to networks
i nstead of nodes. Further variations of this threat are described
el sewhere [28] [35].
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An attacker might also attenpt to disrupt a nobile node’s
communi cati ons by replaying a Binding Update that the node had
sent earlier. |If the old Binding Update was accepted, packets
destined for the nobile node would be sent to its old |ocation as
opposed to its current |ocation

A nalicious nobile node associated to nmultiple hone agents coul d
create a routing | oop anongst them This can be achi eved when a
nmobi | e node bi nds one honme address | ocated on a first honme agent
to anot her home address on a second hone agent. This type of
binding will force the hone agents to route the same packet anong
each other without know edge that a routing | oop has been created.
Such | ooping problemis linted to cases where a nobil e node has
mul tiple home agents and is pernitted to be associated with the
mul ti pl e home agents. For the single home agent case, a policy at
the hone agent would prevent the binding of one hone address to
anot her home address hosted by the sanme honme agent.

The potential problens caused by such routing |l oops in this
scenario can be substantially reduced by use of the Tunnel -Limt
Option specified in RFC 2473 [7].

In conclusion, there are denial -of-service, man-in-the-m ddl e,
confidentiality, and inpersonation threats against the parties

i nvol ved in sending |egitimte Binding Updates, the threat of
routing | oops when there are nmultiple home agents, and deni al - of -
service threats agai nst any other party.

o Threats associated with payl oad packets: Payl oad packets exchanged
wi th nobile nodes are exposed to sinmilar threats as that of
regular 1Pv6 traffic. However, Mobile IPv6 introduces the Hone
Address destination option and a new routing header type (type 2),
and uses tunneling headers in the payl oad packets. The protocol
must protect against potential new threats involving the use of
t hese nechani sns.

Third parties becone exposed to a reflection threat via the Hone
Address destination option, unless appropriate security
precautions are followed. The Home Address destination option
could be used to direct response traffic toward a node whose I P
address appears in the option. |In this case, ingress filtering
woul d not catch the forged "return address" [38] [43].

A simlar threat exists with the tunnels between the nobile node
and the home agent. An attacker might forge tunnel packets
bet ween the nobil e node and the home agent, making it appear that
the traffic is comng fromthe nobile node when it is not. Note
that an attacker who is able to forge tunnel packets woul d
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typically also be able to forge packets that appear to cone
directly fromthe nobile node. This is not a new threat as such
However, it may nake it easier for attackers to escape detection
by avoiding ingress filtering and packet traci ng nechani sns.

Furt hernmore, spoofed tunnel packets m ght be used to gain access
to the home network.

Finally, a routing header could also be used in reflection
attacks, and in attacks designed to bypass firewalls. The
generality of the regular routing header would allow circunvention
of |P-address based rules in firewalls. It would also allow
reflection of traffic to other nodes. These threats exist with
routing headers in general, even if the usage that Mbile | Pv6
requires is safe.

0 Threats associated with dynam c home agent and nobile prefix
di scovery.

0 Threats against the Mobile I Pv6 security nmechani sns thensel ves: An
attacker might, for instance, lure the participants into executing
expensi ve cryptographic operations or allocating nenmory for the
pur pose of keeping state. The victimnode would have no resources
left to handle other tasks.

As a fundanental service in an |Pv6e stack, Mobile IPv6 is expected to
be depl oyed in nbst nodes of the IPv6 Internet. The above threats
shoul d therefore be considered as being applicable to the whole

I nt ernet.

It should al so be noted that sonme additional threats result from
nmovenents as such, even w thout the invol venent of nobility
protocols. Mbile nodes nust be capable to defend thenselves in the
networks that they visit, as typical perineter defenses applied in
the hone network no | onger protect them

2. Features

This specification provides a series of features designed to nitigate
the risk introduced by the threats Iisted above. The main security
features are the foll ow ng

0 Reverse tunneling as a nandatory feature.

o Protection of Binding Updates sent to hone agents.

o Protection of Binding Updates sent to correspondent nodes.
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o Protection against reflection attacks that use the Hone Address
destination option.

o Protection of tunnels between the nobile node and the honme agent.
0 dosing routing header vulnerabilities.

0o Mtigating denial-of-service threats to the Mbile IPv6 security
nmechani sns t hensel ves

The support for encrypted reverse tunneling (see Section 11.3.1)
all ows nobile nodes to defeat certain kinds of traffic analysis.

Protecting those Binding Updates that are sent to hone agents and
those that are sent to arbitrary correspondent nodes requires very
different security solutions due to the different situations. Mbile
nodes and hone agents are naturally expected to be subject to the
networ k admi ni strati on of the hone domain.

Thus, they can and are supposed to have a security association that
can be used to reliably authenticate the exchanged nessages. See
Section 5.1 for the description of the protocol nechanisns, and
Section 15.3 below for a discussion of the resulting | evel of
security.

It is expected that Mobile |Pv6 route optimzation will be used on a
gl obal basis between nodes belonging to different adnministrative
domains. It would be a very demanding task to build an

aut hentication infrastructure on this scale. Furthernore, a
traditional authentication infrastructure cannot be easily used to
aut henticate | P addresses because | P addresses can change often. It
is not sufficient to just authenticate the nobile nodes;

aut horization to claimthe right to use an address is needed as well.
Thus, an "infrastructurel ess" approach is necessary. The chosen
infrastructurel ess nethod is described in Section 5.2, and

Section 15.4 discusses the resulting security |evel and the design
rati onal e of this approach.

Specific rules guide the use of the Hone Address destination option
the routing header, and the tunneling headers in the payl oad packets.
These rul es are necessary to renove the vulnerabilities associated
with their unrestricted use. The effect of the rules is discussed in
Sections 15.7, 15.8, and 15.9.

Deni al - of -servi ce threats agai nst Mbile |Pv6 security nechani sns
t hensel ves concern nmainly the Binding Update procedures wth
correspondent nodes. The protocol has been designed to limt the
effects of such attacks, as will be described in Section 15.4.5.
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15.3. Binding Updates to Hone Agent

Si gnal i ng between the nobile node and the honme agent requires nmessage
integrity. This is necessary to assure the hone agent that a Binding
Update is froma legitimte nobile node. In addition, correct
ordering and anti-replay protection are optionally needed.

| Psec ESP protects the integrity of the Binding Updates and Bindi ng
Acknow edgenents by securing nobility nmessages between the nobile
node and the hone agent.

| Psec can provide anti-replay protection only if dynam c keying is
used (which may not always be the case). |Psec does not guarantee
correct ordering of packets, only that they have not been repl ayed.
Because of this, sequence nunbers within the Mbile | Pv6 nmessages are
used to ensure correct ordering (see Section 5.1). However, if the
16-bit Mbile | Pv6 sequence nunber space is cycled through, or the
hone agent reboots and loses its state regarding the sequence
nunbers, replay and reordering attacks becone possible. The use of
dynam ¢ keying, |Psec anti-replay protection, and the Mbile | Pv6
sequence nunmbers can together prevent such attacks. It is also
recommended that use of non-volatil e storage be considered for home
agents, to avoid losing their state.

A sliding window schene is used for the sequence nunbers. The
protection against replays and reordering attacks w thout a key
managenment nechani sm works when the attacker renenbers up to a
maxi mum of 2**15 Bi ndi ng Updat es.

The above nechani sms do not show that the care-of address given in
the Binding Update is correct. This opens the possibility for

deni al -of -service attacks against third parties. However, since the
nmobi | e node and hone agent have a security association, the hone
agent can always identify an ill-behaving nobile node. This allows
the hone agent operator to discontinue the nmobile node’ s service, and
possi bly take further actions based on the business relationship with
t he nobil e node’ s owner

Note that the use of a single pair of manually keyed security
associations conflicts with the generation of a new honme address [21]
for the nobile node, or with the adoption of a new hone subnet

prefix. This is because | Psec security associations are bound to the
used addresses. \While certificate-based autonmatic keying alleviates

this problemto an extent, it is still necessary to ensure that a
gi ven nobil e node cannot send Bi nding Updates for the address of
anot her nobile node. In general, this leads to the inclusion of home

addresses in certificates in the Subject AltName field. This again
limts the introduction of new addresses wi thout either manual or
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autonatic procedures to establish new certificates. Therefore, this
specification restricts the generation of new home addresses (for any
reason) to those situations where a security association or
certificate for the new address al ready exists.

Support for I KEv2 has been specified as optional. The follow ng
shoul d be observed about the use of manual Kkeyi ng:

0 As discussed above, with manually keyed I Psec, only a linited form
of protection exists against replay and reordering attacks. A
vul nerability exists if either the sequence nunber space is cycled
through or the honme agent reboots and forgets its sequence nunbers
(and uses volatile nenory to store the sequence nunbers).

Assumi ng the nmobil e node noves continuously every 10 nminutes, it

takes roughly 455 days before the sequence nunber space has been

cycl ed through. Typical novenent patterns rarely reach this high
frequency today.

o A nobile node and its hone agent belong to the same domain. |If
this were not the case, manual keying would not be possible [42],
but in Mbile IPv6 only these two parties need to know the
manual |y configured keys. Simlarly, we note that Mbile | Pv6
enpl oys standard bl ock ciphers in |Psec, and is not vulnerable to
probl ens associated with stream ci phers and nanual keyi ng.

0o It is expected that the owner of the nobile node and the
adm ni strator of the home agent agree on the used keys and ot her
paraneters with sone off-1line nmechani sm

The use of IKEv2 with Mobile IPv6 is docunented in nore detail in
[20]. The follow ng should be observed regarding the use of |KEv2:

0o It is necessary to prevent a nobile node from claim ng anot her
nmobi | e node’ s home address. The hone agent nust verify that the
nobil e node trying to negotiate the SA for a particular home
address is authorized for that hone address. This inplies that
even with the use of IKEv2, a policy entry needs to be configured
for each hone address served by the honme agent.

It may be possible to include home addresses in the Subject
Al'tNane field of certificate to avoid this. However,

i npl enentations are not guaranteed to support the use of a
particular | P address (care-of address) while another address

(home address) appears in the certificate. 1In any case, even this
approach woul d require user-specific tasks in the certificate
aut hority.
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0 Due to the problens outlined in Section 11.3.2, the | KEv2 SA
bet ween the nobile node and its home agent is established using
the nmobile node’s current care-of address. This inplies that when
the nmobil e node noves to a new location, it may have to
re-establish an I KEv2 security association. A Key Managenent
Mobility Capability (K) flag is provided for inplenentations that
can update the | KEv2 endpoints w thout re-establishing an | KEv2
security association, but the support for this behavior is
opti onal

0 Nevertheless, even if per-nobile node configuration is required
with I KEv2, an inportant benefit of IKEv2 is that it automates the
negoti ati on of cryptographic paraneters, including the Security
Paraneter Indices (SPIs), cryptographic algorithms, and so on.
Thus, less configuration information is needed.

o The frequency of novenents in sone link |ayers or depl oynent
scenari os may be hi gh enough to nake replay and reordering attacks
possible, if only nanual keying is used. |KEv2 SHOULD be used in
such cases. Potentially vulnerable scenarios involve continuous
novenent through small cells, or uncontrolled alternation between
avai |l abl e network attachment points.

o Simlarly, in sone deploynent scenarios the nunber of nobile nodes
may be very large. In these cases, it can be necessary to use
aut onati ¢ mechani snms to reduce the nmanagenent effort in the
admi ni stration of cryptographic paraneters, even if sone per-
nmobi | e node configuration is always needed. |KEv2 SHOULD al so be
used in such cases.

4. Binding Updates to Correspondent Nodes

The notivation for designing the return routability procedure was to
have sufficient support for Mbile | Pv6, wi thout creating significant
new security problens. The goal for this procedure was not to
protect against attacks that were al ready possible before the

i ntroduction of Mbile IPv6.

The next sections will describe the security properties of the used
nmet hod, both fromthe point of view of possible on-path attackers who
can see those cryptographic values that have been sent in the clear
(Sections 15.4.2 and 15.4.3) and fromthe point of view of other
attackers (Section 15.4.6).
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4.1. Overview

The chosen infrastructurel ess nethod verifies that the nobile node is
"live" (that is, it responds to probes) at its home and care- of
addresses. Section 5.2 describes the return routability procedure in
detail. The procedure uses the follow ng principles:

0 A nmessage exchange verifies that the nobile node is reachabl e at
its addresses, i.e., is at least able to transnit and receive
traffic at both the hone and care-of addresses.

0 The eventual Binding Update is cryptographically bound to the
tokens supplied in the exchanged nessages.

o0 Symmetric exchanges are enployed to avoid the use of this protoco
in reflection attacks. In a synmetric exchange, the responses are
al ways sent to the sane address fromwhich the request was sent.

0 The correspondent node operates in a stateless manner until it
receives a fully authorized Bi ndi ng Update.

0 Some additional protection is provided by encrypting the tunnels
bet ween the nobil e node and hone agent with I Psec ESP. As the
tunnel al so transports the nonce exchanges, the ability of
attackers to see these nonces is linmted. For instance, this
prevents attacks from being | aunched fromthe nobile node’'s
current foreign link, even when no link-layer confidentiality is
avail abl e.

The resulting level of security is in theory the sanme even w t hout
this additional protection: the return routability tokens are
still exposed only to one path within the whole Internet.

However, the nobile nodes are often found on an insecure |ink
such as a public access Wreless LAN. Thus, in many cases, this
addi ti on nakes a practical difference.

For further infornmation about the design rationale of the return
routability procedure, see [28] [35] [34] [43]. The nechani snms used
have been adopted fromthese docunents.

4.2. Achieved Security Properties

The return routability procedure protects Bindi ng Updates agai nst all
attackers who are unable to nonitor the path between the hone agent
and the correspondent node. The procedure does not defend agai nst
attackers who can nmonitor this path. Note that such attackers are in
any case able to nount an active attack against the nobile node when
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it is at its hone location. The possibility of such attacks is not
an i npedinent to the deploynent of Mbile | Pv6 because these attacks
are possible regardl ess of whether or not Mbile IPv6 is in use.

This procedure al so protects against denial-of-service attacks in
which the attacker pretends to be nobile, but uses the victinis
address as the care-of address. This would cause the correspondent
node to send the victimsome unexpected traffic. This procedure

def ends agai nst these attacks by requiring at |east the passive
presence of the attacker at the care-of address or on the path from
the correspondent to the care-of address. Normally, this will be the
nobi | e node.

4.3. Conparison to Regular |Pv6 Communications

This section discusses the protection offered by the return
routability nethod by conmparing it to the security of regular |Pv6
communi cations. We will divide vulnerabilities into three classes:
(1) those related to attackers on the local network of the nobile
node, home agent, or the correspondent node, (2) those related to
attackers on the path between the honme network and the correspondent
node, and (3) off-path attackers, i.e., the rest of the Internet.

We will now discuss the vulnerabilities of regular |Pv6

communi cations. The on-link vulnerabilities of |Pv6 conmunications

i ncl ude deni al - of -servi ce, masqueradi ng, nan-in-the-mn ddl e,
eavesdroppi ng, and other attacks. These attacks can be | aunched

t hrough spoofing Router Di scovery, Neighbor Discovery, and other |Pv6
mechani sms.  Sone of these attacks can be prevented with the use of
cryptographic protection in the packets.

A simlar situation exists with on-path attackers. That is, wthout
cryptographic protection, the traffic is conpletely vul nerable.

Assum ng that attackers have not penetrated the security of the
Internet routing protocols, attacks are nmuch harder to | aunch from
of f-path | ocations. Attacks that can be | aunched fromthese

| ocations are mainly denial-of-service attacks, such as flooding
and/or reflection attacks. It is not possible for an off-path
attacker to becone a man in the mddle.

Next, we will consider the vulnerabilities that exist when IPv6 is
used together with Mbile IPv6 and the return routability procedure.
On the local link, the vulnerabilities are the sane as those in | Pv6,
but masquerade and man-in-the-m ddl e attacks can now al so be | aunched
agai nst future conmuni cations, and not just agai nst current

communi cations. If a Binding Update was sent while the attacker was
present on the link, its effects remain for the lifetine of the
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bi nding. This happens even if the attacker noves away fromthe |ink
In contrast, an attacker who uses only plain IPv6 generally has to
stay on the link in order to continue the attack. Note that in order
to launch these new attacks, the |IP address of the victimnust be
known. This makes this attack feasible, mainly in the context of

wel | -known interface I Ds, such as those already appearing in the
traffic on the link or registered in the DNS

On-path attackers can exploit simlar vulnerabilities as in regular

| Pv6. There are sonme minor differences, however. Masquerade, nan-
in-the-m ddl e, and deni al -of -service attacks can be | aunched with
just the interception of a few packets, whereas in regular IPv6 it is
necessary to intercept every packet. The effect of the attacks is
the sanme regardl ess of the method, however. In any case, the nost
difficult task an attacker faces in these attacks is getting on the
right path.

The vulnerabilities for off-path attackers are the sane as in regul ar
| Pv6. Those nodes that are not on the path between the hone agent
and the correspondent node will not be able to receive the hone
address probe nessages.

In conclusion, we can state the following main results fromthis
conpari son:

0 Return routability prevents any off-path attacks beyond those that
are already possible in regular IPv6. This is the nost inportant
result, preventing attackers on the Internet from exploiting any
vul nerabilities.

0 Wulnerabilities to attackers on the honme agent link, the
correspondent node |link, and the path between them are roughly the
sane as in regular |Pv6.

0 However, one difference is that in basic IPv6 an on-path attacker
nmust be constantly present on the Iink or the path, whereas with
Mobil e | Pv6, an attacker can | eave a binding behind after noving
away.

For this reason, this specification linmts the creation of

bi ndings to at nost MAX TOKEN LI FETI ME seconds after the | ast
routability check has been perforned, and linits the duration of a
binding to at nost MAX RR BI NDI NG LI FETI ME seconds. Wth these
limtations, attackers cannot take any practical advantages of
this vulnerability.
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o There are sone other mnor differences, such as an effect to the
deni al -of -service vulnerabilities. These can be considered to be
i nsignificant.

o The path between the honme agent and a correspondent node is
typically easiest to attack on the links at either end, in
particular if these links are publicly accessible wreless LANs.
Attacks against the routers or switches on the path are typically
harder to acconplish. The security on layer 2 of the |inks plays
then a major role in the resulting overall network security.
Simlarly, security of |1Pv6 Neighbor and Router Di scovery on these
links has a large inpact. |f these were secured using sone new
technology in the future, this could change the situation
regardi ng the easiest point of attack.

For a nmore in-depth discussion of these issues, see [43].
4.4, Replay Attacks

The return routability procedure also protects the participants

agai nst replayed Binding Updates. The attacker is unable replay the
same nmessage due to the sequence nunber that is a part of the Binding
Update. It is also unable to nodify the Binding Update since the MAC
verification would fail after such a nodification

Care nust be taken when renoving bindings at the correspondent node,
however. If a binding is renoved while the nonce used in its
creation is still valid, an attacker could replay the old Binding
Update. Rules outlined in Section 5.2.8 ensure that this cannot
happen.

4.5. Denial -of-Service Attacks

The return routability procedure has protection agai nst resource
exhaustion deni al -of -service attacks. The correspondent nodes do not
retain any state about individual nobile nodes until an authentic

Bi ndi ng Update arrives. This is achieved through the construct of
keygen tokens fromthe nonces and node keys that are not specific to
i ndi vi dual nobile nodes. The keygen tokens can be reconstructed by
the correspondent node, based on the hone and care-of address
information that arrives with the Binding Update. This neans that
the correspondent nodes are safe agai nst nenory exhaustion attacks
except where on-path attackers are concerned. Due to the use of
symretric cryptography, the correspondent nodes are relatively safe
agai nst CPU resource exhaustion attacks as well.
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Nevert hel ess, as [28] describes, there are situations in which it is
i mpossi ble for the nobile and correspondent nodes to determine if
they actually need a binding or whether they just have been fool ed
into believing so by an attacker. Therefore, it is necessary to
consi der situations where such attacks are bei ng nmade.

Even if route optim zation is a very inportant optinization, it is
still only an optim zation. A nobile node can comunicate with a
correspondent node even if the correspondent refuses to accept any
Bi ndi ng Updates. However, performance will suffer because packets
fromthe correspondent node to the nobile node will be routed via the
nobi |l e’ s hone agent rather than a nore direct route. A correspondent
node can protect itself against sone of these resource exhaustion

attacks as follows. |If the correspondent node is flooded with a
| arge number of Binding Updates that fail the cryptographic integrity
checks, it can stop processing Binding Updates. |f a correspondent

node finds that it is spending nore resources on checki ng bogus
Bi ndi ng Updates than it is likely to save by accepting genui ne

Bi ndi ng Updates, then it may silently discard sone or all Binding
Updat es wi thout perform ng any cryptographi c operations.

Layers above I P can usually provide additional information to help
determ ne whether there is a need to establish a binding with a
specific peer. For exanple, TCP knows if the node has a queue of
data that it is trying to send to a peer. An inplenentation of this
specification is not required to nake use of information from hi gher
protocol layers, but sone inplenentations are likely to be able to
manage resources nore effectively by making use of such information

We also require that all inplenentations be capabl e of
adm nistratively disabling route optim zation

4.6. Key Lengths

Attackers can try to break the return routability procedure in many
ways. Section 15.4.2 discusses the situation where the attacker can
see the cryptographic values sent in the clear, and Section 15.4.3
di scusses the inmpact this has on I Pv6 comruni cations. This section
di scusses whether attackers can guess the correct val ues w thout

seei ng them

While the return routability procedure is in progress, 64-bit cookies
are used to protect spoofed responses. This is believed to be
sufficient, given that to blindly spoof a response a very |arge
nunber of nessages woul d have to be sent before success woul d be

pr obabl e.
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The tokens used in the return routability procedure provide together
128 bits of information. This information is used internally as

i nput to a hash function to produce a 160-bit quantity suitable for
produci ng the keyed hash in the Binding Update using the HVAC SHAl
algorithm The final keyed hash length is 96 bits. The liniting
factors in this case are the input token Il engths and the final keyed
hash I ength. The internal hash function application does not reduce
t he entropy.

The 96-bit final keyed hash is of typical size and is believed to be
secure. The 128-bit input fromthe tokens is broken in two pieces,
the hone keygen token and the care-of keygen token. An attacker can
try to guess the correct cookie value, but again this would require a
| arge number of nessages (an the average 2**63 nessages for one or
2**127 for two). Furthernore, given that the cookies are valid only
for a short period of tine, the attack has to keep a hi gh constant
message rate to achieve a lasting effect. This does not appear
practical .

When the nobile node is returning honme, it is allowed to use just the
home keygen token of 64 bits. This is less than 128 bits, but
attacking it blindly would still require a | arge nunber of nessages
to be sent. If the attacker is on the path and capabl e of seeing the
Bi ndi ng Update, it could conceivably break the keyed hash with brute
force. However, in this case the attacker has to be on the path,

whi ch appears to offer easier ways for denial of service than
preventing route optinization.

5. Dynami c Hone Agent Address Discovery

The dynami ¢ hone agent address discovery function could be used to
| earn the addresses of hone agents in the hone network.

The ability to | earn addresses of nodes nmay be useful to attackers
because brute-force scanning of the address space is not practica
with I Pv6. Thus, they could benefit from any neans that nmake mappi ng
the networks easier. For exanple, if a security threat targeted at
routers or even home agents is discovered, having a sinple | CW
mechanismto easily find out possible targets may prove to be an

addi tional (though mnor) security risk

Thi s docunent does not define any authentication nechanismfor
dynanmi ¢ home agent address discovery nessages. Therefore, the hone
agent cannot verify the hone address of the nobile node that
requested the list of honme agents.
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Apart from di scovering the address(es) of honme agents, attackers will
not be able to learn much fromthis information, and nobil e nodes
cannot be tricked into using wong home agents, as all other

communi cation with the hone agents is secure

In cases where additional security is needed, one nmay consider

i nstead the use of M Pv6 bootstrapping [22], (based on DNS SRV
Resource Records [10]) in conjunction with security nechanisns
suggested in these specifications. |In that solution, security is
provi ded by the DNS Security (DNSSEC) [13] framework. The needed
pre-configured data on the nobile node for this mechanismis the
domai n nane of the nobile service provider, which is marginally
better than the hone subnet prefix. For the security, a trust anchor
t hat doni nates the domain is needed

6. Mbile Prefix Discovery

The nobile prefix discovery function nay |leak interesting infornmation
about network topology and prefix lifetines to eavesdroppers; for
this reason, requests for this informati on have to be authenti cated.
Responses and unsolicited prefix information needs to be

aut henticated to prevent the nobile nodes frombeing tricked into
believing fal se informati on about the prefixes and possibly
preventing conmuni cations with the existing addresses. Optionally,
encryption may be applied to prevent |eakage of the prefix

i nformation.

7. Tunneling via the Home Agent

Tunnel s between the nobil e node and the hone agent can be protected
by ensuring proper use of source addresses, and optiona
cryptographic protection. These procedures are discussed in
Section 5.5.

Bi ndi ng Updates to the hone agents are secure. Wen receiving
tunneled traffic, the hone agent verifies that the outer |P address
corresponds to the current |ocation of the nobile node. This acts as
a weak form of protection agai nst spoofing packets that appear to
cone fromthe nobile node. This is particularly useful, if no end-
to-end security is being applied between the nobile and correspondent
nodes. The outer |IP address check prevents attacks where the
attacker is controlled by ingress filtering. 1t also prevents
attacks when the attacker does not know the current care-of address
of the nobile node. Attackers who know the care-of address and are
not controlled by ingress filtering could still send traffic through
the hone agent. This includes attackers on the sane |ocal |ink as
the nmobile node is currently on. But such attackers could send
packets that appear to cone fromthe nobile node wi thout attacking
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the tunnel; the attacker could sinply send packets with the source
address set to the nobile node’s home address. However, this attack
does not work if the final destination of the packet is in the hone
networ k, and sone form of perinmeter defense is being applied for
packets sent to those destinations. |In such cases it is recommended
that either end-to-end security or additional tunnel protection be
applied, as is usual in renote access situations.

Home agents and nobil e nodes nay use | Psec ESP to protect payl oad
packets tunnel ed between thenselves. This is useful for protecting
communi cati ons agai nst attackers on the path of the tunnel

When a uni que-local address (ULA, RFC 4193 [15]) is used as a honme
address, reverse tunneling can be used to send local traffic from
anot her location. Administrators should be aware of this when

all owi ng such honme addresses. |In particular, the outer |IP address
check descri bed above is not sufficient against all attackers. The
use of encrypted tunnels is particularly useful for these kinds of
horme addresses.

8. Hone Address Option

When the nobil e node sends packets directly to the correspondent

node, the Source Address field of the packet’s |IPv6 header is the
care-of address. Therefore, ingress filtering [27] works in the
usual manner even for nobile nodes, as the Source Address is
topologically correct. The Hone Address option is used to informthe
correspondent node of the nobile node’s honme address.

However, the care-of address in the Source Address field does not
survive in replies sent by the correspondent node unless it has a
binding for this nobile node. Also, not all attacker tracing
nmechani sms wor k when packets are being reflected through
correspondent nodes using the Home Address option. For these
reasons, this specification restricts the use of the Home Address
option. It nmay only be used when a binding has al ready been
established with the participation of the node at the hone address,
as described in Sections 5.5 and 6.3. This prevents reflection
attacks through the use of the Hone Address option. It also ensures
that the correspondent nodes reply to the sane address that the
nmobi | e node sends traffic from

No special authentication of the Hone Address option is required
beyond the above, but note that if the I Pv6 header of a packet is
covered by | Psec Authentication Header, then that authentication
covers the Home Address option as well. Thus, even when

aut hentication is used in the | Pv6 header, the security of the Source
Address field in the I Pv6 header is not conpronised by the presence
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of a Honme Address option. Wthout authentication of the packet, any
field in the I Pv6 header including the Source Address field or any
other part of the packet and the Hone Address option can be forged or
nmodified in transit. |In this case, the contents of the Home Address
option is no nore suspect than any other part of the packet.

9. Type 2 Routing Header

The definition of the type 2 routing header is described in

Section 6.4. This definition and the associ ated processing rul es
have been chosen so that the header cannot be used for what is
traditionally viewed as source routing. |In particular, the hone
address in the routing header will always have to be assigned to the
home address of the receiving node; otherw se, the packet will be

dr opped.

Ceneral ly, source routing has a nunber of security concerns. These
i nclude the automatic reversal of unauthenticated source routes
(which is an issue for I1Pv4, but not for IPv6). Another concern is
the ability to use source routing to "junp" between nodes inside, as
well as outside, a firewall. These security concerns are not issues
in Mbile I Pv6, due to the rules nmentioned above.

In essence the semantics of the type 2 routing header is the sane as
a special formof IP-in-1P tunneling where the inner and outer source
addresses are the sane.

This inplies that a device that inplenents the filtering of packets
shoul d be able to distinguish between a type 2 routing header and
other routing headers, as required in Section 8.3. This is necessary
in order to allow Mobile IPv6 traffic while still having the option
of filtering out other uses of routing headers.

10. SHA-1 Secure Enough for Mobile I Pv6 Control Messages

This docunent relies on hash-based nessage authentication codes
(HVAC) conputed using the SHA-1 [11] hash algorithm for the hone
keygen token and care-of keygen token, as well as the authentication
fields in the binding update and bi nding authorization data (see
Section 5.2.4). \Wile SHA-1 has been deprecated for sone

crypt ographi ¢ nechani sns, SHA-1 is considered secure for the
foreseeabl e future when used as specified here. For additiona
details, see [39].
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Appendi x A, Future Extensions
A. 1. Piggybacking

Thi s docunent does not specify how to piggyback payl oad packets on
the binding-rel ated nessages. However, it is envisioned that this
can be specified in a separate docunent when issues such as the

i nteracti on between pi ggybacking and I Psec are fully resolved (see
al so Appendix A.3). The return routability messages can indicate
support for piggybacking with a new nobility option

A. 2. Triangul ar Routing

Due to the concerns about opening reflection attacks with the Home
Address destination option, this specification requires that this
option be verified against the Binding Cache, i.e., there nust be a
Bi ndi ng Cache entry for the honme address and care-of address.

Future extensions may be specified that allow the use of unverified
Home Address destination options in ways that do not introduce
security issues.

A. 3. New Aut hori zati on Met hods

While the return routability procedure provides a good | evel of
security, there exist nethods that have even higher |evels of
security. Second, as discussed in Section 15.4, future enhancenents
of IPv6 security nmay cause a need to also inprove the security of the
return routability procedure. Using |IPsec as the sole nethod for

aut hori zing Binding Updates to correspondent nodes is al so possible.
The protection of the Mobility Header for this purpose is easy,

t hough one nust ensure that the | Psec SA was created with appropriate
aut hori zation to use the hone address referenced in the Binding
Update. For instance, a certificate used by IKEv2 to create the
security association mght contain the home address. A future
specification may specify how this is done.

A. 4. Neighbor Discovery Extensions

Future specifications may inprove the efficiency of Neighbor

Di scovery tasks, which could be hel pful for fast novenents. One
factor is currently being | ooked at: the delays caused by the
Duplicate Address Detection mechanism Currently, Duplicate Address
Det ecti on needs to be perfornmed for every new care-of address as the
nobi | e node noves, and for the nobile node’'s |ink-1ocal address on
every new link. In particular, the need and the trade-offs of
re-performng Duplicate Address Detection for the link-I1ocal address
every tinme the nobile node noves on to new links will need to be

Perkins, et al. St andards Track [ Page 166]



RFC 6275 Mobi lity Support in |Pve July 2011

exam ned. Inprovenents in this area are, however, generally
appl i cabl e and progress independently fromthe Mbile |IPv6
speci fication.

Future functional inprovenents may al so be relevant for Mbile |IPv6
and other applications. For instance, nechanisns that would all ow
recovery froma Duplicate Address Detection collision would be usefu
for link-local, care-of, and hone addresses.

Appendi x B. Changes since RFC 3775
The followi ng issues were identified during the evolution of the
current document. Discussion about nost of the issues can be found
on the [nmext] working group page
http://trac.tools.ietf.org/wg/ mext/trac/report/6
| ssue #1 Last Accepted SOQN [ Ahmad Miuhanna]

Sol ution: specify that the nobil e node update its bindi ng sequence
number to match the sequence nunber given in the Binding

Acknowl edgenent (if the Bindi ng Acknow edgenent correctly passes
aut hentication and the status is 135 (Sequence Number out of

wi ndow). See Section 11.7.3.

| ssue #4 Renove references to site-local addresses [ George
Tsirtsis].

Fi xed.

| ssue #5 Wong protocol nunber (2 instead of 135) used in discussion
about checksum pseudo- header.

Fi xed. See Section 6.1.1.
| ssue #8 Application using the care-of address [Julien Lagani er]

Cite | Pv6 Socket API for Source Address Sel ection specification
[44]. See Section 11.3.4.

| ssue #10 The usage of "HA lifetine" [Ryuji Waki kawa]
The nobil e node SHOULD store the list of honme agents for |ater use
in case the honme agent currently nanagi ng the nobile node’'s

care-of address forwardi ng shoul d becone unavail able. See
Section 11.4.1.
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| ssue #11 De-registration when returning hone [Vijay Devarapal | i]

To be able to send and receive packets using its hone address from
the hone link, the nobile node MIUST send a Binding Update to its
hone agent to instruct its home agent to no longer intercept or
tunnel packets for it. Until the nobile node sends such a

de-regi stration Binding Update, it MJUST NOT attenpt to send and
receive packets using its home address fromthe home link. See
Section 11.5.5.

| ssue #12 BErr sent by HA too, not only by CN [ Al exandru Petrescu]
Fi xed. See Section 4. 2.
| ssue #13 Hone Link Detection [Suresh Krishnan]

Proposal : Add Section 11.5.2 for Honme Link Detection, drawi ng on
"M Pv6 Hone Link Detection" [29].

| ssue #14 References to bootstrapping [Vijay Devarapal li]

Cite "Mobile I Pv6 Bootstrapping in Split Scenario" [22] and "M P6-
boot strapping for the Integrated Scenario" [36]. See Section 4.1.

| ssue #17 Multi-homed nobil e node can cause routing | oop between
hone agents [Benjanin Linj

Added security advisory in Section 15.1, to highlight risk of
routing | oop anong HAs (e.g., in 3GPP)

A nalicious nobile node associated to nmultiple hone agents coul d
create a routing | oop anongst them This woul d happen when a
nmobi | e node bi nds one honme address | ocated on a first home agent
to anot her home address on a second honme agent.

| ssue #18 Subject: |ssues regardi ng Hone Address Option and | CwvP /
Bi ndi ng Errors [ Fabi an Mauchl e]

Proposal: Use the value in the Next Header field {50 (ESP), 51
(AH), 135 (Mobility Header)} to determine, if a Binding Cache
entry is required. See Section 9.3.1.

Proposal : If the Binding Error nessage was sent by the hone agent,

t he nobil e node SHOULD send a Bi nding Update to the hone agent
according to Section 11.7.1. See Section 11.3.6.
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| ssue #19 BU de-registration race condition [Kilian Weniger]

Problemarises if de-registration arrives at home agent before an
i medi ately precedi ng Bi ndi ng Updat e.

Sol ution: Hone agent defers BCE renoval after sending the Binding
Acknow edgenent. See Section 10. 3. 2.

Issue #6 M nor editorial corrections and updates.

Update | Psec and I KE references to the revised | Psec architecture
and | KEv2.

Update HVAC SHA1 [1] to Normative instead of Infornational

I ncl ude di scussion (see Section 15.10) to informinplenmenters that
HVAC SHAL is considered to offer sufficient protection for contro
messages as required by Mobile |Pv6.
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