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Abst ract

Over the |l ast two decades, many efforts have been devoted to
devel opi ng solutions for nobility support over the global Internet,
resulting in a variety of proposed solutions. W conducted a
systematic survey of the previous efforts to gain an overal

under standi ng on the solution space of nobility support. This
docunent reports our findings and identifies renaining issues in
provi di ng ubi quitous and efficient Internet nobility support on a
gl obal scale.
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the Trust Legal Provisions and are provided wi thout warranty as
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1

I ntroduction

Thi s docunent reports our findings froma historical survey of the
Internet nmobility research and standardi zati on efforts since the
early 1990s. Qur survey was notivated by two factors. First,
supporting nmobility over the Internet has been an active research
area and has produced a variety of solutions, sone of which have
becone the Internet standards. Yet, new issues continue to arise and
new sol utions continue to be devel oped to address them making one
wonder how much nore we have yet to discover about the problem space
as well as the solution space. The second factor is the rapid growth
in Internet access via nobile devices in recent years, which wll
inevitably lead to new I nternet application devel opnent in the coning
years and further underscore the inportance of Internet nmobility
support. We believe that a historical review of all the proposed
solutions on the table can help us not only identify their

commnal ities and differences but also clarify remaining i ssues and
shed insight on future efforts.

In this docunent, we provide an overview of nobility support
solutions fromthe early results to the nost recent proposals. In
the process, we al so discuss the essential conponents in nobility
support and anal yze the design space. Through sharing our

under standi ng of the current stage of the art, we aimto initiate an
open di scussion about the general direction for future nobility
support.

Note that the solutions discussed in this docunent are proposed
designs. They have been inplenented in many cases, but only a few
have been wi dely deployed in the Internet.

Ter m nol ogy

Thi s docunent uses the following terns to refer to the entities or
functions that are required in nobility support. Readers are
expected to be faniliar with RFC 3753 "Mobility Related Termn nol ogy"
[ RFC3753] before reading this docunent.

Identifier: A stable value that can be used to identify a nobile
node. Any uni que val ue can be used as an ldentifier as |ong
as it is topologically and geographically independent, i.e.
remai ns unchanged when t he nobil e node roans around.

Locator: The |P address that indicates the nobile node’'s current
attachnent point to the Internet. It could be the |IP address
of the nobile node itself or the | P address of the network
entity that is currently serving the nobile node.
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Mapping: In this docunent, mapping specifically neans the mapping
between a nobile's Identifier and its Locator

Rendezvous Point (RP): The place where the mapping is held. Sone
other functions such as data forwardi ng may al so be co-
| ocated on the rendezvous point.

d obal Mobility Managenent: A systemthat keeps track of each
nobil e’ s reachability when the nobile is noving, either
geographically or topologically, on a global scale.

Local Mobility Managenent: A systemthat keeps track of each
nmobil e’ s reachability within a topologically scoped | oca
domain. It keeps the nobile' s | ocal novenents transparent to
all entities that are outside of the |local scope.

Operator-Controlled Mbility Managenent: The nobile node itself is
unaware of nobility managenent. |Instead, certain network
entities, which are controlled by the network operators,
performall the nobility-related signaling job on behal f of
t he nmobil e node.

User-Controlled Mobility Managenent: The nobil e node participates in
the nobility managenent. Typically, the nobile updates its
reachability information after it changes | ocations and
refreshes its reachability at a user-defined frequency.

3. Basic Conponents in Mbility Support Protocols

The basic question in Internet nobility support is how to send data
to a nmoving receiver (a nobile, in short). Note that here we do not
di stingui sh between nobile nodes and nobil e subnets. W call the
host that sends data to a nobile the Correspondent Node (CN). To
send data to a noving receiver M the CN nust have neans to obtain
Ms latest | P address (solution type-1) or be able to reach Musing a
pi ece of stable information, where "stable" neans that the

i nformati on does not change as the nobile noves (solution type-2).

Anong the existing solutions, a few fall under type-1, and nost of
them use DNS as the nmeans to provide the CNwith the nobile’ s nost
current | P address information. The rest of the existing solutions
fall under type-2, which nust provide the function to reach the
nmobi | e’ s dynami cal |y changi ng | ocation by using that unchanged
Identifier of the nobile known to the CN. W can sunmarize all the
nmobi l ity support solutions as essentially involving three basic
conmponent s:
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0 a stable lIdentifier for a nobile;

0 a Locator, which is usually an I P address representing the
nmobil e’ s current |ocation; and

0 a mapping between the two.

We show in the next section that different nobility support designs
are nerely different approaches to provi de nappi ng between the
Identifiers and the nobiles’ current |IP addresses. In type-1
solutions, the stable Identifier of a nobile is its DNS nane, the
Locator is its current |IP address, and the DNS server provides the
mappi ng function. |In type-2 solutions, because the CN nust be able
to reach the nobile using the stable Identifier, the Identifier
itself is typically an | P address; either the network can dynamcally
find a path to reach the nobile or the I P address | eads to the "hone"
of the nobile that knows the nobile’s current Locator and can thus
forward the CN s packets to the nobile. Al the type-2 solutions
face two conmon issues. One issue is howto carry out this
forwardi ng task, given the original packet sent by the CN has the
nobil e’s "hone address" as the destination; the other issue is howto
avoid triangle routing between the CN, the home | ocation, and the
nobi | e.

4. Existing Mbility Support Protocols

In this section, we review the existing nmobility support protocols
roughly in the time order, with a few exceptions where we grouped
closely related protocols together for witing clarity. W briefly
descri be each design and point out how it inplenments the three basic
mobi l ity support conponents defined in the |ast section

Figure 1 shows a list of nobility support protocols and the tinme they
were first proposed.
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o e e +--m - - R +--m - - +
| Protocol Nane |Year | Protocol Nanme | Year
oo oo +-- - - - S +-- - - - +
| Col unbi a [ 1991 | TIMP | 2001
S L S L +
| VI P [ 1991 | M SCTP | 2002 |
o e e +--m - - R +--m - - +
| LSR | 1993 | H P | 2003
oo oo +-- - - - S +-- - - - +
| Mobile IP | 1996 | MOBI KE | 2003
S L S L +
| MBM | P | 1997 | Connexi on | 2004
o e e +--m - - R +--m - - +
| Cellular IP ]1998 | | LNPv6 | 2005
oo oo +-- - - - S +-- - - - +
| HM P [ 1998 | d obal HAHA | 2006
S L S L +
| FM P | 1998 | PM P | 2006
o e e +--m - - R +--m - - +
| HAWA| | [ 1999 | BTW | 2007
oo oo +-- - - - S +-- - - - +
| NEMO | 2000 | W NMO | 2008 |
S L S L +
| E2E | 2000 | LISP-Mbility | 2009
o e e +--m - - R +--m - - +
Figure 1

4.1. Col unbi a Protocol

This protocol [Colunbia] was originally designed to provide nmobility
support on a canpus. A router called Mbile Support Station (MSS) is
set up in each wireless cell and serves as the default access router
for all nobile nodes in that cell. The Identifier for a nobile node
is an | P address derived froma special IP prefix, and the nobile
node uses this I P address regardless of the cell to which it bel ongs.

Each MSS keeps a tracking list of nopbile nodes that are currently in
its cell by periodically broadcasting beacons. The nobile replies to
the MSS with a nessage containing its stable Identifier and its

previ ous MSS when it receives the beacon froma new MSS. The new MSS
is responsible to notify the old MSS that a nobile has left its cell.
Each MsS al so knows how to reach other MsSs (e.g., all MSSs coul d be
in one nulticast group, or a list of |IP addresses of all MSSs coul d
be statically configured for each MSS)
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4. 2.

Zhu

When a CN sends a packet to a nobile node, the packet goes to the MsS
nearest to the CN (M), which either has the nobile node in the sane
cell and can deliver directly or broadcasts a query to all other MSSs
and gets a reply fromthe MSS (MM with the nobile node. If it is
the latter case, MC tunnels the packet to MM which will finally
deliver the packet to the nobile node

Hence, in this scheme, CN uses the Identifier to reach the nobile.

It largely avoids triangle routing because the router next to CNis
mobi lity-aware and can intercept CN s data destined to the nobile and
forward to destination MSS. Since a nobile keeps the same | P address
i ndependent fromits novenent, nobility does not affect TCP

connecti ons.

An illustration of the Colunbia Protocol is shown in Figure 2.
Fomm e e o +
------ >  MSS |
| | |
| Fommmma - - +
| query
|
Fom e oo - + query Fom e oo - +
| | e > |
| MBS | <------------- | MBS
| | reply | |
Fomm e o - + Sd-------- +
/\ dat a |
N N
N \/
E R + [ TS +
| | | |
| CN | | M |
| | | |
Fom e oo - + Fomm e e o +

===>: data packets
--->. signaling packets

Figure 2
VI P
Virtual Internet Protocol [VIP] has two basic ideas. First, a packet

carries both Identifier and Locator; second, the ldentifier is an IP
address that |eads to the honme network where the mapping is kept.
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The I P header is nodified to allow packets sent by a nobile to carry
two | P addresses: a Virtual |P address (ldentifier) and a regular IP
address (Locator). Every time the nobile node changes its |ocation,
it notifies the honme network with its latest I P address. A nobile’'s
virtual address never changes and can be used to support TCP
connections i ndependent of nobility.

To deliver data to a nobile, the CN first uses the nobile's Virtua

| P address as the destination | P address, i.e., the Locator is set to
be the same as the lIdentifier. As a result, the packet goes to the
hone network and the Hone Agent redirects the packet to nobile’s
current location by replacing the regular |P destination address
field with the nobile's current address.

To reduce triangle routing, the design lets CNs and routers |earn and
cache the ldentifier-Locator mapping carried in the packets from
nmobi | e nodes. When a CN receives a packet fromthe nobile, it |earns
the nobile's current location fromthe regular |P source address
field. The CN keeps the mapping and uses the Locator as the
destination in future exchanges with the nobile. Sinmilarly, if a
router along the data path to a nobile finds out that the nmapping
carried in the packet differs fromthe mappi ng cached by the router,
it changes the destination |IP address field to its cached val ue.

This router-caching solution is expected to increase the chance that
packets destined to the nobile get forwarded to the nobile' s current
location directly, by paying a cost of having all routers exani ne and
cache all the nobile s ldentifier-Locator nappings.

Fi gure 3 shows how the VIP Protocol works
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— Fomm o - +
/ \ | CN |
( Router)<==== |

oo + 11\ / | I

| | I SEREEEEE +

| | /1

| | / \ /]

| Hone | <--+ Router)

| Network | \ /

| | o\

| | N e N

| | | W\ / \:::::::>| |

| | oo ( Router)<------ + MN

| | \ / | |

| | e +

Fomm e e o - +

===>; data packet
--->. |ocation update nessage

Fi gure 3
4.3. Loose Source Routing (LSR) Protoco

In the Loose Source Routing (LSR) Protocol [LSR], each nobile has a
designated router, called a Mbile Router, that nmanages its nobility.
The Mobile Router assigns an | P address (used as an ldentifier) for
each nobile it manages and announces reachability to those IP
addresses. Another network entity in the LSR design is Mbile Access
Station (MAS), through which a nobile gets its connectivity to the
Internet. The nobile node reports the IP address of its current
serving MAS (Locator) to its Mbile Router.

The CN uses the Identifier to reach the nobile node in the first
place. |If the CN and the nobile node are attached to the same MAS,
the MAS sinply forwards packets between the two (in this case CNis
al so nobile); otherwi se, the packet fromCNis routed to the Mbile
Rout er of the nmobile. The Mobile Router |ooks up the mappings to
find the serving MAS of the nobile node and inserts the | oose source
routing (LSR) option into the | P header of the packet with the IP
address of the MAS on it. In this way, the packet is redirected to
the MAS, which then delivers the packet to the nobile. To this
point, the Locator of the nobile node is already included in the LSR
option, and the two parties can conmunicate directly by reversing the
LSR option in the inconmi ng packet. Hence, the path for the first
packet fromCN to the nobile is CN>Mbil e Router->MAS->nmobil e node,
and then the bidirectional path for the foll owi ng packets is nobile
node <->MAS<->CN
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Triangle routing is avoided by revealing the nobile s Locator to the
CN in the LSR option.

Fi gure 4 shows the basic operation of the LSR Protocol

Fomm e e o +
| |
| ON |
| | |
| [ S +
\% /\
oo + |
| Mobil e | |
| Rout er | | |
| | || Reversing LSR
[ e ||
| \/
| Fomm e e o + Fomm e - +
| LSR Inserted | | <====>| |
R L EE R > MAS | |  MN |
| |----- > |
f S + S +

-->. first data packet
==>: follow ng data packets

Figure 4
4.4. Mobile IP

The | ETF began standards devel opnent in nobility support soon after
the above three protocols. The first version of the Mbile IP
standard was devel oped in 1996. Later, the | ETF devel oped the Mbile
| Pv4 [ RFC3344] and Mobile I Pv6 [ RFC3775] standards in 2002 and 2004,
respectively. In 2010, the Mbile I Pv4 standard was revised

[ RFC5944]. In 2009, Dual -Stack Mbile | Pv4 [ RFC5454] was
standardi zed to all ow a dual -stack node to use |IPv4 and | Pv6 hone
addresses and to nove between | Pv4 and dual - stack network

i nfrastructures.

Al t hough the three docunents differ in details, the high-1level design
is simlar. Here we use Mbile |Pv6 as an exanple. Each nobile node
has a Home Agent (HA), fromwhich it acquires its Hone Address (HoA),
the Identifier. The nobile node also obtains its Locator, a Care-of
Address (CoA), fromits current access router. Wenever the nobile
node gets a new CoA, it sends a Binding Update nmessage to notify the
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Honme Agent. Conceptually, Mobile I Pv6 design |looks simlar to the
VIP Protocol, with the nobile’'s HoA corresponding to the Virtual IP
Address in VIP and the CoA corresponding to the regular |IP address.

The CN uses the nobile’s HoA as the destination |IP address when

sending data to a nobile. The packets are forwarded to the Home
Agent, which then encapsul ates the packets to nobile node’s CoA

according to the mapping.

To alleviate triangle routing, the CN, if it supports Route

Optim zation, al so keeps the mapping between the nobile’ s HoA and
CoA. Thus, the CN can encapsul ate packets to the nobile directly,
wi t hout going through the Honme Agent. Note that in this case, the
nmobi |l e needs to update its CoAto CNs as well.

Figure 5 illustrates the data path of Mbile IPv6 w thout Route
Optim zation

oo - +
| HoA| DATA
oo oo + R +
R e | CN |
| +--mmmmee e >| |
|| f +
| |
V|
e +
| Home | Mappi ng: HoA <=> CoA
| Agent
| |
Fome oo +
A
[l 11 AR +
| | | |
| | | MN |
+ > |
oo oo oo+ - +
| DATA | HoA| CoA|
R oo e oo+
==>: Tunnel

--> regular IP

Figure 5
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4.5, HMP

H erarchical Mbile IP (HMP) [RFC5380] is a sinple extension to
Mobile IP. It ainms to inproves the perfornmance of Mbile |IP by
handling mobility within a local region locally. A level of
hierarchy is added to Mobile IP in the following way. A Mbility
Anchor Point (MAP) is responsible for handling the novenents of a
mobile in a local region. Sinply speaking, MAP is the | ocal Home
Agent for the nobile node. The nobile node, if it supports HM P,
obt ai ns a Regional CoA (RCoA) and registers it with its Home Agent as
its current CoA; while RCoA is the Locator for the nobile in Mbile
IP, it is also its regional ldentifier used in HMP. At the sane
time, the nobile obtains a Local CoA (LCoA) fromthe subnet to which
it attaches. \Wien roaming within the region, a nobile only updates
the MAP with the napping between its RCoA and LCoA. In this way, the
handoff performance is usually better due to the shorter round-trip
time between the nmobile and the MAP, as conpared to the delay between
the nmobile and its HA. It also reduces the burden of the Hone Agents
by reducing the frequency of sending updates to Hone Agents.

4.6. FM Pv6

Fast Handover for Mbile IPv6 (FM Pv6) [ RFC5568] is another extension
to Mobile I P, which reduces the Binding Update latency as well as the
| P connectivity latency. It is not a fully fledged nobility support
protocol; rather, its only purpose is to optinize the performance of
Mobile | P.

This goal is achieved by three nmechanisnms. First, it enables a
nobil e node to detect that it has noved to a new subnet while it is
still connected to the current subnet by providing the new access
poi nt and the correspondi ng subnet prefix information. Second, a
nmobi | e node can al so formul ate a prospective New Care-of Address
(NCoA) when it is still present on the previous link so that this
address can be used imediately after it attaches to the new subnet
link. Third, to reduce the Binding Update interruption, FMP
specifies a tunnel between the Previous Care-of Address (PCoA) and
the NCoA. The nobile node sends a Fast Binding Update to the
previous access router (PAR) after the handoff, and PAR begins to
tunnel packets with PCoA as the destination to NCoA. These packets
woul d have been dropped if the tunnel were not established. 1In the
reverse direction, the nobile node also tunnels packets to PAR unti
it finishes the Binding Update process (the nobile node can only use
PCoA now because the binding in HA or the correspondent nodes may
have not been updated yet).
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4.7. NEMO

It is conceivable to have a group of hosts noving together. Consider
vehi cl es such as ships, trains, or airplanes that may host a network
with nultiple hosts. Because Mbile IP handles nmobility per host, it
is not efficient when handling such nobility scenarios. Network
Mobility (NEMO) [RFC3963], as a backward-conpatible extension to
Mobile I P, was introduced in 2000 to provide efficient support for
network nobility.

NEMO i ntroduces a new entity called a Mbile Router (note that this
is different fromthe "Mobile Router" in the LSR Protocol). Every
nobi |l e network has at | east one Mobile Router. A Mbile Router is
simlar to a nobile node in Mbile IP, but instead of having a single
HoA, it has one or nore IP prefixes as the lIdentifier. After
establishing a bidirectional tunnel with the Home Agent, the Mbile
Router distributes its nobile network’s prefixes (nanely, Mbile
Prefixes) through the tunnel to the Hone Agent. The Modbile Prefix of
a nmobile network is not leaked to its access router (i.e., the access
router never knows that it can reach the Mbile Prefixes via the
Mobil e Router). The Home Agent in turn announces the reachability to
the Mobile Prefix. Packets to and fromthe nobile network fl ow

t hrough the bidirectional tunnel between the Mbile Router and the
Honme Agent to their destinations. Note that nobility is transparent
to the nodes in the noving network.

4.8. Mbility Support Using Miulticast in IP (MSM I P)

MSM I P [MSM I P] stands for Mobility Support using Multicast in IP.

As one can see fromits name, MSMIP | everages |IP nulticast routing
for mobility support. In IP nulticast, a host can join a group
regardl ess of the network to which it attaches and receive packets
sent to the group after its join. Thus, mobility is naturally
supported in the domains where IP nmulticast is deployed. Note that
M5M | P does not address the issue of the feasibility of supporting
nmobility through IP nulticast; rather, it sinply shows the
possibility of using IP nulticast to provide nobility support once/if
IP nmulticast is universally depl oyed.

MSM | P [ MBM | P] assigns each nobile node a unique nulticast IP
address as the ldentifier. Wen the nobile node noves into a new
network, it initiates a join to its own address, which nmakes the

mul ticast router in that subnet join the nulticast distribution tree.
Whoever wants to conmmunicate with the nobile node can just send the
data to the nobile's nmulticast | P address, and the nulticast routing
will take care of the rest.
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Note that, due to the nature of multicast routing, the nobile node
can have the new nulticast router join the group to cache packets in
advance before it detaches the old one, resulting in snoother
handof f .

4.9. Cellular IP, HAWAIl, and TIMP

This is a group of protocols that share the common idea of setting up
a host route for each nobile in the local domain. The nobile retains
a stable IP address as long as it is within the |ocal domain, and
this IP address is used as a regional ldentifier. The gateway router
of the local domain will use this Identifier to reach the nobile
node. Al three protocols are intended to work with Mbile IP as a

| ocal nobility nanagenment protocol. By describing themtogether, we
can nore easily show the differences by conparison

Cellular IP [CIP] handles the local mobility in a network consisting
of Cellular IP routers. A nobile reports the I P address of the
gateway for the local network as the RCoA to its Hone Agent and
retains its locally assigned | P address (the regional Identifier)
when it roanms within the Cellular IP network. The routers in the
networ k monitor the packets originating fromnobile nodes and

mai ntain a distributed, hop-by-hop reverse path for each nobil e node.
Cellular IP utilizes the paging technique fromthe cellular network
to track the location of each nobile: idle nobile nodes send dumry
packets to the gateway router with a relatively low frequency to
update their reverse paths in the routers. The outdated path will
not be cleared explicitly after the nobile changes its | ocation
instead, it will be flushed by the routers if the paging tiner
expires before the next dummy packet cones. To reduce the paging
cost, only a subset of the routers would set up a reverse path for
the idle nobile nodes.

When a packet fromthe CN arrives at the gateway, the gateway

initiates a controlled flooding query. |If a router knows where to
forward a packet, it forwards it immediately; otherwi se, it forwards
the packet to all its interfaces except the one from which the packet

came. Due to the paging technique, this will not becone a broadcast.
Once the nobile receives the query, it replies with a route-update
nmessage to the gateway, and a nmuch nore precise reverse path is then
mai ntai ned by all the routers along the data path, via which the
gateway router forwards packets fromCN to the nobile. Note that the
tinmer value for the precise data path is nmuch snaller than the paging
timer value, in order to avoid sending duplicate data packets to
multiple places if the nobile nmoves during the data comruni cation
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Simlarly, Handoff-Aware Wreless Access Internet Infrastructure
(HAWAI 1) [HAWAII] also ains to provide efficient |ocal mobility
support. Unlike Cellular IP, the route between the gateway router
and the nobile is always maintai ned. Wen the nobile nmoves, HAWAI I
dynamically nodifies the route to the nobile by installing a host-
based forwarding entry on the routers |located along the shortest path
bet ween the ol d and new base stations of the nobile. It is possible
that a |l onger suboptimal routing path will be constructed (e.g.
gateway router->old base station->new base station->nobile).
Alternatively, a new sub-path between the nobile and the cross-over
router can be established. Here, the cross-over router is the router
at the intersection of two paths, one between the gateway and the old
base station and the second between the ol d base station and the new
base station. In HAWAII, the nmobile only periodically sends refresh
nmessages to the base station, and the base station along with other
routers take care of the path maintenance.

TIMP [TIMP], which stands for Terninal |ndependent Mbile IP
integrated the design of Cellular IP and HAWAII. On one hand, it
refreshes the routing paths with dummy packets if the nobile node is
idle. On the other hand, handoff within a domain results in the
changes of routing tables in the routers. Besides, the IP layer is
coupled with layer 2 handoff mechani sns, and speci al nodes can work
as Mobile I P proxies for |egacy nobiles that do not support Mobile
IP. Thus, as long as the nobile roans within the domain, the |egacy
node has the sane degree of nobility support as a Mobile-1P-capabl e
node.

4.10. E2E and M SCTP

E2E (End-to-End) communication [ E2E] gets its nanme fromits end-to-
end architecture and is the first proposal that utilizes existing DNS
service to track a nobile node’s current |ocation. The stable
Identifier here is the donmain nane of the nobile. The nobile uses
Dynamic DNS to update its current |IP address in DNS servers. To keep
t he ongoi ng TCP connection unaffected by nobility, a TCP Mgrate
option is introduced to allow both ends to replace the | P addresses
and ports in TCP 4-tuple on the fly. Thus, the CN can query DNS to
obtain the current Locator of the nobile, and after the TCP
connection is established, the mobile will be responsible for
updating its Locator for this session

Inspired by E2E, Mobile Stream Control Transm ssion Protocol (M SCTP)
[ M SCTP] was proposed in 2002. Sinmilarly, it uses Dynamic DNS to
track the nobile nodes and allows both ends to add/delete IP
addresses used in Stream Control Transni ssion Protocol (SCTP)

associ ations during the nove.
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4.11. Host ldentity Protoco

The Host ldentify Protocol (H P) [RFC5201] assigns each host an
Identifier made of cryptographic keys and adds a new Host ldentity

| ayer between the transport and network |layers. Host Identities,
which are essentially public keys, are used to identify the nobile
nodes, and | P addresses are used only for routing purposes. |n order
to reuse the existing code, a Host ldentity Tag (HT), which is a
128-bit hash value of the Host Identity, is used in transport and

ot her upper-Ilayer protocols.

H P can use DNS as the rendezvous point that holds the nmappi ngs
between H Ts and | P addresses. However, H P by default uses its own
static infrastructure Rendezvous Servers in expectation of better
rendezvous service. Each nobile node has a desi gnated Rendezvous
Server (RVS), which tracks the current |ocation of the nobile node.
When a CN wants to comunicate with nobile node, it queries DNS with
a nobile node’s HT to obtain the I P address of the nobile node’s RVS
and sends out the first packet. After receiving this first packet,
RVS relays it to the nobile node. The nobile node and correspondent
node can then start comunication on the direct path. |If the nobile
node noves to a new address, it notifies the CN by sending H P UPDATE
wi th LOCATOR paraneter indicating its new | P address (Locator).
Meanwhile, it al so updates the mapping in RVS

4.12. MBI KE

| KEv2 Mobility and Multihomi ng Protocol (MOBIKE) [ RFC4555] is an
extension to Internet Key Exchange (I KEv2) to support nobility and
mul ti homi ng. The main purpose of MBIKE is to allow roam ng devices
to keep the existing IKE and | Psec Security Associations (SAs)
despite | P address changes. The nobility support in MOBIKE all ows
both parties to nove, but it does not provide a rendezvous nechani sm
In other words, sinultaneous novenent of both parties is not

support ed.

MBI KE al |l ows both parties to have a set of addresses, and the party
that initiated the | KE_SA is responsible for deciding which pair of
addresses to use. During the comunication session, if the initiator
wi shes to change the addresses due to novenent, it updates the | KE_SA
with new | P addresses and al so updates the | Psec SAs associated with
this IKE_ SA. Then it sends an | NFORMATI ONAL request containing the
UPDATE_SA ADDRESSES notification to the other party. The responder
then checks the local policy and updates the | P addresses in the

I KE_SA with the values fromthe IP header. It replies to the
initiator with an | NFORMATI ONAL response, initiates a return
routability check if it wants to, and updates the | Psec SAs
associated with this | KE_SA
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MBIKE is not a fully fledged nobility protocol, and it does not
intend to be one. Neverthel ess, through the use of |Psec tunnel

node, MOBIKE partially supports nobility as it can dynamnically update
the tunnel endpoint addresses.

4,.13. Connexi on and W NMO

Connexi on [Boeing] was a nobility support service provided by Boeing
that uses BGP to support network nobility. Every nobile network is
assigned a /24 1P address prefix (stable Identifier), and the CN uses
this Identifier to reach the noving network, which nmeans that the

gl obal routing systemis responsible for finding a path to the nobile
networ k. \When an airplane noves between its access routers on the
ground, it withdraws its prefix fromthe previ ous access router and
announces the prefix via the new access point. As a result, the

| ocati on change of the plane is effectively propagated to the rest of
the world. However, if the nunber of noving networks becones |arge,
the amount of BGP updates will also increase proportionally,
resulting in severe global routing dynanics

WNMO [WNMJ (which stands for Wde-Area |IP Network Mbility) was

i ntroduced in 2008 to address the routing update overhead probl em of
Connexi on. Li ke Connexi on, WNMO al so assigns each nobile network a
stable prefix. However, through two new approaches, WNMO can reduce
the BGP updates overhead for nobile networks by orders of nagnitude

| ower than those of Connexion. First, WNMO uses various heuristics
to reduce the propagation scope of routing updates caused by nobile
movenents. Consequently, not every router may know all the nobiles’
current locations. Handling this issue led to the second and nore
fundanmental approach taken by WNMO. it adopts the basic idea from
Mobil e | P by assigning each nobile network a "honme" in the follow ng
way. WNMO assigns each nobile network a prefix out of a small set
of well-defined Mbile Prefixes. These Mbile Prefixes are announced
by a small set of Aggregation Routers, which also keep track of the
nmobi |l e network’s current locations. Therefore, these Aggregation
Routers play a simlar role to Honme Agents in Mbile I P and can be
counted on as a last resort to reach nobile networks gl obally.

To prevent frequent Interior Border Gateway Protocol (iBGP) routing
updates due to the novenent of nobile networks within an Autononous
System (AS), WNMO al so introduces a Honme Agent for the Mbile
Prefixes: only a Designated BGP-speaking Router (DBR) acts as the
origin of Mbile Prefixes, and nobil e networks al ways update the
addresses of their access routers (intra-AS Locators) with DBR, which
resenbl es the binding updates in Mbile IP. Thus, packets destined
to nobile networks are forwarded to DBR after they enter the border
of an AS, and DBR will tunnel themto the current |ocations of nobile
net wor ks.
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A new BGP conmmunity attribute, which includes the nobile network’s
intra-AS Locator in each packet, is also defined to elimnate the
triangle-routing problem caused by DBR  The border routers of the AS
can tunnel packets directly to the nobile network based on the new
attribute.

4.14. |LNPv6

I LNPv6 [ILNP] stands for ldentifier-Locator Network Protocol for

| Pv6. The ILNPv6 packet header was deliberately made sinmilar to the
| Pv6 header. Essentially, it breaks an |IPv6 address into two
conponents: high-order 64 bits as a Locator and | oworder 64 bits as
an ldentifier. The lIdentifier identifies a host, instead of an
interface, and is used in upper-layer protocols (e.g., TCP, FTP); on
the ot her hand, the Locator changes with the novenent of the nobile
node, and a set of Locators can be associated with a single
Identifier. Several new DNS resource records (RRs) are required
anong which | (ldentifier Record) and L (Locator Record) are nost
important. As in current Internet, the CNwill query the DNS about
the nmobil e’ s domain nanme to determi ne where to send the packet.
During the novenent, the nobile node uses Secure Dynami ¢ DNS update
to ensure that the Locator values stored in DNS are up to date. It
al so sends Locator Update nessages to the CNs that are currently
conmmuni cating with it. As an optinization, |ILNPv6 supports soft-
handoff, which allows the use of nultiple Locators sinmultaneously to
achi eve snmooth transition. |LNPv6 al so supports nobil e networks.

4.15. dobal HAHA

d obal Hone Agent to Hone Agent (HAHA) [HAHA], first proposed in 2006
as an extension to Mobile IP, ains to elimnate the triangle-routing
problemin Mbile IP and NEMO by distributing nultiple Hone Agents
globally. Al the Home Agents join an | P anycast group and form an
overlay network. The same hone prefix is announced by all the Home
Agents fromdifferent |ocations. Each nobile node can register wth
any Hone Agent that is closest to it. A Hone Agent H that accepts

t he bi nding request of a nobile node M beconmes the prinmary Honme Agent
for Mand notifies all other Home Agents of the binding [M H so
that the binding informati on databases for all the nobiles in al

Home Agents are always synchroni zed. Wen a nmobile noves, it may
switch its primary Honme Agent to anot her one that becones closest to
t he nmobil e.

A correspondent node sends packets to a nobile’s Home Address.
Because of anycast routing, the packets are delivered to the nearest
Home Agent. This Home Agent then encapsul ates the packets to the IP
address of the primary Hone Agent that is currently serving the
nobi | e node, which will finally deliver the packets to the nobile
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node after striping off the encapsul ation headers. In the reverse
direction, this approach works exactly the sane as Mobile IP. [|f the
Home Agents are distributed widely, the triangle-routing problemis
naturally alleviated without Route Optinization.

The data flowin d@obal HAHA is shown in Figure 6.

Famemn + Famemn + +aemm- +
| HA - | HA | | |
| | | | | ON |
+--+-- -+ Hom - - +4++--- -+ +-- - - - +
| | | I\
| | | |
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Fi gure 6
4.16. Proxy Mobile IP

Proxy Mobile IP (PMP) [RFC5213] was proposed in 2006 to neet the

i nterest of nobile network operators who desire to support nobility
in a network rather than on nobile devices and to have tighter
control on mobility support. Mbility is conpletely transparent to
the nmobil e devices and is provided to | egacy IP devices. PMP

i ntroduces two new types of network nodes, Local Mbility Anchor
(LMA) and Mobile Access Gateway (MAG, which together can support
mobility within an operator’s network w thout any action taken by the
nmobi |l e node. LMA serves as a |ocal Hone Agent and assigns a | ocal
Home Network Prefix for each nobile node. This prefix is the
Identifier for the nobile node within the PM P domain. MAGs nonitor
the attaching and detaching events of the nobile node and generate
Proxy Bi nding Update to LMA on behal f of the nobile node during
handoff. After the success of binding, LMA updates the nobile node’s
Proxy- CoA (Locator in PMP domain) with the I P address of the MAG
that is currently serving the nobile node. The MAG then enul ates the
nmobi | e node’ s | ocal Honme Link by advertising the nobile node’s | ocal
Home Network Prefix in Router Advertisenent. Wen roaning in the
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PM P domai n, the nobile node always obtains its | ocal Hone Prefix and
believes that it is on a local Home Link. Wthin the domain, the
nobi |l e node is reached by the Identifier, and LMA tunnels packets to
t he nobil e node according to the mapping.

4.17. Back to My Mac

Back to W Mac (BTMM [RFC6281] is an engi neering approach to
nmobi l ity support and has been depl oyed since 2007 with Mac OS Leopard
rel ease. Each user gets a MbileMe account (which includes BTMM
service), and Apple, Inc. provides DNS service for all BTMM users

The reachability information of the user’s nmachine is published in
DNS.

A nobil e uses secure DNS update to dynamically refresh its current

| ocation. Each host generates an |Pv6 Unique Local Address (ULA)

[ RFC4193] at boot tine, which is stored in the DNS database as its
topol ogi cally i ndependent Identifier. The host’s current |Pv4
address (which is the I Pv4 address of the NAT box if the host is
behind a NAT) is stored in a SRV resource record [ RFC2782] toget her
with a transport port nunber needed for NAT traversal. Every node
establishes a long-lived query (LLQ session with the DNS server so
that the DNS server can imedi ately notify each node when the answer
to its query has changed. A host uses its ldentifier in transport
protocol s and applications and uses UDP/| Pv4 encapsul ati on to deliver
data packets using information | earned fromthe SRV RR  Note that
the Locator here is the | Pv4 address plus the transport port nunber
and that the I Pv6 address is only for identification purposes. In
fact, it could be any formof ldentifier (e.g., domain nane); BTMM
chose to use | Pv6 addresses so that its inplenentation can reuse

exi sting code.

BTMMis currently used by millions of subscribers. It is sinple and
easy to deploy. However, the current applications use BTMM service
in a "stop-and-reconnect” fashion. It remains to be seen how well

BTMM can support continuous conmuni cations while hosts are on the
nmove, for exanple, as needed for voice calls.

Figure 7 shows the basic architecture of BTMM
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4.18. LISP-Mbility

LI SP-Mobility [LISP-Mbility] is a relatively new design. Its
designers hope to utilize functions and services provided by
Locator/ 1D Separation Protocol (LISP) [LISP], which is designed for
Internet routing scalability, to support nobility as well.
Conceptual ly, LISP-Mbility may seemsinilar to some protocols we
have nentioned so far, such as ILNPv6 and Mobile IP. Lightweight

I ngress Tunnel Router and Egress Tunnel Router functions are

i mpl enent ed on each nobil e node, and all the packets to and fromthe
nmobi | e node are processed by the two router functions (so the nobile
node | ooks like a LISP site). Each nobile node is assigned a static
Endpoint ID, as well as a preconfigured Map-Server. Wen a nobile
node roans into a network and obtains a new Routing Locator, it
updates its Routing Locator set in the Map-Server, and it also clears
the cached Routing Locator in the Ingress Tunnel Routers or Proxy
Tunnel Routers of the CNs. Thus, the CN can always |earn the up-to-
date | ocation of the nobile node by the resolution of the nobile
node’s Endpoint 1D, either issued by itself or issued after receiving
the notification fromthe nobil e node about the staled cache. The
data woul d al ways travel through the shortest path. Note that both
Endpoi nt 1 Ds and Routing Locators are essentially |P addresses.

5. Different Directions towards Mbility Support

After studying various existing protocols, we identified severa
different directions for nobility support.
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5.1. Routing-Based Approach versus Mappi ng- Based Approach

Al'l existing mobility support designs can be broadly classified into
two basic approaches. The first one is to support nmobility through
dynamic routing. In such designs, a nobile keeps its |IP address
regardl ess of its location changes; thus, the |IP address can be used
both to identify the nobile and to deliver packets to it. As a
result, these designs do not need an explicit mapping function

Rat her, the routing system nust continuously keep track of a nobile’s
movenents and reflect its current position in the network on the
routing table so that at any gi ven nonment packets carrying the
(stable) receiver’'s I P address can be delivered to the right place.

It is also worthwhile to identify two sub-classes in routing-based
approaches. One is broadcast based, and the other is path based. In
the former case, either the nobile’s location information is actively
broadcasted to the whole network or a proactive broadcast query is
needed to obtain the location information of a nobile (e.g., Colunbia
and Connexion); in the latter case, on the other hand, a host-based
path is maintained by the routing systeminstead (e.g., Cellular IP
HAWAI I, and TIMP).

Supporting mobility through dynami c routing is conceptually sinple;
it can al so provide robust and efficient data delivery, assuning that
the routing systemcan keep up with the nobile novenents. However,
because either the whole network nmust be informed of every novenent
by every nobile or a host-based path nmust be mmintained for every
nmobi |l e host, this approach is feasible only in small-scal e networks
with a small nunber of nobiles; it does not scale well in large
networks or for a large nunber of nobiles.

The second approach to nobility support is to provide a mappi ng
between a nmobile’s stable Identifier and its dynanically changing IP

address. Instead of notifying the world on every novenent, a nobile
only needs to update a single binding |ocation about its |ocation
changes. In this approach, if one level of indirection at IP |ayer

is used, as in the case of Mbile IP, it has a potential side effect
of introducing triangle routing; otherwise, if the two end nodes are
aware of each other’s novenent, it nmeans that both ends have to
support the sane nobility protocol

Yet, there is the third case in which the protocols conbine the above
approaches in the hope of keeping the pros and elimnating sone cons
of the two. WNMOis a typical protocol in this case

In Figure 8 we show the classification of the existing protocols
according to the above anal ysis.
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Figure 8

Mobility-Aware Entities

Anong the various design choices, a critical one is how many entities
are assuned to be nobility-aware. There are four parties that may be
i nvol ved during a conversation with a nobile: the nobile itself, CN
the network, and the Honme Agent or its equivalent (additiona
conponent to the existing IP network that holds the mapping). W

mai nly focus our discussion on the mappi ng-based approach here.

The first design choice is to hide the nobility fromthe CN, based on
the assunption that the CN nay be the | egacy node that does not

support nobility. In this approach, the IP address that is used as
the nmobile’ s Identifier points to the Home Agent or its equival ent
that keeps track of the nobile s current location. |If a

correspondent node wants to send packets to a nobile node, it sets in
the destination field of |IP header an I P address, which is a nobile's
Identifier. The packets will be delivered to the l|ocation where the
mappi ng i nformati on of the nobile is kept, and later they will be
forwarded to the nobile s current |ocation via either encapsul ation
or destination address translation. Mbile IP and nost of its
extensions, as well as several other protocols fall into this design

The second design choice is to hide the nobility fromthe nobile and
CN, which is based on a nore conservative assunption that both the
nmobi |l e and the CN do not support nobility. Protocols |ike PMP and
TIM P adopt this design. The protocol operations in this design
resenble those in the first category, but a significant difference is
that here the nobility-related signaling (e.g., the update Locator to
the Hone Agent) is handled by the entities in the network rather than
by the nobile itself. Hence, the nobile blissfully assunes that it
is always in the sane subnet.
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The third one is to let both the nobile and the CN be nobility-aware.
As a result, the network is not aware of the nobility, and no
addi ti onal conponent is required. As an increasing nunber of nobile
devices are connected to the Internet (Wiy hide nobility fromthen®),
this design choice seens to be nore and nore appealing. One common
approach taken by this design is to use DNS to keep track of nobiles
current locations. Mobiles use dynanic DNS updates to keep their DNS
servers updated with their current locations. This approach
re-utilizes the DNS infrastructure, which is ubiquitous and quite
reliable, and makes the nobility support protocol sinple and easy to
depl oy. Protocols like E2E, ILNP, and BTMM fall into this design

Al t hough HI P adds speci al - pur pose rendezvous servers to the network
to replace the role of DNS, both nobile and CN are still nobility-
aware; hence, it is also classified in this category.

Figure 9 shows the three categories of protocols.

S o e e e e e e e e e e e e e oo - o +
| Design 1 | VIP, LSR, Mbile IP, HMP, NEMO, |
| | 4 obal HAHA

N . I rheweees +
| Design 2 | PMP, TIMP |
B S o e e e e e e e e e e e e m o +
| Design 3 | E2E, M SCTP, |LNPv6, HIP,

| | BTMM LISP-Mbility |
N . N YT +

Figure 9

5.3. Operator-Controlled Approach versus User-Control |l ed Approach

At the tine of this witing, cellular networks are providing the

| argest operational global nobility support, using a service node
that bundl es toget her device control, network access control, and
mobi lity support. The trenmendous success of the cellular market
speaks loudly that the current cellular service nodel is a viable one
and is likely to continue into the foreseeable future. Consequently,
there is a strong advocate in the | ETF that we continue the cellular
way of handling nobility, i.e., instead of letting nobile devices
participate in the nobility-related signaling thenselves, the network
entities deployed by the operators should take care of any and all
signaling processes of nmobility support. A typical exanple along
this direction is Proxy Mbile IP, in which LMA works together with
MAGs to assure the reachability to the nobile using its Home
Prefixes, as long as the nobile roans within the sanme provider’s
domai n.
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One nain reason for this approach is perhaps backward conpatibility.
By not requiring the participation of nobiles in the control -
signaling process, it avoids any changes to the nobil e nodes so that
the nmobil e nodes can stay sinple and all the | egacy nodes can obtain
the sane level of nobility services as the | atest nobile devices.
According to the claimof 3G vendors and operators, transparent

mobi lity support is a key aspect for success as they learn fromtheir
depl oynent experience.

On the other hand, nost of the nmobility support protocols surveyed in
this docunent focus on nobility support only, assum ng nobiles

al ready obtai ned network access. Mobile nodes typically update their
| ocations thenselves to the rendezvous points chosen by the users,
and, of course, only the nodes inplenmenting one of these solutions
can benefit frommobility support. However, this class of protocols
does of fer users and nobile devices nore flexibility and freedom
e.g., they can choose whatever mobility services are avail able as
long as their software supports that protocol, and they can al so tune
the paraneters to get the services that are nost suitable to them

5.4. Local and d obal-Scale Mbility

The work done on mobility managenent can al so be divided into two
categories according to scale: local nobility nmanagenent and gl oba
nmobi | ity managenent.

d obal nmobility managenent is typically supposed to support nobility
of an unlimted nunber of nodes in a geographically as well as
topologically large area. Consequentially, it pays a |lot of
attention to scalability issues. For the availability concern, it
also tries to avoid failure of single point.

Local mobility managenent, on the other hand, is designed to work
together with global nobility managenent and thus focuses nore on
performance i ssues, such as handoff delay, handoff |oss, |ocal data
path, etc. Since it is typically used on a snall scale with a not-
so-|l arge nunber of nobile nodes, sonetines the designers can use sone
fine-tuned nechani sns that are not scaled with a |large network (such
as host route) to inprovenent performance. As a side effect of loca
mobi | ity managenent, the nunber of |ocation updates sent by nobile
nodes to their gl obal rendezvous points is substantially reduced.
Thus, the existence of local nobility managenent al so contributes to
the scalability of global nmobility nanagenent.

One problem of local nobility nanagenent is that it often requires

i nfrastructure support, such as MAGs in PMP or MAPs in HM P. These
ki nds of |ocal devices are essentially required in all small domains,
whi ch can be a huge investnent.
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5.

5.

Nevert hel ess, nobility managenent in two scal es nake it possible for
designers to design protocols that fit into specific user
requirenents; it also enables the gradual deploynent of |ocal
enhancenent while not losing the ability of global roam ng. The
coexi stence of the two seenms to be a right choice in the foreseeable
future.

Fi gure 10 shows the classification of the studied protocols according
to their serving scale.
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Figure 10

O her Mbility Support Efforts

Despite the wide spectrumof nobility solutions covered by this
survey, the list of nobility protocols is not exhaustive.

The General Packet Radio Service (GPRS) Tunneling Protocol [GIP] is a
net wor k- based nobility support solution widely used in cellular
networks. Its inplenentation only involves Gateway GPRS Support Node
(GGSN) and Serving GPRS Support Node (SGSN). It allows end users of
a dobal Systemfor Mbile Comunications (GSM or Universal Mbile
Tel econmuni cati ons System (UMIS) network to nove from place to place
whil e renmai ning connected to the Internet as if fromon location at
the GGSN. It does this by carrying the subscriber’s data fromthe
subscriber’s current SGSN to the GGSN that is handling the
subscriber’s session. To sone extent, it is the non-IETF variant of
PM P, with GGSN resenbling LMA and SGSN resenbling MAG respectively.

There is also work on application-layer nobility support, nost

not ably Sl P-based nobility support [ALMSIP]. SIP was initially
designed as an application signaling protocol for multinmedia, and

| ater researchers noticed its potential capability for nobility
support. Wen the nobile initiates a session with CN, nornal Sl P-
signaling procedure is performed to establish the session. Wen the
nobi |l e noves to a new network while the session is ongoing, it send a
RE- 1 NVI TE nessage with the existing session but reveals the new | P
address to the CN. The honme SIP server is also updated with the
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| atest location information of the nobile after the nove. However,
t he Sl P-based approach cannot nmintain TCP connections when the
nobil e’ s | P address changes.

A lot of enhancenents to Mobile I Pv6 Route Optim zation have al so
been devel oped. A conprehensive taxonony and anal ysis of these
efforts can be found in [ RFC4651].

6. Discussions

In the last section, we discussed the different directions towards
nmobi lity support. W now turn our attention to identify both new
opportunities and renai ni ng open issues in providing global-scale
mobi lity support for an unlimted nunber of online nobility devices.
We are not trying to identify the solutions to these issues, but
rather, the goal is to share our opinions and to initiate an open

di scussi on.

6.1. Deploynent |ssues

Anong the various protocols we discussed in this docunent, few have
been depl oyed in comercial networks. There are several reasons to
explain this situation

First, although the research community started to develop nobility
support protocols 20 years ago, only in recent years has the nunber
of nobiles soared. Hence, operators did not see the incentive of
depl oying mobility support protocols several years back. As of
today, the number of nobiles is still grow ng by |eaps and bounds,
and there is enough user demand for the operators to seriously
consi der the deploynent of nobility support protocols.

Second, the conplexity of nost nobility support protocols inpedes the
i npl enent ati on and hence the deployment in comercial networks. The
complexity arises frommnultiple aspects. One is the optimzations on
performance. The other is the problemw th the use of security
protocol s such as IPsec and | KE. The discussions regarding to these
two problens are still ongoing in the MEXT Wrking Goup. Sone
researchers argue that the research comunity should design a "barely
wor k" version of a mobility support protocol first, wthout

consi dering nice performance features and conpl ex security

mechani sns, roll it out in the real world, and inprove it thereafter
However, there are different views on what the essential features are
and which security nechanisns are better.

Third, alnost all the mobility support protocols assune that the

nmobi | e nodes have network connectivity anywhere, anytine. In
reality, however, this is not always the case. Nevertheless,
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Wi rel ess access is available in nore and nore places, and it is
foreseeable that in the near future, the coverage of wreless access
in different forms (WFi, Wnax, 3G 4G wll be ubiquitous.

6.2. Session Continuity and Sinmultaneous Mvenents

In order for users to benefit fromnobility support, it is inportant
to keep the TCP sessions uninterrupted by the mobility. |If the
durations of the sessions are short (e.g., web browsing), the
probability is high that the TCP sessions finish before the handover
happens; even if the TCP session is interrupted by the handover, the
cost is usually low (e.qg., refresh the web page). However, if the
TCP sessions are typically long (e.g., downloading |arge files and
voice calls), the interruptions during the handover woul d becone
unaccept abl e.

It is hard to predict tonmorrow s applications, but nost nobility
support protocols try to keep the sessions up during novenents. For
routi ng-based protocols, session continuity is not a problem since
the I P address of the nobile never changes. For other protocols,
either a stable | P address (e.g., HoA) or an equivalent (e.g., HT)
is used in the transport |layer so that the nmobility is hidden, or TCP
is nodified so that both ends can change | P addresses while keeping
the established session (e.g., E2E)

Anot her concern is the support of sinmultaneous novenments. |n some
scenarios, only one end is nobile, and the other end is al ways
static; noreover, the comunication between the two is al ways
initiated by the nobile end. A lot of applications as of today fal
into this category. Typically, the server side is static, and the
client is nobile; usually, the client would contact the server first.
Hence, in these scenarios, the support of sinultaneous novenents is
not a requirement. However, in other scenarios, both ends nmay be
nmoving at the same tinme. For exanple, during a voice call, two
nmobi | e nodes may experience handovers sinultaneously. 1In this case,
a rendezvous point is necessary to keep the current |ocations of the
nobi |l es so that they can find each other after a sinultaneous
nmovenent. Besides, if a static server wants to push information to a
nmobil e client, a rendezvous point is also required.

It is clear that the nunber of nobile devices is rapidly grow ng, and
nore nobiles are going to provide content in the near future. Hence,
t he sinultaneous-novenents scenari os are considered inportant. In
fact, alnost all the nobility support protocols are equipped wth
rendezvous points, either by addi ng dedi cated conmponents or by

| everagi ng the existing DNS systens.
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6.3. Trade-Ofs of Design Choices on Mbility Awareness

The nmobility awareness at two conmunicating ends is closely rel ated
to the backward-conpatibility problem The Internet has been running
for more than two decades, and the scale of the Internet gets so
large that it is inpossible to upgrade the whol e system overni ght.

As a result, it is also not possible for a nobility support system
designer to overlook this problem how does one decide the nmobility
awareness in the protocol design, and how i nportant is backward
conmpatibility?

In the following text, we discuss the trade-offs of the design
choi ces nmentioned in Section 5. 2.

The advantage of the first design choice is that the nobile does not
|l ose the ability to comunicate with | egacy nodes while roam ng
around, i.e., the nmobile can benefit fromunilateral deploynent of
nmobi lity support. Another potential advantage is that the static
nodes do not need to be bothered by the nobility of the nobiles,

whi ch saves resources and could be desirable if the CNis a busy
server. The disadvantage of this design is also well known: it

i ntroduces triangle routing, which significantly increases the del ays
in the worst cases. There are neans to renmedy the problem e.g.
Route Optimi zation in Mbile IPif a CNis nobility-capable and

di stribution of Home Agents as d obal HAHA does, at the expense of

i ncreasing conplexity.

The second design caters to the inertness of the Internet (and the
users) by keeping everything status quo fromthe user’s point of

view It is like the cellular network, with the smart network and
dunb terminals. The advantage is that the | egacy nodes can benefit
fromthe nobility support w thout upgrade. However, the cost is also
not trivial: the users lose the freedomof control in ternms of
mobi | ity managenent, and a | arge number of entities in the network
need to be upgraded.

The third design assunes that the other end is likely also nobility-
capabl e (as of today, nore people are accessing the Internet via
nmobi | e devices than a desktop) and thus does not provi de backward
compatibility at all; however, as a trade-off, the system design
becones much sinpler, and the data path is always the shortest one.

We all know that backward conpatibility is inmportant in system

design. But howinportant is it? How nmuch effort should we make for
this issue? At least for now, the answer is not yet clear
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6.4. Interconnecting Heterogeneous Mbility Support Systens

As our survey suggests, nultiple solutions for nmobility support are
already exist, and it is alnost for sure that the nobility support
systenms in the future are going to be heterogeneous. However, as of
today, the interoperation between different protocols is stil
problematic. For exanple, when a nobile node supporting Mbile IP
only wants to comuni cate with another nobile with only H P support,
neither of them can benefit fromnobility support.

This situation rem nds us the days before IP was adopted. 1In that
tinme, the hosts in different networks were not able to conmunicate
with each other. |P nerged the networks and created the |nternet,
where each host can freely communicate with any other host. Is it
necessary to introduce sonmething like P to nobility support in the
future? 1Is it possible to design an architecture so that it glues
all the nobility support systens together? W believe the answers to
bot h of these questions are "yes"

The basic idea for the solution is sinple. As the fanbus quote says,
"Every problemin Conputer Science can be solved by adding a | evel of
indirection". However, the devil is in the details, and we stil

need to figure that out.

7. Security Considerations

Since nobility nmeans that the location of a nobile nmay change at any
time, how to secure such dynam c | ocation updates is a very inportant
consideration for all nobility support solutions. However, this
docunent exanines a w de range of solution proposals, so the security
aspects also vary greatly. For exanple, Hone-Agent-based sol utions
call for secure conmmunications between the nobile and its Hone
Agent(s). On the other hand, for routing-based sol utions, such as
Connexi on, the issue becones one of global-routing security.
Simlarly, for those solutions that use DNS to provide mappi ng
between ldentifiers and Locators, the issue is essentially converted
to how to secure DNS dynanic updates as well as queries. To keep
this survey docunent both conprehensive as well as reasonably sized,
we chose to focus the survey on describing and conparing the
solutions to the center piece of all nobility supports -- the
resol uti on between ldentifiers and Locators.
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