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Thr oughput Degradations for Single Packet Messages

The transmi ssion of digitized speech over the ARPANET represents a new
di mension in the use of packet switching systens. The throughput and
delay requirenents for this newly energing application area are quite
different fromthe throughput and delay requirenents for interactive use

or file transfers. |In particular, we need to achieve a high throughput
for small nessages since | ong nessages result in |long source delays to
fill the large buffers. Therefore we are currently studying the

throughput limts for single-packet nessages. W realize that up to now
little attenpt was nade to optinize throughput for |low delay traffic.

It was nevertheless surprising for us to find out that the observed

t hroughput for single-packet nessages is in many cases only about one
fourth of what one would expect. In what follows we are going to

expl ain why this happens and what could be done to correct this

si tuati on.

On April 1, 1974, we sent, using the | MP nmessage generator, single-
packet nessages at the highest possible rate ("RFNMdriven") fromthe
MOFFET-1MP to the SRI-IMP. There are two three-hop paths from MOFFET to
SRI, one of theminvolving two 230.4 kbs circuits. Since there was
hardly any interfering traffic we expected an average round-trip del ay
of not nore than 100 nsec. Assuning that there are, on an average, 3
messages in transm ssion between MOFFET and SRI and assumi ng a nessage

| engt h of about 1000 bits this should result in a throughout of nore
than 30 kbs. The observed through was, however, less than 8 kbs. A
repetition of the experinment showed the same result. A nore detailed
anal ysis of the collected data reveal ed that an average nunber of 3.5
messages were sinultaneously in transni ssion between MOFFET and SR

The throughput degradation could therefore not have been due to
interfering traffic between these two sites. Al so the channe
utilization for all channels that were involved in the transm ssion was
| ess than 40 percent. The observed nean round-trip tines between MOFFET
and SRI, however, were about 500 nsec. Since these large round-trip
times were obviously not due to physical linmtations, we studied the
flow control nechanismfor single-packet nessages and were able to come
up with an explanation for this undesirabl e behavior

When a singl e-packet nessage arrives at the destination |IMP out of order
(i.e., the logically preceding nessage has not yet arrived there) it is
not accepted by the destination IMP. It is rather treated as a request
for the allocation of one reassenbly buffer. The correspondi ng ALLOCATE
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is then sent back to the source IMP only after the RFNM for the previous
nmessage has been processed. W therefore may have the follow ng
sequence of events:

1 MSEi) sent from SOURCE-1MP (nmessage i is sent fromthe source
I MP to the destination | MP)

2 MSGi+1) sent from SOURCE- | MP.

3 MEi+1l) arrives at DEST-1MP (due to an alternate path or a line
error, nmessage (i+1) arrives at the destination I MP out of
order; it is treated as a request for one reassenbly buffer
al l ocation and then di scarded).

4 WMBQEi) arrives at DEST-IMP (nmessage i arrives at the destination
IMP; it is put on the proper HOST out put queue).

5 RFNMi) sent from DEST-I MP (after nessage i has been accepted by
the destination HOST the RFNMis sent to the source | MP).

6 ALL(i+1) sent from DEST-1MP (only after the RFNM for nessage
has been processed can the ALLOCATE for nmessage i + 1 be sent).

7 RFNMi) arrives at SOURCE-| MP
8 ALL(i+1) arrives at SOURCE-I| MP

9 MSEi+1l) arrives at DEST-1MP (now nessage i+1 is put on the
proper HOST out put queue.)

10 RFNMi +1) sent form DEST-I M
11 RFNMi +1) arrives at SOURCE-| MP

Note that the round-trip time for nessage i+1 is the tine interva

bet ween event 2 and event 11. Therefore the round-trip tinme for nessage
i+l is nore than twice as large as it would have been if it had arrived
in order, other conditions being unchanged. Therefore a line error wll
in many cases not only delay the nmessage in error but al so the next

si ngl e- packet nessage if this nessage follows the precedi ng nessage
within 125 nmsec, the error retransm ssion tinmeout interval. Also, a
faster, alternate path to the destination | MP can actually slow down the
transm ssion since it causes nessages to arrive there out of order
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This situation becones even worse when we consi der
packet nessage traffic.

Thr oughput Degradations for Single Packet Messages

May 1974

RFNM dri ven singl e-
Table 1 shows a possi bl e sequence of events.

We agai n assunme that nessage i +1 reaches the destination | MP before

nessage

(Since the traffic is RFNM driven,

i
SOURCE | MP

MBGQ(i) sent

MBQ(i +1) sent
MBQ(i +2) sent
MBQ(i +3) sent

RFNMi) arr
MBQ(i +4) sent
ALL(i +1) arr
MBQ(i +1) sent

RFNMi +1) arr
MBQ(i +5) sent
ALL(i +2) arr
MBQ(i +2) sent

RFNM i +2) arr
MBQ(i +6) sent
ALL(i +3) arr
MBQ(i +3) sent

RFNM i +3) arr
MBQ(i +7) sent
ALL(i +4) arr
MBQ(i +4) sent

RFNM i +4) arr
MBQ(i +8) sent
ALL(i+5) arr
MBQ(i +5) sent

Retransm ssion Pattern for the Current Fl ow Contr ol

Tabl e 1.

foll owed by the sendi ng of nessage i +4,
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the arrival

DESTI NATI ON | MP

MBGQ(i +1) arr
MBGQ(i) arr

RFNM i) sent
ALL(i +1) sent
MSG(i +2) arr
MSG(i +3) arr

MBGQ(i +4) arr
MBGQ(i +1) arr
RFNM i +1) sent
ALL(i +2) sent

MBGQ(i +5) arr
MBGQ(i +2) arr
RFNM i +2) sent
ALL(i +3) sent

MBGQ(i +6) arr
MBGQ(i +3) arr
RFNM i +3) sent
ALL(i +4) ent

MSG(i +7) arr
MBGQ(i +4) arr
RFNM i +4) sent
ALL(i +5)

i+5, ...)

of RFNM i,

Schene

i+1, ... iIs

[ Page 3]



RFC 632 Thr oughput Degradations for Single Packet Messages May 1974

The nost interesting fact about this sequence of events is that the
arrival of message i+1 before nessage i at the destination | MP causes
not only messages i+1 but all future nmessages to be retransnitted--

t hough we do not assune that any of the future nessages arrive out of
order. The table also shows that the round-trip tinmes for nmessage i +4
and all future nmessages is nore than four tines as large as it would be
wi t hout these undesirable retransnmissions. It is also noteworthy that,
once this retransm ssion pattern has established itself, there is al nost
no way the systemcan recover fromthis condition other than
interrupting the input streamat the source IMP. A single arrival out
of order of any of the later user or control nessages, for instance,
will not change this retransm ssion pattern. The nornmal fl ow of

si ngl e- packet nessages will only reestablish itself if, for exanple,
message i +4, i+5, and i +6 are sinultaneously del ayed for several hundred
m | 1iseconds such that nessages i+1, i+2, and i+3 can be retransmitted
in the neantinme. The probability of occurrence of such an event is,
however, extrenely small. Therefore one can consider the system as
being trapped in this undesirable retransm ssion condition. The
"nornmal " fl ow of nessages, on the other hand, represents only the
transi ent behavi or of the systemsince there is always a finite
probability that two nmessage arrive out of order due to transm ssion
errors.

As nentioned before, the systemcan only recover fromthis throughput
(and del ay) degradation if the input stream of single-packet nessages is
interrupted. |In case of speech transni ssion, however, this night not
occur for a long tine. Therefore speech transnission systens would in
many cases have to work with only one fourth of the expected single-
packet bandwi dth. Since this is clearly an unacceptable condition we

| ooked for a nodification of the current flow control schenme which
corrects this situation. In what follows we describe two nethods that
coul d be used to avoid the undesirable retransm ssion of nmessages.

Recal | that a singl e-packet nmessage is rejected at destination | MP and
later retransmitted if the RFNM for the precedi ng message has not yet
been sent to the source IMP. This is mainly done to prevent the
occurrence of reassenbly |ockup conditions [1]. Therefore the problem
cannot be solved by sinply accepting all single-packet nessages wi thout
addi ti onal nmeasures to prevent deadl ocks. This could lead to a
reassenbly lockup if a large nunber of single-packet nmessages from
several source IMPs arrives at their common destination | MP out of
order. In this case the destination IMP m ght not be able to accept
those nessages that are in order because of the |ack of reassenbly
buffers. As a result the systemis deadl ocked. Any solution of the

t hr oughput degradati on probl em nust guarantee that all nessages that
arrive in order can be accepted by the destination I M
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One way to achieve this goal is to reject single-packet nessages that
arrive out of order only if the buffer requirenent(s) of the preceding
nmessages(s) is not known. |In the previous exanpl es we have seen that
the destination | MP continuously rejected nessages although it knew the
buffer requirenents for the nessages that had to be delivered first. As
the buffer requirenments becone known, the necessary nunber of buffers
can be set aside and future single-packet nessages can be accepted

wi t hout the danger of deadl ock. Therefore the undesirable retransm ssion
pattern cannot establish itself. Table 2 shows the sequence of events
for this policy if nessage i+1 arrives before nmessage i at the
destination I M

SCOURCE | MP DESTI NATI ON | MP

MG (i) sent

MBGQ(i +1) sent

MBGQ(i +2) sent MBGQ(i +1) arr. (rejected)

MBQ(i +3) sent MBGQ(i) arr. (HOST output)
RFNM i) sent

ALL (i+1) sent
MBQ(i +2) arr (stored)
MBQ(i +3) arr (stored)

RFNMi) arr

MBQ(i +4) sent

ALL(i +1) arr MBQ(i +4) arr (stored)

MBQ(i +1) sent MBQ(i +1) arr (HOST out put)
RFNM i +1) sent

RFNMi +1) arr RFNM i +2) sent

MBQ(i +5) sent RFNM i +3) sent

RFNM i +4) sent
Tabl e 2.

Sequence of Events for Modified Fl ow Control Schene

Note that in this nodified schene only one nessage, nessage i+1, is
retransmitted. 1In view of the fact that the | MPs have plenty of
reassenbly buffer space it is, however, desirable to avoid this one
retransm ssion, too. This is particularly inportant for the

transm ssion of speech which depends on a steady flow of data and will
be disrupted by a sudden | arge delay. Therefore we suggest a second
met hod to sol ve the throughput degradation probl emwhich, in nost cases,
will not require any retransm ssions.
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Suppose all single-packet nessages are initially accepted (or stored).
Currently single-packet messages that arrive out of order are rejected
because of the possibility of a deadlock. But let us take a closer |ook
at the situation where all single-packet nessages are accepted (or
stored) such that there is no reassenbly buffer avail able for nmessages
that have to be delivered to their HOST(s) next. This is not really a
| ockup condition because the source | MPs keep a copy of all single-
packet nessages for which a RFNM has not yet been received. Therefore
any singl e-packet nessage, which arrived out of order but was accepted
by the destination | MP neverthel ess, can be deleted | ater w thout the
message being lost. The destination IMP only has to send an ALLOCATE
for each del eted singl e-packet nessage to the correspondi ng source | MP
when reassenbly buffer space is available. This can also be considered
as deferred rejection. But now a retransmi ssion is only necessary if
the destination IMP is really running out of reassenbly buffers. In
this case, the physical limtations of the systemare reached and we
cannot hope to gain large throughput increases by neans of protoco
changes.

It is our intention to pursue this issue with the | MP devel opnent group
at BBN in the future. They agree that the two sol utions we suggest
woul d i nprove the situation. However, they can think of alternative
sol uti ons.

| acknow edge the help of Bill Naylor and Joe Katz in perform ng the
experinments which led to the discovery of the throughput degradation
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