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Abst r act

Some applications require the ability to provide an el evated
probability of session establishnment to specific sessions in tinmes of
net wor k congestion. Wen supported over the Internet Protocol suite,
this may be facilitated through a network-1layer adm ssion contro
solution that supports prioritized access to resources (e.qg.

bandwi dth). These resources may be explicitly set aside for
prioritized sessions, or may be shared with other sessions. This
docunent specifies extensions to the Resource reSerVation Protoco
(RSVP) that can be used to support such an admi ssion priority
capability at the network |ayer

Based on current security concerns, these extensions are intended for
use in a single adninistrative domain.
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This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. |t has
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I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.
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and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc6401
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publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

This docunent nay contain material from | ETF Docunents or | ETF
Contributions published or made publicly avail abl e bef ore Novenber
10, 2008. The person(s) controlling the copyright in some of this
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Wt hout obtaining an adequate license fromthe person(s) controlling
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1

I ntroduction

Some applications require the ability to provide an el evated
probability of session establishnment to specific sessions in tinmes of
net wor k congesti on

Solutions to neet this requirenent for el evated session establishnent
probability may invol ve session-layer capabilities prioritizing
access to resources controlled by the session control function. As
an exanple, entities involved in session control (such as SIP user
agents, when the Session Initiation Protocol (SIP) [RFC3261], is the
session control protocol in use) can influence their treatnment of
session establishnent requests (such as SIP requests). This may
include the ability to "queue" session establishnment requests when
those can not be i mediately honored (in sone cases with the notion
of "bunping", or "displacenent", of |ess inportant session

est abli shnent requests fromthat queue). It may include additiona
mechani snms such as alternate routing and exenption fromcertain

net wor k managenent control s.

Solutions to neet the requirement for el evated session establishnent
probability may al so take advantage of network-Iayer adm ssion
control mechani sms supporting adm ssion priority. Networks usually
have engi neered capacity limts that characterize the naxi num | oad
that can be handl ed (say, on any given link) for a class of traffic
whil e satisfying the quality-of-service (QS) requirenents of that
traffic class. Admission priority may involve setting aside sone
networ k resources (e.g., bandw dth) out of the engineered capacity
limts for the prioritized sessions only. O alternatively, it may
involve allowing the prioritized sessions to seize additiona
resources beyond the engi neered capacity limts applied to nornal
sessions. This docunent specifies the necessary extensions to
support such admi ssion priority when network-1layer adm ssion contro
is performed using the Resource reSerVation Protocol (RSVP)

[ RFC2205] .

[ RFC3181] specifies the Signaled Preenption Priority Policy Elenent
that can be signaled in RSVP so that network node nay take into
account this policy element in order to preenpt sone previously
admtted lowpriority sessions in order to nake roomfor a newer,

hi gher-priority session. 1In contrast, this docunent specifies new
RSVP extensions to increase the probability of session establishnent
wi t hout preenption of existing sessions. This is achieved by

engi neered capacity techniques in the formof bandw dth allocation
nmodel s. I n particular, this docunent specifies two new RSVP policy
el ements allowi ng the admission priority to be conveyed inside RSVP
si gnal i ng messages so that RSVP nodes can enforce a selective
bandwi dt h adni ssi on control decision based on the session adni ssion
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priority. Appendix A of this docunent al so provides exanpl es of
bandwi dth all ocati on nodel s that can be used by RSVP-routers to
enforce such adnission priority on every link. A given reservation
may be signaled with the admission priority extensions specified in
the present docunent, with the preenption priority specified in

[ RFC3181], or with both.

1.1. Termnol ogy

Thi s docunent assunes the term nol ogy defined in [ RFC2753]. For
conveni ence, the definitions of a few key terns are repeated here:

o Policy Decision Point (PDP): The point where policy decisions are
made.

0 Local Policy Decision Point (LPDP): The PDP |local to the network
el enent .

o Policy Enforcenent Point (PEP): The point where the policy
deci sions are actually enforced.

o0 Policy Ignorant Node (PIN): A network el ement that does not
explicitly support policy control using the mechanisns defined in
[ RFC2753] .

2. Applicability Statenent

A subset of RSVP nmessages are signaled with the Router Alert Option
(RAO ([ RFC2113], [RFC2711]). The security aspects and common
practices around the use of the current |IP Router Alert Option and
consequences on the use of IP Router Alert by applications such as
RSVP are discussed in [RFC6398]. Based on those, the extensions
defined in this document are intended for use within a single

adm ni strative domain. Thus, in particular, the extensions defined
in this docunent are not intended for end-to-end use on the Internet.

3. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

4. Overview of RSVP Extensions and Qperations
Let us consider the case where a session requires el evated
probability of establishment, and nore specifically that the

preference to be granted to this session is in ternms of network-|ayer
"admi ssion priority" (as opposed to preference granted through
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preenption of existing sessions). By "adnission priority" we nean
allowing the priority session to seize network-Iayer resources from

t he engi neered capacity that has been set aside for priority sessions
(and not made available to normal sessions) or, alternatively,
allowing the priority session to seize additional resources beyond
the engi neered capacity limts applied to nornal sessions.

Sessi on establishment can be made conditional on resource-based and
pol i cy-based network-1ayer admi ssion control achieved via RSVP
signaling. 1In the case where the session control protocol is SIP
the use of RSVP-based adm ssion control in conjunction with SIPis
specified in [ RFC3312].

Devi ces involved in the session establishment are expected to be
aware of the application-level priority requirements of prioritized
sessions. For exanple, considering the case where the session
control protocol is SIP, the SIP user agents may be nade aware of the
resource priority requirenents of a given session using the
"Resource-Priority" header nechanismspecified in [ RFC4412]. The
end- devi ces involved in the upper-layer session establishnment sinply
need to copy the application-level resource priority requirenments
(e.g., as conmmunicated in the SIP "Resource-Priority" header) inside
the new RSVP Application-Level Resource Priority Policy El enment
defined in this docunent.

Conveying the application-level resource priority requirenments inside
the RSVP nessage allows this application-level requirenment to be
mapped/ remapped into a different RSVP "adm ssion priority" at a
policy boundary based on the policy applicable in that policy area.
In a typical nodel (see [RFC2753]) where PDPs control PEPs at the
peri phery of the policy area (e.g., on the first hop router), PDPs
woul d interpret the RSVP Application-Level Resource Priority Policy
El enrent and map the requirenment of the prioritized session into an
RSVP "adni ssion priority" level. Then, PDPs would convey this

i nformati on inside the new Adm ssion Priority Policy El ement defined
in this docunent. This way, the RSVP admission priority can be
communi cated to downstream PEPs (i.e., RSVP routers) of the same
policy domain that have LPDPs but no controlling PDP. In turn, this
nmeans the necessary RSVP Admission priority can be enforced at every
RSVP hop, including all the (possibly many) hops that do not have any
under st andi ng of application-level resource priority semantics. It
is not expected that the RSVP Application-Level Resource Priority
Header Policy Elenent would be taken into account at RSVP hops within
a given policy area. It is expected to be used at policy area
boundaries only in order to set/reset the RSVP Admi ssion Priority
Pol i cy El enent.
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Remappi ng by PDPs of the Admission Priority Policy Elenent fromthe
Application-Level Resource Priority Policy Element may al so be used
at boundaries with other signaling protocols, such as the NSI S

Si gnal i ng Layer Protocol (NSLP) for QS Signaling [ RFC5974].

As can be observed, the franmework descri bed above for mapping/
remappi ng application-level resource priority requirements into an
RSVP admi ssion priority can also be used together with [ RFC3181] for
mappi ng/ r emappi ng application-level resource priority requirements
into an RSVP preenption priority (when preenption is indeed deened
necessary by the prioritized session handling policy). In that case,
when processing the RSVP Application-Level Resource Priority Policy
El enent, the PDPs at policy boundaries (or between various QS
signaling protocols) can map it into an RSVP "preenption priority"
information. This preenption priority information conprises a setup
preenption |l evel and a defending preenption priority level that can
then be encoded inside the Preenption Priority Policy El ement of

[ RFC3181] .

Appendi x B provi des exanpl es of various hypothetical policies for
prioritized session handling, sonme of theminvol ving adm ssion
priority, sone of theminvolving both adm ssion priority and
preenption priority. Appendix B also identifies how the application-
| evel resource priority needs to be napped into RSVP policy el enents
by the PDPs to realize these policies

4.1. Operations of Admission Priority

The RSVP Admission Priority Policy Element defined in this docunent
al | ows adm ssion bandwi dth to be allocated preferentially to
prioritized sessions. Miltiple nodels of bandw dth allocation MAY be
used to that end.

A nunber of bandwi dth allocation nodel s have been defined in the | ETF
for allocation of bandwi dth across different classes of traffic
trunks in the context of Diffserv-aware MPLS Traffic Engineering.
Those include the Maxi nrum Al l ocati on Mbdel (MAM defined in

[ RFC4125], the Russian Dolls Mddel (RDM specified in [ RFC4127], and
t he Maxi mum Al l ocati on nodel with Reservation (MAR) defined in

[ RFC4126]. However, these same nodel s MAY be applied for allocation
of bandwi dth across different |evels of admission priority as defined
in this docunent. Appendix A provides an illustration of how these
bandwi dth al |l ocati on nodel s can be applied for such purposes and al so
i ntroduces an additional bandw dth allocation nodel that we termthe
Priority Bypass Mbdel (PrBM. It is inportant to note that the
nodel s described and illustrated in Appendix A are only informative
and do not represent a recomended course of action.

Le Faucheur, et al. St andards Track [ Page 6]



RFC 6401 RSVP Extensions for Admission Priority Cct ober 2011

We can see in these exanpl es how the RSVP Admission Priority can be
used by RSVP routers to influence their adnission control decision
(for exanple, by determi ning which bandwi dth pool is to be used by
RSVP for performng its bandwi dth allocation) and therefore to

i ncrease the probability of reservation establishnent. |In turn, this
i ncreases the probability of application-level session establishnent
for the correspondi ng session

5. New Policy Elenments

The Framewor k docunent for policy-based adm ssion control [RFC2753]
descri bes the various conponents that participate in policy decision
maki ng (i.e., PDP, PEP, and LPDP).

As described in Section 4 of the present docunent, the Application-
Level Resource Priority Policy El enent and the Admi ssion Priority
Policy Elenent serve different roles in this framework

0 The Application-Level Resource Priority Policy El ement conveys
application-level information and is processed by PDPs.

0 The enphasis of Admission Priority Policy Elenent is to be sinple,
statel ess, and |ightweight such that it can be processed

internally within a node’s LPDP. It can then be enforced
internally within a node’s PEP. It is set by PDPs based on
processing of the Application-Level Resource Priority Policy
El enent .

[ RFC2750] defines extensions for supporting generic policy-based
admi ssion control in RSVP. These extensions include the standard
format of POLI CY_DATA objects and a description of RSVP handling of
policy events.

The POLI CY_DATA object contains one or nore policy elenments, each
representing a different (and perhaps orthogonal) policy. As an
exanpl e, [ RFC3181] specifies the Preenption Priority Policy El enent.
Thi s docunent defines two new policy el enents call ed:

o the Admission Priority Policy Elenent

o the Application-Level Resource Priority Policy El enent
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5.1. Adnmission Priority Policy El enent

The format of the Admission Priority Policy Elenment is as shown in
Fi gure 1:

0 00 11 22 3
0 78 56 34 1
I I I I +
| Length | P-Type = ADM SSI ON_PRI |
Fom e e e e e o oo Fom e e e e e o oo Fom e e e e e o oo Fom e e e e e o oo +
| Fl ags | M Strategy | Error Code | Reserved
S S S S +
| Reser ved | Adm Priority]|
T T +
Figure 1: Admission Priority Policy El enent
wher e:
0 Length: 16 bits
* Always 12. The overall length of the policy elenment, in bytes.

o P-Type: 16 bits
*  ADM SSION PRI = 0x05 (see the "I ANA Consi derations" section).
o Flags: Reserved

* SHALL be set to zero on transnmit and SHALL be ignored on
reception.

0 Merge Strategy: 8 bits (applicable to nulticast flows)

*

val ues are defined in the corresponding registry maintained by
| ANA (see the "I ANA Consi derations" section).

o0 Error code: 8 bits (applicable to nulticast flows)

*

val ues are defined in the correspondi ng registry maintained by
| ANA (see the "I ANA Consi derations" section).

0 Reserved: 8 bits

* SHALL be set to zero on transmit and SHALL be ignored on
reception.
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0 Reserved: 24 bits

* SHALL be set to zero on transmit and SHALL be ignored on
reception

0 Adm Priority (Adnmssion Priority): 8 bits (unsigned)

* The admission control priority of the flow, in terns of access
to network bandwi dth in order to provide higher probability of
session conpletion to selected flows. Higher values represent
hi gher priority. Bandw dth allocation nodels such as those
described in Appendix A are to be used by the RSVP router to
achi eve increased probability of session establishnment. The
admi ssion priority value effectively indicates which bandw dth
constraint(s) of the bandw dth constraint nodel in use is/are
applicable to admi ssion of this RSVP reservation

Note that the Adnission Priority Policy Elenment does NOT indicate
that this RSVP reservation is to preenpt any other RSVP reservation
If a priority session justifies both admission priority and
preenption priority, the corresponding RSVP reservation needs to
carry both an Admission Priority Policy Elenent and a Preenption
Priority Policy Element. The Admission Priority and Preenption
Priority are handl ed by LPDPs and PEPs as separate nechani sns. They
can be used one without the other, or they can be used both in

conbi nati on.

5.1.1. Admission Priority Merging Rul es

This section discusses alternatives for dealing with RSVP admi ssion
priority in case of nerging of reservations. As nerging applies to
mul ticast, this section also applies to nmulticast sessions.

The rules for nerging Adm ssion Priority Policy Elenments are defined
by the val ue encoded inside the Merge Strategy field in accordance
with the corresponding | ANA registry. This registry applies both to
the Merge Strategy field of the Admission Priority Policy El enent
defined in the present docunent and to the Merge Strategy field of
the Preenption Priority Policy Elenment defined in [ RFC3181]. The
registry initially contains the values already defined in [ RFC3181]
(see the "1 ANA Considerations" section).

The only difference from|[RFC3181] is that this docunment does not
recomend a given nerge strategy over the others for Adm ssion
Priority, while [RFC3181] reconmmends the first of these nerge
strategies for Preenption Priority. Note that with the Adm ssion
Priority (as is the case with the Preenption Priority), "take highest
priority" translates into "take the hi ghest nunerical val ue"
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5.2. Application-Level Resource Priority Policy Elenent

The format of the Application-Level Resource Priority Policy Elenent
is as shown in Figure 2:

0 00 11 22 3
0 7 8 56 3 4 1
oo oo oo oo +

| Length | P-Type = APP_RESOURCE PRI

Fom e e e e e o oo Fom e e e e e o oo Fom e e e e e o oo Fom e e e e e o oo +
/1 ALRP Li st /1
o o +

Figure 2: Application-Level Resource Priority Policy Elenent
wher e:
0 Length:
* The length of the policy element (including the Length and
P-Type) is in nunber of octets (MJST be a nultiple of 4) and
i ndi cates the end of the ALRP |ist.
o P-Type: 16 bits

*  APP_RESOURCE_PRI = 0x06 (see the "I ANA Consi derations"
section).

o0 ALRP List:

* List of ALRPs where each ALRP is encoded as shown in Figure 3.

ALRP:

Figure 3: Application-Level Resource Priority
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wher e:

0 ALRP Nanespace (Application-Level Resource Priority Namespace): 16
bits (unsigned)

* Contains a nunerical value identifying the nanespace of the
application-level resource priority. This value is encoded as
per the "Resource Priority Nanmespaces" | ANA registry. (See the
"I ANA Consi derations" section; | ANA has extended the registry
to include this nunerical value).

0 Reserved: 8 bits

* SHALL be set to zero on transmit and SHALL be ignored on
reception.

0 ALRP Value (Application-Level Resource Priority Value): 8 bits
(unsi gned)

* Contains the priority value within the nanespace of the
application-level resource priority. This value is encoded as
per the "Resource Priority Priority-Value" | ANA registry. (See
the "1 ANA Consi derations” section; |ANA has extended the
registry to include this nunerical value).

5.2.1. Application-Level Resource Priority Mdifying and Mergi ng Rul es

When POLI CY_DATA objects are protected by integrity, LPDPs should not
attenpt to nodify them They MJST be forwarded without nodification
to ensure their security envelope is not invalidated.

In case of nulticast, when POLI CY_DATA objects are not protected by
integrity, LPDPs MAY nerge inconing Application-Level Resource
Priority Elements to reduce their size and nunber. When they do
nmerge those el enents, LPDPs MJUST do so according to the follow ng
rul e:

0 The ALRP List in the outgoing APP_RESOURCE PRI el ement MJST
contain all the ALRPs appearing in the ALRP List of an inconing
APP_RESOURCE PRI element. A given ALRP MJUST NOT appear nore than
once. In other words, the outgoing ALRP List is the union of the
i ncom ng ALRP Lists that are nerged.

As merging applies to nulticast, this rule also applies to nulticast
sessi ons.
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5.3. Default Handling

As specified in Section 4.2 of [RFC2750], Policy Ignorant Nodes
(PINs) inmplenent a default handling of PCLI CY_DATA objects ensuring
that those objects can traverse PINs in transit fromone PEP to
another. This applies to the situations where POLI CY_DATA objects
contain the Admission Priority Policy Elenent and the ALRP Policy
El ement specified in this docunment, so that those objects can
traverse PINs.

Section 4.2 of [RFC2750] also defines a simlar default behavior for
pol i cy-capabl e nodes that do not recognize a particular policy
element. This applies to the Admission Priority Policy El enment and
the ALRP Policy Element specified in this docunent, so that those

el ements can traverse policy-capabl e nodes that do not support these
ext ensi ons defined in the present docunent.

6. Security Considerations

As this docunent defines extensions to RSVP, the security

consi derations of RSVP apply. Those are discussed in [ RFC2205],

[ RFC4230], and [ RFC6411]. Approaches for addressing those concerns
are di scussed further bel ow

A subset of RSVP nessages are signaled with the Router Alert Option
(RAO ([ RFC2113], [RFC2711]). The security aspects and common
practices around the use of the current IP Router Alert Option and
consequences on the use of IP Router Alert by applications such as
RSVP are discussed in [RFC6398]. As discussed in Section 2, the
extensions defined in this document are intended for use within a
single adm nistrative domain.

[ RFC6398] discusses router alert protection approaches for service
providers. These approaches can be used to protect a given network
agai nst the potential risks associated with the |eaking of router

al ert packets resulting fromthe use of the present extensions in
anot her domain. Also, where RSVP is not used, by sinply not enabling
RSVP on the routers of a given network, generally that network can
isolate itself fromany RSVP signaling that may | eak from anot her
network that uses the present extensions (since the routers will then
typically ignore RSVP nessages). Wiere RSVP is to be used internally
within a given network, the network operator can activate, on the
edge of his network, nechanisns that either tunnel or, as a |ast
resort, drop incom ng RSVP nessages in order to protect the given
network from RSVP signaling that may | eak from another network that
uses the present extensions.
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The ADM SSI ON PRI and APP_RESOURCE PRI Policy Elenents defined in
this docunent are signaled by RSVP through encapsulation in a

POLI CY_DATA object as defined in [RFC2750]. Therefore, |ike any
other policy elenments, their integrity can be protected as di scussed
in Section 6 of [RFC2750] by two optional security nechanisns. The
first nechanismrelies on RSVP authentication as specified in

[ RFC2747] and [ RFC3097] to provide a chain of trust when all RSVP
nodes are policy capable. Wth this mechanism the INTEGRITY object
is carried inside RSVP nessages. The second nmechanismrelies on the
| NTEGRI TY object within the POLI CY_DATA object to guarantee integrity
bet ween RSVP PEPs that are not RSVP nei ghbors.

6.1. Use of RSVP Authentication between RSVP Nei ghbors

RSVP aut hentication can be used between RSVP nei ghbors that are
policy capable. RSVP authentication (defined in [ RFC2747] and

[ RFC3097]) SHOULD be supported by an inplenmentation of the present
docunent .

Wth RSVP authentication, the RSVP nei ghbors use shared keys to
conmput e the cryptographic signature of the RSVP nessage. [RFC6411]
di scusses key types and key provisioning nethods as well as their
respective applicabilities.

6.2. Use of INTEGRITY object within the POLI CY_DATA (bj ect

The I NTEGRITY object within the POLI CY_DATA object can be used to
guarantee integrity between non-nei ghboring RSVP PEPs. This is
useful only when sonme RSVP nodes are Policy Ignorant Nodes (PINs).
The I NTEGRITY object within the POLI CY_DATA obj ect MAY be supported
by an inplenentation of the present docunent.

Details for conputation of the content of the |INTEGRI TY object can be
found in Appendix B of [RFC2750]. This states that the Policy

Deci sion Point (PDP), at its discretion, and based on the destination
PEP/ PDP or other criteria, selects an Authentication Key and the hash
algorithmto be used. Keys to be used between PDPs can be
distributed manually or via a standard key managenment protocol for
secure key distribution.

Not e that where non-RSVP hops may exist in between RSVP hops, as well
as where RSVP-capable PINs may exist in between PEPs, it may be
difficult for the PDP to determ ne what is the destination PDP for a
POLI CY_DATA obj ect contained in some RSVP nessages (such as a Path
message). This is because in those cases the next PEP is not known
at the tine of forwarding the nessage. In this situation, key shared
across nultiple PDPs may be used. This is conceptually simlar to
the use of a key shared across multiple RSVP nei ghbors as discussed
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in [RFC6411]. W observe also that this issue may not exist in sone
depl oynent scenarios where a single (or |ow nunber of) PDP is used to
control all the PEPs of a region (such as an administrative domain).
In such scenarios, it may be easy for a PDP to determ ne what is the
next - hop PDP, even when the next-hop PEP is not known, sinply by
determning what is the next region that will be traversed (say,
based on the destination address).

7. | ANA Consi derations

As specified in [ RFC2750], standard RSVP policy elements (P-type

val ues) are to be assigned by I ANA as per "I ETF Consensus" policy as
outlined in [ RFC2434] (this policy is now called "I ETF Review' as per
[ RFC5226])

| ANA has allocated two P-Types fromthe standard RSVP policy el ement
range:

0 O0x05 ADM SSION PRI for the Admission Priority Policy El enent

0 O0x06 APP_RESOURCE PRI for the Application-Level Resource Priority
Pol i cy El enent

In Section 5.1, the present docunent defines a Merge Strategy field

i nside the Admission Priority Policy Elenment. This registry is to be
specified as also applicable to the Merge Strategy field of the
Preenption Priority Policy Elenents defined in [ RFC3181]. Since it
is conceivable that, in the future, values will be added to the
registry that only apply to the Admi ssion Priority Policy El enment or
to the Preenption Priority Policy Elenent (but not to both), |IANA has
listed the applicable docunents for each value. |ANA has all ocated
the foll ow ng val ues:

0 0: Reserved

0 1: Take priority of highest Q@S [ RFC3181] [ RFC6401]

0 2: Take highest priority [ RFC3181] [ RFC6401]

o 3: Force Error on heterogeneous nerge [ RFC3181] [ RFC6401]
Fol I owi ng the policies outlined in [RFC5226], nunbers in the range
0-127 are allocated according to the "I ETF Review' policy, nunbers in

the range 128-240 as "First Conme First Served", and nunbers in the
range 241-255 are "Reserved for Private Use".

Le Faucheur, et al. St andards Track [ Page 14]



RFC 6401 RSVP Extensions for Admission Priority Cct ober 2011

In Section 5.1, the present docunment defines an Error Code field
i nside the Admission Priority Policy Element. |ANA has created a
registry for this field and allocate the foll owi ng val ues:

0 0: NO ERROR - Val ue used for regular ADM SSION PRI el ements
0 2: HETEROGENEQUS - This el enent encountered het erogeneous nerge

Fol l owi ng the policies outlined in [RFC5226], nunbers in the range
0-127 are allocated according to the "I ETF Review' policy, nunbers in
the range 128-240 as "First Come First Served", and nunbers in the
range 241-255 are "Reserved for Private Use". Value 1 is Reserved
(for consistency with [ RFC3181] Error Code val ues).

The present document defines an ALRP Nanespace field in Section 5.2
that contains a nunerical value identifying the nanespace of the
application-level resource priority. The |IANA already maintains the
Resource-Priority Namespaces registry (under the SIP Paraneters)
listing all such nanespaces. That registry has been updated to

all ocate a nunerical value to each nanespace. To be exact, the | ANA
has extended the Resource-Priority Namespaces registry in the

foll owi ng ways:

0 A new colum has been added to the registry.
o The title of the new colum is "Namespace Nunerical Value *".

0o In the Legend, a line has been added stating "Nanespace Nunerica
Val ue = the unique nunerical value identifying the nanespace”

0o In the Legend, a line has been added stating "* : [RFC6401]"

0 An actual nunerical value has been allocated to each nanespace in
the registry and is listed in the new "Nanmespace Nunerical Val ue
*" col um.

A nunerical val ue has been allocated by | ANA for all existing
namespaces. In the future, | ANA should automatically allocate a
nurmerical value to any new namespace added to the registry.

The present docunent defines an ALRP Priority field in Section 5.2
that contains a nunerical value identifying the actual application-

| evel resource priority within the application-Ilevel resource
priority nanespace. The | ANA already maintains the Resource-Priority
Priority-Values registry (under the SIP Paraneters) listing all such
priorities. That registry has been updated to allocate a nunerica
value to each priority-value. To be exact, the | ANA has extended the
Resource-Priority Priority-Values registry in the foll owi ng ways:
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o For each nanespace, the registry is structured with two col ums.

o The title of the first colum is "Priority Values (least to
greatest)".

0o The first colum lists all the values currently defined in the

registry (e.g., for the drsn nanespace: "routine", "priority",
"imredi ate", "flash", "flash-override", and "flash-override-
override")

o The title of the second colum is "Priority Nunerical Value *".

0o At the bottomof the registry, a "Legend" has been added with a
line stating "Priority Numerical Value = the unique nunmerica
val ue identifying the priority within a nanespace"

o In the Legend, a line has been added stating "* : [RFC6401]"

0 An actual nunerical value has been allocated to each priority
value and is listed in the new "Priority Numerical Value *"
col umm.

A nunerical value has been allocated by I ANA to all existing
priorities. In the future, | ANA should automatically allocate a
nunerical value to any new nanespace added to the registry. The
nunerical value nust be unique w thin each nanespace. Wthin each
namespace, val ues should be allocated in decreasing order ending with
0 (so that the greatest priority is always allocated value 0). For
exanple, in the drsn namespace, "routine" is allocated nunerica
value 5, and "flash-override-override" is allocated nunerical value
0.
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Appendi x A,  Exanpl es of Bandwi dth Allocation Mddel for Adm ssion
Priority

Appendices A1 and A 2 respectively illustrate how the Maxi mum

Al'l ocation Mbdel (MAM [RFC4125] and the Russian Dolls Mdel (RDM

[ RFC4127] can be used for support of adnission priority. The Maxinum
Al'l ocation npdel with Reservation (MAR) [ RFC4126] can al so be used in
a simlar manner for support of admission priority. Appendix A 3
illustrates how a sinple "Priority Bypass Mddel" can al so be used for
support of admission priority.

For sinplicity, operations with only a single "priority" |evel
(beyond non-priority) are illustrated here; however, the reader will
appreciate that operations with nultiple priority levels can easily
be supported with these nodel s.

In all the figures bel ow

X
(0]

represents a non-priority session
represents a priority session

A.1. Admission Priority with Maxi mum Al | ocati on Mddel (MAM

This section illustrates operations of admission priority when a
Maxi mum Al | ocation Model (MAM) is used for bandwi dth allocation
across non-priority traffic and priority traffic. A property of the
Maxi mum Al | ocation Model is that priority traffic cannot use nore
than the bandwi dth nade available to priority traffic (even if the
non-priority traffic is not using all of the bandw dth avail able for

it).

N N N | | N
| |
Total . . . | | Bandw dt h
(D2 (3) | | . avail abl e
Engi - e | . for non-priority use
neered .or.or. | |
: | |
Capacity. | | .
% | | v

|
| . Bandwi dt h avai |l abl e for
| v priority use

Fi gure 4: MAM Bandwi dth Al |l ocati on
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Figure 4 shows a link that is within a routed network and conforns to
this docunent. On this link are two amounts of bandwi dth avail abl e
to two types of traffic: non-priority and priority.

If the non-priority traffic |oad reaches the maxi mum bandwi dth
available for non-priority, no additional non-priority sessions can
be accepted even if the bandwi dth reserved for priority traffic is
not fully utilized currently.

Wth the Maxi mum Al | ocation Mddel, in the case where the priority
| oad reaches the maxi mum bandwi dth reserved for priority sessions, no
additional priority sessions can be accepted.

As illustrated in Figure 4, an operator nay nmap the MAMto the

engi neered capacity limts according to different policies. At one
extreme, where the proportion of priority traffic is reliably known
to be fairly small at all tinmes and where there may be sone safety
margin factored in the engineered capacity limts, the operator may
decide to configure the bandwi dth available for non-priority use to
the full engineered capacity linits, effectively allow ng the
priority traffic to ride within the safety margin of this engi neered
capacity. This policy can be seen as an econonically attractive
approach as all of the engineered capacity is nmade avail able to non-
priority sessions. This policy is illustrated as (1) in Figure 4.

As an exanple, if the engineered capacity limt on a given link is X
the operator may configure the bandwi dth available to non-priority
traffic to X, and the bandwi dth available to priority traffic to 5%
of X. At the other extrene, where the proportion of priority traffic
may be significant at times and the engi neered capacity limts are
very tight, the operator nmay decide to configure the bandwi dth
available to non-priority traffic and the bandwi dth available to
priority traffic such that their sumis equal to the engineered
capacity limts. This guarantees that the total |oad across non-
priority and priority traffic is always bel ow the engi neered capacity
and, in turn, guarantees there will never be any QoS degradati on.
However, this policy is less attractive econonically as it prevents
non-priority sessions fromusing the full engineered capacity, even
when there is no or little priority load, which is the majority of
time. This policy is illustrated as (3) in Figure 4. As an exanple,
if the engineered capacity limt on a given link is X, the operator
may configure the bandwi dth available to non-priority traffic to 95%
of X, and the bandwi dth available to priority traffic to 5%of X
course, an operator nay also strike a bal ance anywhere in between
these two approaches. This policy is illustrated as (2) in Figure 4.
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Fi gure 5 shows sone of the non-priority capacity of this |link being

used.
N N N | | N
| |
Tot al | | Bandwi dt h
| | avail abl e
Engi - o | for non-priority use
neered .or.or. | XXXXXXXXXXXXXX|
C ] XXX X
Capacity. . . | XXXXXXXXXXXXXX|
Voo XXXXXXXXXXXXXX| v

|
| . Bandw dt h avail abl e for
| v priority use

Figure 5. Partial Load of Non-Priority Calls

Fi gure 6 shows the sane anount of non-priority |oad being used at
this link and a small anmount of priority bandw dth bei ng used.

Tot al Bandwi dt h
avai | abl e
Engi - . for non-priority use
neered .or.or. | XXXXXXXXXXXXXX|
c ] XXX
Capacity. . . | XXXXXXXXXXXXXX|
Voo XXXXXXXXXXXXXX| v
R | ---
v | | "

o | . Bandwi dt h avail abl e for
vV | 00000000000000| V priority use

Figure 6: Partial Load of Non-Priority Calls and Partial Load of
Priority Calls
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Fi gure 7 shows the case where non-priority |oad equates or exceeds
t he maxi mum bandwi dth available to non-priority traffic. Note that
additional non-priority sessions would be rejected even if the
bandwi dth reserved for priority sessions is not fully utilized.

NN XXXXXXXXXXXXXX | A

C ] XXIXXXXXXXXXXXX]
Total . . . | XXXXXXXXXXXXXX]| . Bandwi dt h
[ XXXXXXXXXXXXXX| . avail abl e
Engi - c ] XXOXXXXXXXXXXXX | for non-priority use
neered .or.or. | XXXXXXXXXXXXXX]|
C ] XIXXXXXXXXXXXXX
Capacity. . . | XXXXXXXXXXXXXX|
Voo XXXXXXXXXXXXXX| v
|- | ---
v | | "

o | . Bandwi dt h avai |l abl e for
vV | 00000000000000| V priority use

Figure 7: Full Non-Priority Load and Partial Load of Priority Calls

Fi gure 8 shows the case where the priority traffic equates or exceeds
t he bandwi dth reserved for such priority traffic.

In that case, additional priority sessions could not be accepted.
Note that this does not nean that such sessions are dropped

al t ogether: they nmay be handl ed by nechani sns, which are beyond the
scope of this particular docunent (such as establishnment through
preenption of existing non-priority sessions or such as queuei ng of
new priority session requests until capacity becones avail abl e again
for priority traffic).
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NN XXXXXXXXXXXXXX A

C ] XOXOXOXOXXXXXXXXXX]
Total . . . | XXXXXXXXXXXXXX| . Bandwi dt h
[ XXXXXXXXXXXXXX| . avail abl e
Engi - c ] XXXXXXXXXXXXXX for non-priority use
neered .or.or. | XXXXXXXXXXXXXX|
c ] XXX
Capacity. . . |
v oo | v
N R | ---
v . | oooo00000000000| A
| oooooooo000000| . Bandwi dt h avail abl e for

vV | 00000000000000| V priority use

Figure 8: Partial Non-Priority Load and Full Priority Load
A 2. Admission Priority with Russian Dolls Mdel (RDM

This section illustrates operations of admission priority when a
Russian Dolls Model (RDM is used for bandwi dth allocation across
non-priority traffic and priority traffic. A property of the RDMis
that priority traffic can use the bandwidth that is not currently
used by non-priority traffic.

As with the MAM an operator nmay map the RDM onto the engi neered
capacity limts according to different policies. The operator may
decide to configure the bandwi dth available for non-priority use to
the full engineered capacity limts. As an exanple, if the

engi neered capacity limt on a given link is X, the operator may
configure the bandwi dth available to non-priority traffic to X, and

t he bandwi dth available to non-priority and priority traffic to 105%
of X

Alternatively, the operator nay decide to configure the bandwi dth
available to non-priority and priority traffic to the engi neered
capacity limts. As an exanple, if the engineered capacity linmt on
a given link is X, the operator may configure the bandwi dth avail abl e
to non-priority traffic to 95% of X, and the bandw dth available to
non-priority and priority traffic to X

Finally, the operator nmay decide to strike a balance in between. The

consi derations presented for these policies in the previous section
in the MAM context are equally applicable to RDM
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Fi gure 9 shows the case where only sone of the bandw dth available to
non-priority traffic is being used, and a snall amount of priority
traffic is in place. |In that situation, both new non-priority
sessions and new priority sessions would be accepted.

[ XXXXXXXXXXXXXX| . n

[ XXXXXXXXXXXXXX| . Bandwi dth

[ XXXXXXXXXXXXXX| . available for

[ XXXXXXXXXXXXXX| . non-priority

[ XXXXXXXXXXXXXX| . use .

[ XXXXXXXXXXXXXX| . . Bandwi dt h

| | . . available for
| | v . non-priority
[------------- | --- . and priority
| | . use

I I

| 00000000000000| %

Figure 9: Partial Non-Priority Load and Partial Aggregate Load

Fi gure 10 shows the case where all of the bandw dth avail able to non-
priority traffic is being used and a snmall anobunt of priority traffic
isin place. |In that situation, new priority sessions would be
accepted, but new non-priority sessions would be rejected.

[ XXXXXXXXXXXXXX| . A

| XXXXXXXXXXXXXX| . Bandwi dth

| XXXXXXXXXXXXXX| . avail able for

| XXXXXXXXXXXXXX| . non-priority

[ XXXXXXXXXXXXXX| . use .

[ XXXXXXXXXXXXXX| . . Bandwi dth

[ XXXXXXXXXXXXXX| . . avail able for
[ XXXXXXXXXXXXXX]| — V . non-priority
[-------------- | --- . and priority
| | . use

I I

| 00000000000000]| %

Figure 10: Full Non-Priority Load and Partial Aggregate Load
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Figure 11 shows the case where only sone of the bandw dth avail abl e
to non-priority traffic is being used, and a heavy | oad of priority
traffic is in place. |In that situation, both new non-priority
sessions and new priority sessions would be accepted. Note that, as
illustrated in Figure 10, priority sessions use some of the bandw dth
currently not used by non-priority traffic.

[ XXXXXXXXXXXXXX| . A

[ XXXXXXXXXXXXXX| . Bandwi dth

| XXXXXXXXXXXXXX| . avail able for

| XXXXXXXXXXXXXX| . non-priority

[ XXXXXXXXXXXXXX| . use .

| | . . Bandwi dt h

| | . . available for
| oooooooo0000000| Vv . non-priority
[-------------- | --- . and priority
| 00000000000000| . use

| 00000000000000| .

| 00000000000000| %

Figure 11: Partial Non-Priority Load and Heavy Aggregate Load

Fi gure 12 shows the case where all of the bandw dth avail able to non-
priority traffic is being used, and all of the remaining avail able
bandwi dth is used by priority traffic. |In that situation, new non-
priority sessions would be rejected, and new priority sessions could
not be accepted right away. Those priority sessions may be handl ed
by nechani sns, which are beyond the scope of this particul ar docunent
(such as established through preenption of existing non-priority
sessions or such as queueing of new priority session requests unti
capacity becones avail able again for priority traffic).
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[ XXXXXXXXXXXXXX| . A

[ XXXXXXXXXXXXXX| . Bandwi dth

| XXXXXXXXXXXXXX| . avail able for

| XXXXXXXXXXXXXX| . non-priority

| XXXXXXXXXXXXXX| . use .

[ XXXXXXXXXXXXXX| . . Bandwi dth

[ XXXXXXXXXXXXXX]| . . available for
[ XXXXXXXXXXXXXX]| — V . non-priority
[-------------- | --- . and priority
| 00000000000000]| . use

| 00000000000000| .

| 00000000000000| %

Figure 12: Full Non-Priority Load and Full Aggregate Load
A. 3. Admission Priority with Priority Bypass Mdel (PrBM

This section illustrates operations of admnission priority when a
sinple Priority Bypass Mddel (PrBM is used for bandw dth allocation
across non-priority traffic and priority traffic. Wth the PrBM
non-priority traffic is subject to resource-based adni ssion control
while priority traffic sinply bypasses the resource-based adm ssion
control. In other words:

0 when a non-priority session arrives, this session is subject to
bandwi dt h adm ssion control and is accepted if the current tota
| oad (aggregate over non-priority and priority traffic) is bel ow
t he engi neered/ al | ocat ed bandwi dt h.

0 when a priority session arrives, this session is adntted
regardl ess of the current [ oad.

A property of this nodel is that a priority session is never
rej ected.

The rationale for this sinple schene is that, in practice, in some
net wor ks:

o The volune of priority sessions is very low for the vast majority
of tinme, so it may not be economical to conpletely set aside
bandwi dth for priority sessions and preclude the utilization of
this bandwi dth by normal sessions in normal situations.

o Even in congestion periods where priority sessions may be nore

heavily used, those sessions always still represent a fairly snal
proportion of the overall |oad that can be absorbed within the
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safety nmargin of the engineered capacity limts. Thus, even if
they are adnmitted beyond the engi neered bandwi dth threshold, they
are unlikely to result in noticeable QoS degradati on.

As with the MAM and RDM an operator may map the PrBM onto the
engi neered capacity limts according to different policies. The
operator nmay decide to configure the bandwidth limt for adnission of
non-priority traffic to the full engineered capacity linmt. As an
exanple, if the engineered capacity limt on a given link is X the
operator may configure the bandwidth linmt for non-priority traffic
to X. Alternatively, the operator may decide to configure the
bandwidth Iimt for non-priority traffic to bel ow the engi neered
capacity limts (so that the sumof the non-priority and priority
traffic stays bel ow the engi neered capacity). As an exanple, if the
engi neered capacity limt on a given link is X, the operator nay
configure the bandwidth limt for non-priority traffic to 95% of X
Finally, the operator nmay decide to strike a balance in between.
The consi derations presented for these policies in the previous
sections in the MAM and RDM contexts are equal ly applicable to the
Pr BM

Figure 13 illustrates the bandwi dth allocation with the PrBM

N /\| | N
| | . .
Total . o | Bandwi dth limt
(1) (2) | | . (on non-priority + priority)
Engi - . o | . for adm ssion
neered . or | | of non-priority traffic
: | |
Capacity. | | .
v | | v
EERREEEEEREEES | -

Figure 13: Priority Bypass Mdel Bandw dth Allocation
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Fi gure 14 shows sone of the non-priority capacity of this |Iink being
used. In this situation, both new non-priority and new priority
sessions woul d be accept ed.

A A XXXXXXXXXXXXXX] A
. c ] XXXXXXXXXXXXXX |
Total . o XXXXXXXXXXXXXX] . Bandwi dth limt
(1) (2) ] XXXXXXXXXXXXXX] . (on non-priority + priority)
Engi - | | for adm ssion
neered . or | | of non-priority traffic
: I I
Capaci ty. | | .
% | | v
EEEREEEEEREEES | ---

. I
v I
| |
Figure 14: Partial Load of Non-Priority Calls

Fi gure 15 shows the same anobunt of non-priority |oad being used at
this link and a small anount of priority bandw dth being used. In
this situation, both new non-priority and new priority sessions would
be accept ed.

A N XXXXXXXXXXXXXX]| A
. c ] XXOXXXXXXXXXXXX |
Total . c ] XXXXXXXXXXXXXX ] Bandwi dth limt
(1) (2) | XXXXXXXXXXXXXX]| . (on non-priority + priority)
Engi - . . | oooooooo000000| . for adni ssion
neered . or | | . of non-priority traffic
: - I
Capacity. o | .
% o | v
EEEREEETEREEES | ---

. I
v I
I I

Figure 15: Partial Load of Non-Priority Calls and Partial Load of
Priority Calls
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Fi gure 16 shows the case where aggregate non-priority and priority
| oad exceeds the bandwidth limt for adnission of non-priority
traffic. In this situation, any new non-priority session is
rejected, while any new priority session is admtted.

n N XXXXXXXXXXXXXX]| A
. c ] XXOXOXOXXXOXXOXOOKXX |
Total . c ] XXXXXXXXXXXXXX] . Bandwi dth limt
(1) (2) | XXXXXXXXXXXXXX]| . (on non-priority + priority)
Engi - . . | oooooooooo00000| . for adm ssion
neered . or . | XXXOOXXXOOXXXO| . of non-priority traffic
. . XXOXXXXXXOXXXX|
Capacity. .| oxxxoo00xxxxoo0| .
% .| XXOXXXO0OXXXXXX| V
|- | -
. | oooooooo000000
v |
| |
Figure 16: Full Non-Priority Load

Appendi x B. Exanpl e Usages of RSVP Extensions

This section provides exanples of how RSVP extensions defined in this
docunent can be used (in conjunction with other RSVP functionality
and SIP functionality) to enforce different hypothetical policies for
handling prioritized sessions in a given adm nistrative domain. This
appendi x does not provide additional specification. It is only
included in this docunent for illustration purposes.

We assune an environnent where SIP is used for session control and
RSVP is used for resource reservation

We refer here to "Session Queueing" as the set of "session-layer”
capabilities that may be inplenented by SIP user agents to influence
their treatnent of SIP requests. This may include the ability to
"queue" session requests when those cannot be i mediately honored (in
some cases with the notion of "bunping", or "displacenent", of |ess

i mportant session requests fromthat queue). It may include
addi ti onal mechani sms such as alternate routing and exenption from
certai n network managenent controls.

We only nention below the RSVP policy elenments that are to be

enforced by PEPs. It is assumed that these policy elements are set
at a policy area boundary by PDPs. The Admission Priority and
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Preenption Priority RSVP policy elenents are set by PDPs as a result
of processing the Application-Level Resource Priority Policy El enent
(which is carried in RSVP nessages).
If one wants to inplenent a prioritized service purely based on
Sessi on Queuei ng, one can achieve this by signaling prioritized
sessi ons:
0 using the "Resource-Priority" header in SIP
0 not using the Admi ssion-Priority Policy El enent in RSVP
0 not using the Preenption Policy El enent in RSVP
If one wants to inplenent a prioritized service based on Session
Queueing and "prioritized access to network-1ayer resources", one can
achieve this by signaling prioritized sessions:
0 using the "Resource-Priority" header in SIP
0 using the Adnmission-Priority Policy Elenent in RSVP
0 not using the Preenption Policy El enent in RSVP
Establ i shnment of prioritized sessions will not result in preenption
of any session. Different bandwi dth allocation nodels can be used to
offer different "prioritized access to network-Iayer resources”
Just as exanples, this includes setting aside capacity exclusively
for prioritized sessions as well as sinple bypass of admission limts
for prioritized sessions.
If one wants to inplenent a prioritized service based on Session
Queueing and "prioritized access to network-Iayer resources", and
wants to ensure that (say) "Prioritized-1" sessions can preenpt
"Prioritized-2" sessions, but non-prioritized sessions are not
af fected by preenption, one can do that by signaling prioritized
sessi ons:
0 using the "Resource-Priority" header in SIP
0 using the Admi ssion-Priority Policy Elenment in RSVP
0 using the Preenption Policy Elenent in RSVP with:

* setup (Prioritized-1) > defending (Prioritized-2)

* setup (Prioritized-2) <= defending (Prioritized-1)
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* setup (Prioritized-1) <= defending (Non-Prioritized)

* setup (Prioritized-2) <= defending (Non-Prioritized)
If one wants to inplenent a prioritized service based on Session
Queueing and "prioritized access to network-Iayer resources", and
wants to ensure that prioritized sessions can preenpt regul ar
sessions, one could do that by signaling Prioritized sessions:
0 using the "Resource-Priority" header in SIP
0 using the Adm ssion-Priority Policy Elenent in RSVP
0 using the Preenption Policy Elenment in RSVP with:

* setup (Prioritized) > defending (Non-Prioritized)

* setup (Non-Prioritized) <= defending (Prioritized)
If one wants to inplenent a prioritized service based on Session
Queueing and "prioritized access to network-Iayer resources", and
wants to ensure that prioritized sessions can partially preenpt
regul ar sessions (i.e., reduce their reservation size), one could do
that by signaling prioritized sessions:
0 using the "Resource-Priority" header in SIP
0 using the Admission-Priority Policy Elenment in RSVP
0 using the Preenption Policy Elenent in RSVP with:

* setup (Prioritized) > defending (Non-Prioritized)

* setup (Non-Prioritized) <= defending (Prioritized)

0 activate [ RFC4495] RSVP bandw dth reducti on nechani sns
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