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1

I ntroduction
The goals of this specification are:

0o To create a sinple increnental nmechanismto provide reliable PIM
Joi n/ Prune nessage delivery in PIMversion 2 for use with PIM
Spar se- Mode (PIMSM [RFC4601], including PIM Source-Specific
Mul ticast (PIMSSM, and Bidirectional PIM][RFC5015].

0 When a router supports this specification, it need not use the
reliable transport nmechanismw th every neighbor. It can be
negoti ated on a per-nei ghbor basis.

The explicit non-goals of this specification are:
o Making changes to the PI M nessage formats as defined in [ RFC4601].

0 Providing support for automatic switching between the reliable
transport nechani sm and the regul ar PI M nechani sm defined in
[ RFC4601]. Two routers that are PIM neighbors on a link wll
al ways use the reliable transport mechanismif and only if both
have enabl ed support for the reliable transport mechani sm

This docunent will specify how periodic Join/Prune nessage

transm ssion can be elimnated by using TCP [ RFC0793] or SCTP

[ RFC4960] as the reliable transport mechani smfor Join/Prune
nmessages. The destination port nunber is 8471 for both TCP and SCTP.

This specification enables greater scalability in terns of control-
traffic overhead. However, for routers connected to nulti-access
links, scalability comes at the price of increased PIMstate and the
overhead required to maintain this state.

In many existing and energi ng networks, particularly wreless and

mobil e satellite systens, |ink degradation due to weat her
interference, and other inpairnments can result in tenporary spikes in
the packet loss rate. |n these environnments, periodic PIMjoining

can cause join | atency when nessages are |lost, causing a

retransm ssion only 60 seconds later. By applying a reliable
transport, a lost Join is retransmtted rapidly. Furthernore, when
the | ast user leaves a multicast group, any lost Prune is simlarly
repaired, and the nulticast streamis quickly renmoved fromthe
wireless/satellite link. Wthout a reliable transport, the nulticast
transm ssion could otherw se continue until it tined out, roughly 3
mnutes later. As network resources are at a premiumin nany of
these environments, rapid termnation of the nulticast streamis
critical for maintaining efficient use of bandw dth.
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This is an experinmental extension to PIM It nekes sone fundanental
changes to how PIMworks in that Join/Prune state does not require
peri odi c updates, and it partly turns PIMinto a hard-state protocol.
Al'so, using reliable delivery for PIMnessages is a new concept, and
it is likely that experiences fromearly inplenentations and

depl oynents will lead to at | east minor changes in the protocol.
Once there is sone depl oynent experience, nmaking this a Standards
Track protocol should be considered. Experinments using this protocol
only require support by pairs of PIM neighbors, and need not be
constrained to isol ated networKks.

1.1. Requirenments Notation

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

1.2. Definitions

PORT: Stands for PIM Over Reliable Transport, which is the short
formfor describing the mechanismin this specification where PIM
can use the TCP or SCTP transport protocol.

Peri odi ¢ Joi n/ Prune nessage: A Joi n/ Prune nessage sent periodically
to refresh state.

I ncrenental Joi n/ Prune nessage: A Joi n/ Prune nessage sent as a
result of state creation or deletion events. Also known as a
triggered nessage.

Native Joi n/ Prune nessage: A Joi n/Prune nessage that is carried
with an I P protocol type of PIM

PORT Joi n/ Prune nessage: A Joi n/ Prune message using TCP or SCTP for
transport.

Dat agr am Mode: The procedures whereby PI M encapsul ates triggered or
peri odi ¢ Joi n/ Prune nessages in | P packets.

PORT Mbde: The procedures used by PIMand defined in this

speci fication for sending Join/Prune nessages over the TCP or SCTP
transport |ayer.
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2.

Pr ot ocol Overvi ew

PIM Over Reliable Transport (PORT) is a sinple extension to PIM2 for
refresh reduction of PIM Join/Prune nessages. It involves sending
increnmental rather than periodic Join/Prune nmessages over a TCP/ SCTP
connection between Pl M nei ghbors.

PORT only applies to PI M Sparse-Mde [ RFC4601] and Bidirectional PIM
[ RFC5015] Joi n/ Prune nessages.

Thi s docunent does not restrict PORT to any specific link types.
However, the use of PORT on, e.g., nulti-access LANs with nany PI M
nei ghbors should be carefully evaluated. This is due to the facts
that there may be a full nesh of PORT connections and that explicit
tracking of all PIMneighbors is required.

PORT can be increnentally used on a |link between PORT-capable

nei ghbors. Routers that are not PORT-capable can continue to use PIM
in Datagram node. PORT capability is detected using new PORT- Capabl e
PIMHello Options.

Once PORT is enabled on an interface and a Pl M nei ghbor al so
announces that it is PORT enabled, only PORT Joi n/ Prune nessages w |
be used. That is, only PORT Join/Prune nessages are accepted from
and sent to, that particular neighbor. Native Join/Prune nessages
are still used for PIM neighbors that are not PORT enabl ed.

PORT Joi n/ Prune nessages are sent using a TCP/ SCTP connection. Wen
two Pl M nei ghbors are PORT enabl ed, both for TCP or both for SCTP,
they will imrediately, or on demand, establish a connection. |If the
connection goes down, they will again i mediately, or on denmand, try
to reestablish the connection. No Join/Prune nessages (neither
Native nor PORT) are sent while there is no connection. Also, any
recei ved native Join/Prune nessages fromthat nei ghbor are discarded,
even when the connection is down.

When PORT is used, only increnental Join/Prune nessages are sent from
downstreamrouters to upstreamrouters. As such, downstreamrouters
do not generate periodic Join/Prune nessages for state for which the
Reverse Path Forwardi ng (RPF) nei ghbor is PORT-capabl e.

For Joins and Prunes that are received over a TCP/ SCTP connecti on

the upstreamrouter does not start or nmaintain timers on the outgoing
interface entry. |Instead, it keeps track of which downstreamrouters
have expressed interest. An interface is deleted from the outgoing
interface list only when all downstreamrouters on the interface no

| onger wish to receive traffic. |If there also are native Joins/
Prunes from a non- PORT nei ghbor, then a router can naintain timers on
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the outgoing interface entry as usual, while at the sane tine keep
track of each of the downstream PORT Joi ns/Prunes.

Thi s docunent does not update the PIM Join/Prune packet format. In
t he procedures described in this docunent, each PI M Join/Prune
message is included in the payload of a PORT nessage carried over
TCP/ SCTP. See Section 5 for details on the PORT nessage.

3. PIMHello Options

3.1. PIMover the TCP Transport Protocol
Option Type: PIMover-TCP-Capabl e

0 1 2 3

01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| Type = 27 | Length = 4 + X |
T e e i i e e et s S S SN SR
| TCP Connection | D AF | Reserved | Exp |

i T i i e e e e e E e e i s SR R SR
| TCP Connection ID |
B T e o i S I i i S S N iy St S I S S

Assi gned Hell o Type val ues can be found in [HELLO OPT].

Wien a router is configured to use PIMover TCP on a given interface,
it MJUST include the Pl Mover-TCP-Capable Hello Option in its Hello
messages for that interface. |If a router is explicitly disabled from
using PIMover TCP, it MJST NOT include the PI M over-TCP-Capabl e
Hello Option in its Hell o nessages.

Al'l Hello nmessages containing the Pl Mover-TCP-Capable Hello Option
MUST al so contain the Interface ID Hello Option, see Section 3. 3.

| rpl enent ati ons MAY provide a configuration option to enable or
di sabl e PORT functionality. It is RECOMWENDED that this capability
be di sabl ed by default.

Lengt h: Length in bytes for the value part of the Type/Length/Val ue
encodi ng, where X is the nunber of bytes that make up the
Connection ID field. X is 4 when AFl of value 1 (IPv4) [AFI] is
used, 16 when AFlI of value 2 (IPv6) [AFI] is used, and 0 when AFI
of value 0 is used.
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TCP Connection | D AFl: The AFI value to describe the address fanily
of the address of the TCP Connection ID field. Note that this
val ue does not need to match the address fanmily of the PIMHello
message that carries it. Wen this field is 0, a mechani sm
out side the scope of this docunent is used to obtain the addresses
used to establish the TCP connecti on.

Reserved: Set to zero on transmi ssion and ignored on receipt.

Exp: For experinental use [ RFC3692]. One expected use of these
bits would be to signal experinmental capabilities. For exanple,
if a router supports an experinental feature, it nmay set a bit to
indicate this. The default behavior, unless a router supports a
particul ar experiment, is to ignore the bits on receipt.

TCP Connection |D: An I Pv4 or | Pv6 address used to establish the
TCP connection. This field is onmtted (length 0) for the
Connection I D AFl 0.

3.2. PIMover the SCTP Transport Protocol
Option Type: PIM over- SCTP- Capabl e
0 1 2 3

01234567890123456789012345678901
T I T S D i it S S S S S R S o S S A S

| Type = 28 | Length = 4 + X |
B T T T o o S S S e i S S Tk e e Y S
| SCTP Connection | D AFI | Reserved | Exp |

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| SCTP Connection ID |
B Lt r s i i i o o T s ks S R S

Assigned Hell o Type val ues can be found in [HELLO OPT].

When a router is configured to use PIMover SCTP on a given
interface, it MJST include the Pl M over-SCTP-Capable Hello Option in
its Hello messages for that interface. |If a router is explicitly

di sabl ed fromusing Pl Mover SCTP, it MJST NOT include the Pl M over-
SCTP-Capable Hello Option in its Hell o nessages.

Al'l Hell o nessages containing the Pl Mover-SCTP-Capable Hell o Option
MUST al so contain the Interface ID Hello Option; see Section 3. 3.

| mpl enent ati ons MAY provide a configuration option to enable or

di sabl e PORT functionality. It is RECOMVENDED that this capability
be di sabl ed by default.
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Lengt h: Length in bytes for the value part of the Type/Length/Val ue
encodi ng, where X is the nunber of bytes that nake up the
Connection ID field. X is 4 when AFl of value 1 (I1Pv4) [AFI] is
used, 16 when AFlI of value 2 (IPv6) [AFI] is used, and 0 when AFI
of value 0 is used.

SCTP Connection | D AFl: The AFl val ue to describe the address
famly of the address of the SCTP Connection ID field. Note that
this value does not need to match the address family of the PIM
Hel l o message that carries it. Wen this field is 0, a mechani sm
out side the scope of this docunent is used to obtain the addresses
used to establish the SCTP connection

Reserved: Set to zero on transm ssion and ignored on receipt.

Exp: For experinental use [ RFC3692]. One expected use of these
bits would be to signal experinmental capabilities. For exanple,
if a router supports an experinental feature, it nmay set a bit to
indicate this. The default behavior, unless a router supports a
particul ar experiment, is to ignore the bits on receipt.

SCTP Connection |D: An | Pv4 or | Pv6 address used to establish the
SCTP connection. This field is omtted (length 0) for the
Connection | D AFl O.

3. 3. Interface ID

Al'l Hello nmessages contai ni ng Pl M over - TCP- Capabl e or PI M over - SCTP-
Capabl e Hell o Options MJST al so contain the Interface ID Hello Option
[ RFC6395] .

The Interface IDis used to associate a PORT Joi n/ Prune nessage wth
the PI M neighbor fromwhich it is coming. Wen unnunbered interfaces
are used or when a single transport connection is used for sending
and receiving Join/Prune nessages over multiple interfaces, the
Interface IDis used to convey the interface from Joi n/ Prune nessage
sender to Join/Prune nessage receiver. The value of the Interface ID
Hello Option in Hellos sent on an interface MIST be the same as the
Interface I D value in all PORT Join/Prune nmessages sent to a PIM

nei ghbor on that interface.

The Interface 1D need only uniquely identify an interface of a
router; it does not need to identify to which router the interface
bel ongs. This neans that the Router ID part of the Interface | D MAY
be 0. For details on the Router ID and the value 0, see [RFC6395].
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4.

Est abl i shi ng Transport Connecti ons

While a router interface is PORT enabl ed, a Pl Mover-TCP-Capable or a
Pl M over - SCTP- Capabl e Opti on MJUST be included in the PIMHello
messages sent on that interface. Wen a router on a PORT-enabl ed
interface receives a Hello nessage contai ning a Pl M over - TCP- Capabl e/
Pl M over - SCTP- Capabl e Option from a new nei ghbor, or an existing

nei ghbor that did not previously include the option, it switches to
PORT node for that particul ar nei ghbor

When a router switches to PORT node for a neighbor, it stops sending
and accepting Native Join/Prune nessages for that neighbor. Any
state from previous Native Join/Prune nessages is left to expire as
normal. It will also attenpt to establish a transport connection
(TCP or SCTP) with the neighbor. |If both the router and its nei ghbor
have announced both PI M over-TCP- Capabl e and PI M over - SCTP- Capabl e
Options, SCTP MUST be used. This resolves the issue where two
transports are both offered. The nethod prefers SCTP over TCP
because SCTP has benefits such as handling of call collisions and
support for nultiple streans, as discussed later in this docunent.

When the router is using TCP, it will conpare the TCP Connection ID
it announced in the Pl Mover-TCP-Capable Option with the TCP
Connection IDin the Hello received fromthe neighbor. Unless
connections are opened on denmand (see below), the router with the

| ower Connection | D MUST do an active transport open to the nei ghbor
Connection ID. The router with the higher Connection ID MJST do a
passi ve transport open. An inplenentation MAY open connections only
on demand; in that case, it may be that the neighbor with the higher
Connection I D does the active open (see Section 4.5). |If the router
with the | ower Connection ID chooses to only do an active open on
demand, it MJUST do a passive open, allow ng for the neighbor to
initiate the connection. Note that the source address of the active
open MJST be the announced Connection ID

When the router is using SCTP, the |IP address conpari son need not be
done since the SCTP protocol can handle call collision

The deci si ons whether to use PORT, which transport to use, and which
Connection IDs to use are nmade i ndependently for |Pv4 and | Pv6.

Thus, if PORT is used both for I1Pv4 and 1 Pv6, both IPv4 and IPv6 PIM
Hel | o messages MJUST be sent, both containing PORT Hello Options. |If
two nei ghbors announce the sane transport (TCP or SCTP) and the sane
Connection IDs in the IPv4 and I Pv6 Hell o nessages, then only one
connection is established and is shared. O herw se, two connections
are established and are used separately.
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The PIMrouter that perforns the active open initiates the connection
with a locally generated source transport port nunber and a well -
known destination transport port nunber. The PIMrouter that
perfornms the passive open listens on the well-known | ocal transport
port nunber and does not qualify the renpote transport port nunber

See Section 5 for the well-known port nunber assignnent for PORT

When a transport connection is established (or reestablished), the
two routers MJUST both send a full set of Join/Prune nmessages for
state for which the other router is the upstreamneighbor. This is
needed to ensure that the upstream nei ghbor has the correct state.
When novi ng from Dat agram node, or when the connecti on has gone down,
the router cannot be sure that all the previous Join/Prune state was
received by the neighbor. Any state that was created before the
connection was established (or reestablished) and that is not
refreshed MUST be left to expire and be deleted. Wen the non-
refreshed state has expired and been del eted, the two neighbors will
be in sync.

When not running PORT, a full update is only needed when a router
restarts; with PORT, it nust be done every tinme a connection is
established. This can be costly, although it is expected that a PORT
connection will go up and down rarely. There may be a need for
extensions to better handle this.

It is possible that a router starts sending Hell o nessages with a new
Connection ID, e.g., due to configuration changes. A router MJST

al ways use the | ast announced and | ast seen Connection IDs. A
connection is identified by the | ocal Connection ID (the one we are
announci ng on a particular interface), and the renote Connection ID
(the one we are receiving froma nei ghbor on the sanme interface).
Wien either the local or renote |ID changes, the Connection ID pair we
need a connection for changes. There may be an exi sting connection
with the same pair, in which case the router will share that
connection. O, a new connection nmay need to be established. Note
that for link-local addresses, the interface should be regarded as
part of the ID, so that connection sharing is not attenpted when the
sane |ink-local addresses are seen on different interfaces.

When a Connection | D changes, if the previously used connection is
not needed (i.e., there are no other PIM nei ghborships using the sane
Connection ID pair), both peers MIST attenpt to reset the transport
connection. Next (even if the old connection is still needed), they
MUST, unless a connection already exists with the new Connection ID
pair, inmediately or on demand attenpt to establish a new connection
with the new Connection ID pair.
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Nornmal |y, the Interface ID would not change while a connection is up
However, if it does, the change does not affect the connection. It
just neans that when subsequent PORT Joi n/ Prune nessages are

recei ved, they should be matched against the |last seen Interface ID

Note that a Join sent over a transport connection will only be seen
by the upstreamrouter; thus, it will not cause non-PORT routers on
the link with the upstreamrouter to delay the refresh of Join state
for the sanme state. Sinmilarly, a Prune sent over a transport
connection will only be seen by the upstreamrouter; thus, it wll
never cause non-PORT routers on the link with the upstreamrouter to
send a Join to override this Prune

Note al so that a datagram PI M Joi n/ Prune nmessage for a said (S, G or
(*, G sent by some router on a link will not cause routers on the
same link that use a transport connection with the upstream router
for that state to suppress the refresh of that state to the upstream
router (because they don't need to periodically refresh this state)
or to send a Join to override a Prune. The latter will not occur
because the upstreamrouter will only stop forwarding the traffic
when all joined routers that use a transport connection have
explicitly sent a Prune for this state, as explained in Section 6.

4.1. Connection Security

TCP/ SCTP packets used for PORT MJUST be sent with a TTL/Hop Limt of
255 to facilitate the enabling of the Generalized TTL Security
Mechani sm (GISM [ RFC5082]. | npl enentati ons SHOULD provi de a
configuration option to enable the GISM check at the receiver. This
means checki ng that inbound packets fromdirectly connected nei ghbors
have a TTL/Hop Limt of 255, but inplenentations MAY also allow for a
different TTL/Hop Linmit threshold to check that the sender is within
a certain nunber of router hops. The GISM check SHOULD be di sabl ed
by default.

| mpl enent ati ons SHOULD support the TCP Aut hentication Option (TCP-AO
[ RFC5925] and SCTP Aut henti cated Chunks [ RFC4895].

4.2. Connection Miintenance

TCP is designed to keep connections up indefinitely during a period
of network disconnection. |If a PIMover-TCP router fails, the TCP
connection may stay up until the neighbor actually reboots, and even
then it may continue to stay up until PORT tries to send the nei ghbor
sone information. This is particularly relevant to PIM since the
flow of Join/Prune nessages might be in only one direction and the
downst ream nei ghbor mi ght never get any indication via TCP that the
other end of the connection is not really there.
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SCTP has a heartbeat mechanismthat can be used to detect that a
connection is not working, even when no data is sent. Many TCP

i mpl enent ati ons al so support sending keep-alives for this purpose.
| mpl enent ati ons MAY make use of TCP keep-alives, but the PORT keep-
al i ve nechani sm defi ned bel ow all ows for nore control and
flexibility.

One can detect that a PORT connection is not working by regularly
sendi ng PORT nessages. This applies to both TCP and SCTP. For
exanple, in the case of TCP, the connection will be reset if no TCP
ACKs are received after several retries. PORT in itself does not
require any periodic signaling. PORT Join/Prune nessages are only
sent when there is a state change. |If the state changes are not
frequent enough, a PORT Keep-Alive nessage (defined in Section 5.2)
can be sent instead. For exanple, if an inplenentation wants to send
a PORT nessage, to check that the connection is working, at |east
every 60 seconds, then whenever 60 seconds have passed since the
previ ous nessage, a Keep-Alive nessage could be sent. |f there were
| ess than 60 seconds between each Join/Prune, no Keep-Alive nessages
woul d be needed. |Inplenmentations SHOULD support the use of PORT
Keep- Alive nmessages. |t is RECOMVENDED that a configuration option
be available to network adnministrators to enable it when needed.

Not e that Keep-Alives can be used by a peer, independently of whether
the ot her peer supports it.

An inplenentation that supports Keep-Alive nessages acts as foll ows
when processing a received PORT nmessage. When processi ng a Keep-
Alive nessage with a non-zero Holdtinme value, it MJST set a tinmer to
the value. W call this tiner Connection Expiry Timer (CET). |If the
CET is already running, it MJST be reset to the new value. Wen
processing a Keep-Alive nessage with a zero Hol dtine value, the CET
(if running) MJST be stopped. When processing a PORT nessage ot her
than a Keep-Alive, the CET MIST be reset to the |ast received

Hol dtime value if running. |If the CET is not running, no action is
taken. If the CET expires, the connection SHOULD be shut down. This
specification does not mandate a specific default Hol dtine val ue.
However, the dynanmi c congestion and flow control in TCP and SCTP can
result in variable transit delay between the endpoints. Wen
capacity varies, there may be loss in the network or variable Iink
performance. Consistent behavior therefore requires a sufficiently

| arge Hol dtine value, e.g., 60 seconds to prevent premnature

term nation.

It is possible that a router receives Join/Prune nessages for an
interface/link that is down. As |long as the nei ghbor has not

expired, it is RECOWENDED to process those nmessages as usual. |If
they are ignored, then the router SHOULD ensure it gets a full update

Fari nacci, et al. Experi ment al [ Page 12]



RFC 6559 A Reliable Transport Mechanismfor PIM March 2012

for that interface when it cones back up. This can be done by
changing the Genl D (Generation ldentifier; see [RFC4601]) or by
term nating and reestablishing the connection

I f a PORT nei ghbor changes its Genl D and a connection is established
or is in the process of being established, the |Iocal side should
generally tear down the connection and do as described in

Section 4.3. However, if the connection is shared by nultiple
interfaces and the Genl D changes for only one of them the |ocal side
SHOULD sinply send a full update, simlar to other cases when a GenlD
changes for an upstream nei ghbor

4.3. Actions Wien a Connecti on Goes Down

A connection may go down for a variety of reasons. It may be due to
an error condition or a configuration change. A connection SHOULD be
shut down as soon as there are no nore PIM neighbors using it. That
is, for the connection in question (and its associated | ocal and
renote Connection IDs), when there is no Pl M neighbor with that
particul ar renmote Connection |ID on any interface where we announce
the | ocal Connection ID, the connection SHOULD be shut down. This
may happen when a new Connection ID is configured, PORT is disabled,
or a PIM nei ghbor expires.

If a PI M neighbor expires, one should free connection state and
downstream outgoing interface list (oif-list) state for that

nei ghbor. A downstream router, when an upstream nei ghboring router
has expired, will sinply update the RPF nei ghbor for the
corresponding state to a new nei ghbor where it would trigger Join/
Prune messages. This behavior is according to [ RFC4601], which
defines the term"RPF neighbor". It is required of a PIMrouter to
clear its neighbor table for a neighbor who has tined out due to
nei ghbor Hol dtine expiration

When a connection is no |onger avail abl e between two PORT-enabl ed PI M
nei ghbors, they MJST i medi ately, or on denmand, try to reestablish
the connection followi ng the nornal rules for connection
establishment. The neighbors MJST also start expiry tiners so that
all oif-list state for the nei ghbor using the connection gets expired
after J/P_Holdtime, unless it later gets refreshed by receiving new
Joi n/ Prunes.

The value of J/P _Holdtine is 210 seconds. This value is based on

Section 4.11 of [RFC4601], which says that J/P_Hol dTi ne should be 3.5
* t_periodic where the default for t_periodic is 60 seconds.
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4.4, Mving from PORT to Datagram Mde

There may be situations where an admi nistrator decides to stop using
PORT. |If PORT is disabled on a router interface, or a previously
PORT- enabl ed nei ghbor no | onger announces any of the PORT Hell o
Options, the router follows the rules in Section 4.3 for taking down
connections and starting tiners. Next, the router SHOULD trigger a
full state update similar to what would be done if the Genl D changed
i n Datagram node. The router SHOULD send Joi n/ Prune nessages for any
state where the router switched from PORT to Datagram node for the
upstream nei ghbor.

4.5, On-Denand versus Pre-Configured Connections

Transport connections could be established when they are needed or
when a router interface to other PIM neighbors has cone up. The
advant age of on-demand transport connection establishnent is the
reduction of router resources, especially in the case where there is
no need for a full nesh of connections on a network interface. The
di sadvantage is additional delay and queuei ng when a Joi n/ Prune
nmessage needs to be sent and a transport connection is not

est abl i shed yet.

If arouter interface has becone operational and Pl M nei ghbors are

| earned from Hell o nessages, at that tinme, transport connections nay
be established. The advantage is that a connection is ready to
transport data by the tine a Join/Prune nessage needs to be sent.
The di sadvantage is there can be nore connections established than
needed. This can occur when there is a small set of RPF nei ghbors
for the active distribution trees conpared to the total nunber of

nei ghbors. Even when transport connections are pre-established
before they are needed, a connection can go down and an

i mpl ementation will have to deal with an on-denand situation

Note that for TCP, it is the router with the | ower Connection ID that
deci des whether to open a connection inmedi ately or on demand. The
router with the higher Connection ID SHOULD only initiate a
connection on demand, that is, if it needs to send a Joi n/ Prune
nmessage and there is no currently established connection

Therefore, this specification RECOWENDS but does not mandate the use
of on-dermand transport connection establishnent.
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4.6. Possible Hello Suppression Considerations

Based on this specification, a transport connection cannot be
established until a Hello nmessage is received. Reasons for this are
to determine if the PIM nei ghbor supports this specification and to
deternmine the renote address to use for establishing the transport
connecti on.

There are cases where it is desirable to suppress entirely the
transm ssion of Hello nessages. 1In this case, howto determne if
the PI M nei ghbor supports this specification and how to determn ne
out-of-band (i.e., outside of the PIMprotocol) the renpte address
for establishing the transport connection are outside the scope of
this docunent. In this case, the following is outside the scope of
this docunent: how to determine if the Pl M neighbor supports this
specification as well as an out-of-band (outside of the PIM protocol)
met hod to determine the renpte address to establish the transport
connecti on.

4.7. Avoiding a Pair of TCP Connections between Nei ghbors

To ensure that there is only one TCP connection between a pair of PIM
nei ghbors, the follow ng set of rules MIST be followed. Note that
this section applies only to TCP; for SCTP, this is not an issue.

Let nodes A and B be two PI M nei ghbors where A's Connection ID is
nurmerically smaller than B's Connection ID, and each is known to the
ot her as having a potential PlIM adjacency relationship.

At node A:

o If there is already an established TCP connection to B, on the
Pl M over-TCP port, then A MUST NOT attenpt to establish a new
connection to B. Rather, it uses the established connection to
send Joi n/ Prune nessages to B. (This is independent of which node
initiated the connection.)

o If Ahas initiated a connection to B, but the connection is stil
in the process of being established, then A MIST refuse any
connection on the Pl Mover-TCP port from B.

o At any tine when A does not have a connection to B (which is

either established or in the process of being established), A MJST
accept connections fromB.
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5.

At node B:

o If there is already an established TCP connection to A on the PIM
over-TCP port, then B MUST NOT attenpt to establish a new
connection to A. Rather, it uses the established connection to
send Joi n/ Prune nessages to A (This is independent of which node
initiated the connection.)

o If Bhas initiated a connection to A but the connection is still
in the process of being established, then if Ainitiates a
connection too, B MJST accept the connection initiated by A and
rel ease the connection that it (B) initiated.

PORT Message Definitions

For scaling purposes, it may be desirable to allow Join/Prune
messages fromdifferent PIMprotocol fanmlies to be sent over the
same transport connection. Also, it may be desirable to have a set
of Join/Prune nessages for one address fam |y sent over a transport
connection that is established over a different address-fanily
network | ayer.

To be able to do this, we need a common PORT nessage format. This
will provide both record boundary and denux poi nts when sendi ng over
a stream protocol |ike TCP/ SCTP.

A PORT nmessage nmay contain PORT Options; see Section 5.3. We wll
define two PORT Options for carrying PIMJoin/Prune nmessages -- one
for 1Pv4 and one for IPv6. For each PI M Join/Prune nmessage to be
sent over the transport connection, we send a PORT Joi n/ Prune nessage
contai ni ng exactly one such option.

Each PORT nessage will have the Type/lLength/Value format. Miltiple
different TLV types can be sent over the sane transport connection.

To make sure PIM Join/Prune nessages are delivered as soon as the TCP
transport |ayer receives the Join/Prune buffer, the TCP Push flag
will be set in all outgoing Join/Prune nessages sent over a TCP
transport connection.

PORT nessages will be sent using destination TCP port nunber 8471.
When using SCTP as the reliable transport, destination port nunber
8471 will be used. See Section 12 for | ANA consi derations.

PORT nessages are error checked. This includes unknown/illegal type
fields or a truncated nessage. |If the PORT nmessage contains a PIM
Joi n/ Prune Message, then that is subject to the normal PIMerror
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checks, including checksumverification. |f any parsing errors occur
in a PORT nessage, it is skipped, and we proceed to any foll ow ng
PORT nessages

When an unknown type field is encountered, that nessage MJST be

i gnored. As specified above, one then proceeds as usual when
processing further PORT nessages. This is inportant in order to
al | ow new nessage types to be specified in the future, wthout
breaki ng existing inplenentations. However, if only unknown or

i nval i d messages are received for a longer period of time, an

i npl ementati on MAY alert the operator. For exanple, if a message is
sent with a wong length, the receiver is likely to see only unknown/
i nval i d messages thereafter

The checksum of the PIM Joi n/ Prune nmessage MJST be cal cul ated exactly
as specified in Section 4.9 of [RFC4601]. For |Pv6, [ RFC4601]
specifies the use of a pseudo-header. For PORT, the exact sane
pseudo- header MJST be used, but its source and destinati on address
fields MJUST be set to O when cal cul ating the checksum

The TLV type field is 16 bits. The range 65532 - 65535 is for
experinental use [RFC3692].

Thi s docunent defines two nessage types
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5.1. PORT Joi n/ Prune Message
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PORT Joi n/ Prune Message
The PORT Joi n/ Prune Message is used for sending a Pl M Join/Prune.

Message Length: Length in bytes for the value part of the Type/
Lengt h/ Val ue encoding. |If no PORT Options are included, the
length is 12. If n PORT Options with Option Value lengths L1, L2,

., Ln are included, the nessage length is 12 + 4*n + L1 + L2 +
+ Ln.

Reserved: Set to zero on transnission and ignored on receipt.

Interface I D This MJST be the Interface ID of the Interface ID
Hell o Option contained in the PIM Hell o nessages that the PIM
router is sending to the PIMneighbor. It indicates to the PIM
nei ghbor what interface to associate the Join/Prune with. The
Interface ID allows us to do connection sharing.

Fari nacci, et al. Experi ment al [ Page 18]



RFC 6559 A Reliable Transport Mechanismfor PIM March 2012

5.2.

PORT Opti ons: The nmessage MJST contain exactly one PI M Join/Prune

PORT Option, either one PIMIPv4 Join/Prune or one PIMIPv6 Join/
Prune. It MJST NOT contain both. It MAY contain additional
options not defined in this document. The behavi or when receiving
a message contai ni ng unknown options depends on the option type.
See Section 5.3 for option definitions.

PORT Keep-Alive Message
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PORT Keep-Alive Message

The PORT Keep-alive Message is used to regularly send PORT nessages
to verify that a connection is alive. They are used when other PORT
messages are not sent at the desired frequency.

Message Length: Length in bytes for the value part of the Type/

Lengt h/ Val ue encoding. |If no PORT Options are included, the
length is 6. If n PORT Options with Option Value lengths L1, L2,
., Ln are included, the nessage length is 6 + 4*n + L1 + L2 +

+ Ln.

Reserved: Set to zero on transnission and ignored on receipt.
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Hol dti me: This specifies a Holdtine in seconds for the connection
A non-zero val ue neans that the connection SHOULD be graceful ly
shut down if no further PORT nessages are received within the
specified tine. This is neasured on the receiving side by
measuring the time from when one PORT nessage has been processed
until the next has been processed. Note that this MJST be done
for any PORT nessage, not just keep-alive nessages. A Holdtine of
0 di sabl es the keep-alive nmechani sm

PORT Opti ons: A keep-alive message MUST NOT contain any of the
options defined in this docunent. It MAY contain other options
not defined in this docunent. The behavi or when receiving a
message contai ni ng unknown options depends on the option type.
See Section 5.3 for option definitions.

5.3. PORT Options

Each PORT Option is a TLV. The type is 16 bits. The PORT Option
type space is split in tw ranges. The types in the range 0 - 32767
(the nost significant bit is not set) are for Critical Options. The
types in the range 32768 - 65535 (the npbst significant bit is set)
are for Non-Critical Options.

The behavior of a router receiving a nessage with an unknown PORT
Option is determ ned by whether the option is a Critical Option. |If
t he message contains an unknown Critical Option, the entire nessage
nmust be ignored. |If the option is Non-Critical, only that particular
option is ignored, and the nessage is processed as if the option was
not present.

PORT Option types are assigned by | ANA except the ranges 32764 -
32767 and 65532 - 65535, which are for experinmental use [RFC3692].
The length specifies the length of the value in bytes. Below are the
two options defined in this docunent.
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5.3.1. PIMIPv4 Join/Prune Option

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| PORT Option Type =1 | Option Val ue Length |
B s S S i i i ks a ks st S S S S S S
| Pl M2 Joi n/ Prune Message |
| : |
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| : |
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PIM I Pv4 Join/Prune Option Fornat

The 1 Pv4 Join/Prune Option is used to carry a Pl W2 Join/Prune
message that has all |Pv4-encoded addresses in the PIM payl oad.

Option Val ue Length: The nunber of bytes that nmake up the Pl M/2
Joi n/ Prune nessage.

Pl M/2 Joi n/ Prune Message: Pl M/2 Joi n/ Prune nessage and payl oad w th
no I P header in front of it.

5.3.2. PIMIPv6 Join/Prune Option

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| PORT Option Type = 2 | Option Val ue Length |
B s S S i i i ks a ks st S S S S S S
| Pl M2 Joi n/ Prune Message |
| : |
| |
| : |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
PIM I Pv6e Join/Prune Option Fornat

The 1 Pv6 Join/Prune Option is used to carry a Pl W2 Join/Prune
message that has all |Pv6-encoded addresses in the PIM payl oad.

Option Val ue Length: The nunber of bytes that nmake up the Pl M2
Joi n/ Prune nessage.

Pl M/2 Joi n/ Prune Message: Pl M/2 Joi n/ Prune nessage and payl oad wth
no I P header in front of it.
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6.

Explicit Tracking

When explicit tracking is used, a router keeps track of Join state
for individual downstream nei ghbors on a given interface. This MJST
be done for all PORT Joins and Prunes. Note that it rmay al so be done
for native Join/Prune nessages, if all neighbors on the LAN have set
the T bit of the LAN Prune Delay Option (see definition in Section
4.9.2 of [RFC4601]). The discussion bel ow covers ET (explicit
tracki ng) nei ghbors and non- ET nei ghbors. The set of ET neighbors
MUST i ncl ude the PORT nei ghbors. The set of non-ET nei ghbors
consists of all the non-PORT nei ghbors, unless all neighbors have set
the LAN Prune Delay T bit -- in which case, the ET nei ghbors set
contains all neighbors.

For some link-types, e.g., point-to-point, tracking neighbors is no
different than tracking interfaces. It nmay al so be possible for an
i npl ementation to treat different downstream nei ghbors as being on
different logical interfaces, even if they are on the sane physica
link. Exactly howthis is inplenented, and for which link types, is
left to the inplenmenter.

For (*,Q and (S,G state, the router starts forwarding traffic on an
interface when a Join is received froma nei ghbor on such an
interface. When a non-ET nei ghbor sends a Prune, as specified in

[ RFC4601], if no Join is sent to override this Prune before the
expiration of the Override Timer, the upstreamrouter concludes that
no non- ET neighbor is interested. |If no ET neighbors are interested,
the interface can be renoved fromthe oif-list. Wen an ET nei ghbor
sends a Prune, one renoves the Join state for that neighbor. If no
other ET or non-ET neighbors are interested, the interface can be
renoved fromthe oif-list. Wen a PORT nei ghbor sends a Prune, there
can be no Prune Override, since the Prune is not visible to other

nei ghbors.

For (S, Grpt) state, the router needs to track Prune state on the
shared tree. It needs to know whi ch ET nei ghbors have sent Prunes,
and whet her any non- ET nei ghbors have sent Prunes. Nornally, one
woul d forward a packet froma source Sto a group G out on an
interface if a (*,G Join is received, but no (S, Grpt) Prune. Wth
ET, one needs to do this check per ET neighbor. That is, the packet
shoul d be forwarded except in two cases: all ET neighbors that have
sent (*, @ Joins have also sent (S, Grpt) Prunes, and if a non-ET
nei ghbor has sent a (*,G Join, whether there also is non-ET

(S, Grpt) Prune state.
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7. Support of Multiple Address Families

To allow for efficient use of router resources, one can nux Join/
Prune messages of different address fanmilies on the same transport
connection. There are two ways this can be acconplished -- using a
conmon nessage format over a TCP connection or using nultiple streans
over a single SCTP connection

Usi ng the comon nessage format described in this specification, and
using different PORT Options, both | Pv4- and | Pv6-based Joi n/ Prune
messages can be encoded within the sanme transport connection

When using SCTP nulti-streaning, the common nessage format is stil
used to convey address-famly information, but an SCTP association is
used, on a per-fanily basis, to send data concurrently for nultiple
famlies. Wen data is sent concurrently, head-of-1ine bl ocking
(whi ch can occur when using TCP) is avoi ded.

8. Mscellany

There are no changes to processing of other PIM nessages |like PIM
Asserts, Gafts, Gaft-Acks, Registers, and Register-Stops. This
goes for Bootstrap Router (BSR) and Auto-RP type nessages as well.

This extension is applicable only to PIMSM PI M SSM and
Bidirectional PIM It does not take requirenents for PIM Dense Mde
(PIM DM into consideration.

9. Transport Considerations

As noted in the introduction, this is an experinental extension to
PIM and using reliable delivery for PI M nmessages is a new concept.
There are several potential transport-related concerns. Hopefully,
experiences fromearly inplenmentations and depl oyments will reveal

what concerns are relevant and how to resol ve them

One consideration is keep-alive nechanisns. W have defined an
optional keep-alive nechanismfor PORT; see Section 4.2. Al so, SCTP
and many TCP inpl enentati ons provi de keep-alive nmechani snms that could
be used. Wen to use keep-alive nessages and whi ch nmechanismto use
are uncl ear; however, we believe the PORT Keep-alive allows for
better application control. It is unclear what Holdtines are
preferred for the PORT Keep-alives. For now, it is RECOMVENDED t hat
administrators be able to configure whether to use keep-alives, what
Hol dtimes to use, etc.
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10.

In a stable state, it is expected that only occasional snall nessages
are sent over a PORT connection. This depends on how often PIM Join/
Prune state changes. Thus, over a long period of tine, there may be
only small messages that never use the entire TCP congestion w ndow,
and the wi ndow may become very large. This would then be an issue if
there is a state change that nmakes PORT send a very | arge nessage.

It may be good if the TCP stack provides sone rate-linmiting or burst-
limting. The congestion control mechani smdefined in [ RFC3465] nay
be of hel p.

Wth PORT, it is possible that only occasional small nessages are
sent (as discussed in the previous paragraph). This may cause
problens for the TCP retransmt nmechanism In particular, the TCP
Fast Retransnit algorithm may never get triggered. For further

di scussion of this and a possible solution, see [ RFC3042].

There may be SCTP issues sinmilar to the TCP issues discussed in the
above two paragraphs.

Manageabi l ity Consi derations

Thi s docunent defines using TCP or SCTP transports between pairs of
PI M nei ghbors. 1t is reconmended that this nechani sm be disabled by
default. An administrator can then enable PORT TCP and/or SCTP on
Pl M enabl ed interfaces. |f two nei ghbors both have PORT SCTP (or
bot h have PORT TCP), they will only use SCTP (or alternatively, TCP)
for PI M Join/Prune nessages. This is the case even when the
connection is down (there is no fallback to native Join/Prune
nmessages) .

When PORT support is enabled, a router sends PIM Hell o nessages
announci ng support for TCP and/or SCTP and al so Connection IDs. It
shoul d be possible to configure a |ocal Connection ID, and also to
see what PORT capabilities and Connection |IDs Pl M nei ghbors are
announci ng. Based on these advertisenents, pairs of PIM neighbors
wi |l decide whether to try to establish a PORT connection. There
shoul d be a way for an operator to check the current connection
state. Statistics on the nunmber of PORT nmessages sent and received
(i ncluding nunber of invalid nmessages) may al so be hel pful

For connection security (see Section 4.1), it should be possible to
enabl e a GTSM check to only accept connections (TCP/ SCTP packets)
when the sender is within a certain nunber of router hops. Also, one
shoul d be able to configure the use of TCP-AQO
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11.

12.

12.

12.

For connection nmai ntenance (see Section 4.2), it is recomended to
support Keep-Alive nessages. It should be configurable whether to
send Keep-Alives -- and if doing so, whether to use a Holdtinme and
what Hol dtine to use.

There should be sonme way to alert an operator when PORT connections
are goi ng down or when there is a failure in establishing a PORT
connection. Also, information |ike the nunber of connection
failures, and how | ong the connection has been up or down, is useful

Security Considerations

There are several security issues related to the use of TCP or SCTP
transports. By sending packets with a spoofed source address, off-
path attackers mi ght establish a connection or inject packets into an
exi sting connection. This mght allow an attacker to send spoofed
Joi n/ Prune nessages and/or reset a connection. Mechanisns that help
protect against this are discussed in Section 4.1.

For authentication, TCP-AO [ RFC5925] nay be used with TCP
Aut hent i cat ed Chunks [ RFC4895] may be used with SCTP. Al so, GISM
[ RFC5082] can be used to hel p prevent spoofing.

| ANA Consi der ati ons

Thi s specification nakes use of a TCP port nunber and an SCTP port
nunber for the use of the pimport service that has been assigned by
IANA. It also makes use of ANA PIM Hell o Options assignnents that
have been made permanent.

1. PORT Port Nunber

| ANA previously had assigned a port nunber that is used as a
destination port for pimport TCP and SCTP transports. The assigned
nunber is 8471. References to this docunment have been added to the
Service Name and Transport Protocol Port Nunber Registry for pim
port.

2. PORT Hello Options

In the "PIMHell o Options"” registry, the foll ow ng options have been
added for PORT.

Val ue Length Narme Ref erence
27 Vari abl e Pl M over - TCP- Capabl e thi s docunent
28 Vari abl e Pl M over - SCTP- Capabl e thi s docunent
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12.

12.

13.

3. PORT Message Type Registry

A registry for PORT nessage types has been created. The nessage type
is a 16-bit integer, with values fromO to 65535. An RFC is required
for assignnments in the range 0 - 65531. This docunent defines two
PORT nessage types: Type 1 (Join/Prune) and Type 2 (Keep-alive). The
type range 65532 - 65535 is for experinmental use [ RFC3692].

The initial content of the registry is as foll ows:

Type Narme Ref er ence

0 Reserved t hi s docunent
1 Joi n/ Prune t hi s docunent
2 Keep-alive t hi s docunent
3- 65531 Unassi gned

65532- 65535 Experi ment al thi s docunent

4., PORT Option Type Registry

A registry for PORT Option types. The option type is a 16-bit
integer, with values fromO to 65535. The type space is split in two
ranges, 0 - 32767 for Critical Options and 32768 - 65535 for Non-
Critical Options. Option types are assigned by | ANA, except the
ranges 32764 - 32767 and 65532 - 65535 that are for experinental use
[RFC3692]. An RFCis required for the I ANA assignments. An RFC
defining a new option type nust specify whether the option is
Critical or Non-Critical in order for 1ANA to assign a type. This
docunent defines two Critical PORT Option types: Type 1 (PIMIPv4
Joi n/ Prune) and Type 2 (PIMIPv6 Join/Prune).

The initial content of the registry is as foll ows:

Type Nare Ref er ence

0 Reserved t hi s docunent
1 PIM | Pv4 Joi n/ Prune t hi s docunent
2 PIM I Pv6 Joi n/ Prune t hi s docunent
3-32763 Unassigned Critical Options

32764- 32767 Experi ment al thi s docunent
32768- 65531 Unassi gned Non-Critical Options

65532- 65535 Experi ment al this docunent
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