I nt ernet Engi neering Task Force (I ETF) Y. Lee, Ed
Request for Comments: 6566 Huawei
Cat egory: | nformational G Bernstein, Ed
| SSN: 2070- 1721 Grotto Networking
D. Li
Huawei
G Martinell
Ci sco
March 2012

A Framework for the Control of
Wavel ength Switched Optical Networks (WSONs) with | npairments

Abstract

As an optical signal progresses along its path, it nmay be altered by
the various physical processes in the optical fibers and devices it
encounters. Wen such alterations result in signal degradation
these processes are usually referred to as "inpairnents". These
physi cal characteristics may be inportant constraints to consider
when using a GWLS control plane to support path setup and

mai nt enance in wavel ength switched optical networks.

Thi s docunent provides a framework for applying GWLS protocol s and
the Path Conputation El enent (PCE) architecture to support

| mpai rment - Awar e Routing and Wavel engt h Assignnment (I A-RWA) in

wavel engt h switched optical networks. Specifically, this docunent

di scusses key conputing constraints, scenarios, and architectura
processes: routing, wavel ength assignnment, and inpairnment validation
Thi s docunent does not define optical data plane aspects; inpairnment
paraneters; or neasurement of, or assessnment and qualification of, a
route; rather, it describes the architectural and information
conponents for protocol solutions.
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Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc6566
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1. Introduction

Wavel ength Switched Optical Networks (WSONs) are constructed from
subsystens that may include wavel ength division nultiplexed |Iinks,
tunable transmitters and receivers, Reconfigurable Optical Add/Drop
Mul ti pl exers (ROADMs), wavel ength converters, and el ectro-optica
network elenents. A WBON is a Wavel ength Division Miltiplexing
(WM - based optical network in which switching is perforned

sel ectively based on the center wavel ength of an optical signal

As an optical signal progresses along its path, it nmay be altered by
the various physical processes in the optical fibers and devices it
encounters. Wen such alterations result in signal degradation
these processes are usually referred to as "inpairnents". Optical

i mpai rmrents accumnul ate along the path (w thout 3R regeneration

[G 680]) traversed by the signal. They are influenced by the type of
fi ber used, the types and placenent of various optical devices, and
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the presence of other optical signals that may share a fiber segnent
along the signal’s path. The degradation of the optical signals due
to inmpairnments can result in unacceptable bit error rates or even a
complete failure to denodul ate and/ or detect the received signal

In order to provision an optical connection (an optical path) through
a WBON, a conbination of path continuity, resource availability, and
i mpai rment constraints nust be net to determine viable and opti nal

pat hs through the network. The deternination of appropriate paths is
known as | npai rnent - Aware Routing and Wavel ength Assi gnment (1 A- RWA).

Ceneralized Multi-Protocol Label Sw tching (GWLS) [ RFC3945] provides
a set of control plane protocols that can be used to operate networks
rangi ng from packet sw tch capabl e networks to those networks that
use time division nultiplexing and WOM  The Path Conput ati on El enent
(PCE) architecture [RFC4655] defines functional conputation
components that can be used in cooperation with the GWLS contro

pl ane to conpute and suggest appropriate paths. [RFC4054] provides
an overview of optical inpairments and their routing (path sel ection)
implications for GWLS. This docunment uses [G 680] and other ITU-T
Recommendati ons as references for the optical data plane aspects.

Thi s docunment provides a framework for applying GWLS protocol s and
the PCE architecture to the control and operation of | A-RWA for

WSONs. To aid in this evaluation, this docunent provides an overview
of the subsystens and processes that conprise WSONs and descri bes

I A-RWA nodel s based on the corresponding | TU-T Recormmendati ons, so
that the information requirenments for use by GWLS and PCE systens
can be identified. This work will facilitate the devel opment of
protocol extensions in support of IARM within the GWLS and PCE
protocol families

2. Terninol ogy

ADM Add/Drop Multiplexer. An optical device used in WDM networ ks
and conposed of one or nore line side ports and, typically, nany
tributary ports.

Bl ack Links: Black links refer to tributary interfaces where only
link characteristics are defined. This approach enables
transverse conpatibility at the single-channel point using a
di rect wavel ength-nul ti pl exi ng configuration

CWDM Coarse Wavel ength Division Miltiplexing

DGD: Differential G oup Del ay

DWM Dense Wavel ength Division Miltiplexing
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FOADM Fi xed Optical Add/Drop Miltipl exer

GWPLS: Generalized Milti-Protocol Label Switching

I A-RWA: | npai rment - Awar e Routing and Wavel engt h Assi gnnent

Line Side: In a WoM system line side ports and links typically can
carry the full multiplex of wavel ength signals, as conpared to
tributary (add or drop ports), which typically carry a few
(typically one) wavel ength signals.

NEs: Network El enents

QADMs: Optical Add/Drop Miltipl exers

OSNR: Optical Signal-to-Noise Ratio

OXC. Optical Cross-Connect. An optical switching elenent in which a
signal on any input port can reach any output port.

PCC. Path Conputation Client. Any client application requesting that
a path conputation be perfornmed by the Path Conputation El enent.

PCE: Path Conputation Elenent. An entity (conponent, application, or
networ k node) that is capable of conputing a network path or route
based on a network graph and application of conputational
constraints.

PCEP: PCE Communi cation Protocol. The comunication protocol between
a Path Conputation dient and Path Conputation El enent.

PXC:. Photoni c Cross-Connect

Q Factor: The Qfactor provides a qualitative description of the
recei ver performance. 1t is a function of the optical signal-to-
noise ratio. The Qfactor suggests the mninum SNR (Signal -to-
Noi se Ratio) required to obtain a specific bit error rate (BER)
for a given signal.

ROADM Reconfigurable Optical Add/Drop Miltiplexer. A wavel ength-
selective switching element featuring input and output l|ine side
ports as well as add/drop tributary ports.

RWA: Routing and Wavel engt h Assi gnment

Transparent Network: A Wavelength Switched Optical Network that does
not contain regenerators or wavel ength converters.
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Transl ucent Network: A Wavelength Switched Optical Network that is
predom nantly transparent but may al so contain linited nunbers of
regenerators and/or wavel ength converters.

Tributary: Alink or port on a WDM system that can carry
significantly less than the full nultiplex of wavel ength signals
found on the line side links/ports. Typical tributary ports are
the add and drop ports on an ADM and these support only a single
wavel engt h channel

Wavel engt h Conversi on/ Converters: The process of converting an
i nformati on-bearing optical signal centered at a given wavel ength
to information with "equivalent" content centered at a different
wavel ength. Wavel ength conversion can be inplemented via an
optical -electronic-optical (OEQ process or via a strictly optica
process.

WM  Wavel ength Division Miltiplexing

Wavel ength Switched Optical Networks (WSONs): WDM based optica
networks in which switching is performed selectively based on the
center wavel ength of an optical signal

3. Applicability

There are depl oyment scenarios for WBONs where not all possible paths
will yield suitable signal quality. There are nultiple reasons;
bel ow i s a non-exhaustive list of exanples:

0 WSONs are evolving and are using nulti-degree optical cross-
connects in such a way that network topol ogi es are changing from
rings (and interconnected rings) to general mesh. Addi ng network
equi prent such as anplifiers or regenerators to ensure that al
paths are feasible |l eads to an over-provisioned network. |ndeed,
even with over-provisioning, the network could still have sone
i nf easi bl e pat hs.

o Wthin a given network, the optical physical interface may change
over the network’s life; e.g., the optical interfaces mght be
upgraded to higher bitrates. Such changes could result in paths
bei ng unsuitable for the optical signal. Moreover, the optica
physical interfaces are typically provisioned at various stages of
the network’s life span, as needed, by traffic demands.

0 There are cases where a network is upgraded by addi ng new optica
cross-connects to increase network flexibility. |In such cases,
exi sting paths will have their feasibility nodified while new
paths will need to have their feasibility assessed.
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0o Wth the recent bitrate increases from 10G to 40G and 100G over a
singl e wavel ength, WSONs will l|ikely be operated with a m x of
wavel engths at different bitrates. This operational scenario wll
i mpose inpairment constraints due to different physical behavior
of different bitrates and associ ated nodul ati on fornmats.

Not having an inpairnment-aware control plane for such networks will
require a nmore conpl ex network design phase that needs to take into
account the evolving network status in terns of equipnent and traffic
at the beginning stage. 1In addition, network operations such as path
establishnent will require significant pre-design via non-control -

pl ane processes, resulting in significantly sl ower network
provi si oni ng.

It should be highlighted that the inpact of inpairnments and use in
determ nation of path viability is not sufficiently well established
for general applicability [G680]; it will depend on network

i npl enentations. The use of an inpairnent-aware control plane, and
the set of information distributed, will need to be evaluated on a
case- by-case scenari o.

| mpai rment - Aware Optical Path Conputation

The basic criterion for path selection is whether one can
successfully transnit the signal froma transmitter to a receiver
within a prescribed error tolerance, usually specified as a maxi nrum
perm ssible BER. This generally depends on the nature of the signa
transmitted between the sender and receiver and the nature of the
communi cati ons channel between the sender and receiver. The optica
path utilized (along with the wavel ength) determ nes the

comuni cati ons channel

The optical inpairments incurred by the signal along the fiber and at
each optical network el ement along the path determ ne whether the BER
performance or any other neasure of signal quality can be net for a
signal on a particular end-to-end path.

| npai rment - awar e path cal cul ati on al so needs to take into account
when regeneration is used along the path. [RFC6163] provides
background on the concept of optical translucent networks that
contain transparent elements and el ectro-optical elements such as CEO
regenerations. In such networks, a generic light path can go through
a nunber of regeneration points.
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Regenerati on points could happen for two reasons:

(i) Wavel ength conversion is performed in order to assist RM in
avoi di ng wavel ength bl ocking. This is the inmpairment-free case
covered by [ RFC6163].

(ii) The optical signal w thout regeneration would be too degraded to
nmeet end-to-end BER requirenents. This is the case when RWA
takes into consideration inpairment estimation covered by this
docunent .

In the latter case, an optical path can be seen as a set of
transparent segnents. The calculation of optical inpairnments needs
to be reset at each regeneration point so each transparent segnent

will have its own inpairnment eval uation
+-- -+ +--- -+ +--- -+ +--- - - + +--- -+ +-- -+
|0l NL -] N2 e | REG|----- | N8 |----| E|
+-- -+ I I +eemns + I +-- -+
IS b R >
Segnent 1 Segment 2

Figure 1. Optical Path as a Set of Transparent Segnents

For exanple, Figure 1 represents an optical path fromnode | to

node E with a regeneration point, REG in between. This is feasible
froman inpairnent validation perspective if both segnents (I, Ni,
N2, REG and (REG N3, E) are feasible.

4.1. Optical Network Requirenents and Constraints

This section exam nes the various optical network requirenments and
constraints under which an inpairnent-aware optical control plane may
have to operate. These requirenents and constraints notivate the

I A~-RWA architectural alternatives presented in Section 4.2.

Different optical network contexts can be broken into two nain
criteria: (a) the accuracy required in the estinmation of inpairnent
effects and (b) the constraints on the inpairment estinmation
conmput ati on and/or sharing of inpairnment information
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4.1.1. Inpairnent-Aware Conputation Scenarios
A. No Concern for I|npairnents or Wavel ength Continuity Constraints

This situation is covered by existing GWLS with | ocal wavel ength
(1 abel) assignnent.

B. No Concern for Inpairnents, but Wavel ength Continuity Constraints

This situation is applicable to networks designed such that every
possible path is valid for the signal types pernitted on the

network. In this case, inpairnments are only taken into account
during network design; after that -- for exanple, during optica
path conputation -- they can be ignored. This is the case

di scussed in [ RFC6163] where inpairnments may be ignored by the
control plane and only optical paraneters related to signa
compatibility are considered

C. Approximated | npairnent Estination

This situation is applicable to networks in which inpairnent
effects need to be considered but where there is a sufficient
mar gi n such that inpairnent effects can be estimated via such
approxi mati on techni ques as |ink budgets and dispersion [G 680]
[G Sup39]. The viability of optical paths for a particular class
of signals can be estinmated using well-defined approxi mation
techniques [G 680] [G Sup39]. This is generally known as the

I inear case, where only linear effects are taken into account.
Not e that adding or renoving an optical signal on the path should
not render any of the existing signals in the network non-viabl e.
For exanple, one formof non-viability is the occurrence in
existing links of transients of sufficient nagnitude to inpact the
BER of existing signals.

Much work at | TU-T has gone into devel opi ng i npairnment nodels at
this level and at nore detailed |evels. |npairnent
characterization of network el ements nmay be used to calcul ate
whi ch paths are confornmant with a specified BER for a particul ar
signal type. In such a case, the inpairment-aware (1A) path
conmput ati on can be conbined with the RAM process to permit nore
optimal | A-RWA conputations. Note that the I A path conputation
may al so take place in a separate entity, i.e., a PCE
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D. Accurate |npairnent Conputation

This situation is applicable to networks in which inpairnent

ef fects nmust be nore accurately conputed. For these networks, a
full conmputation and evaluation of the inpact to any existing
pat hs need to be perforned prior to the addition of a new path.
Currently, no inpairnment nodels are available fromITU T, and this
scenario is outside the scope of this docunent.

2. lnpairment Conputation and | nformation-Sharing Constraints

In GWLS, information used for path conputation is standardi zed for

di stribution anongst the elenments participating in the control plane,
and any appropriately equi pped PCE can perform path conputation. For
optical systens, this may not be possible. This is typically due to
only portions of an optical system being subject to standardization
In ITUT Reconmendations [G 698.1] and [ G 698. 2], which specify

singl e-channel interfaces to multi-channel DWDM systens, only the
singl e-channel interfaces (transnmt and receive) are specified, while

the multi-channel links are not standardized. These DWDM I inks are
referred to as "black links", since their details are not generally
avai l able. However, note that the overall inpact of a black link at

the single-channel interface points is limted by [G 698.1] and
[G 698. 2].

Typically, a vendor might use proprietary inpairnment nodels for DWM
spans in order to estinmate the validity of optical paths. For
exanpl e, nodels of optical nonlinearities are not currently
standardi zed. Vendors may al so choose not to publish inpairnment
details for links or a set of network elenents, in order not to

di vul ge their optical system designs.

In general, the inpairment estimation/validation of an optical path
for optical networks with black links in the path could not be
performed by a general -purpose | A conputation entity, since it would
not have access to or understand the bl ack-1ink inpairnent
paraneters. However, inpairnent estinmation (optical path validation)
could be performed by a vendor-specific | A conputation entity. Such
a vendor-specific I A conputation entity could utilize standardized

i mpai rment information inported fromother network el enents in these
proprietary conputations.

In the following, the term"black |inks" will be used to describe

t hese conputation and information-sharing constraints in optica
networks. Fromthe control plane perspective, the follow ng options
are consi dered:

et al. I nf or mat i onal [ Page 10]



RFC 6566 Framework for Optical |npairnments March 2012

1. The authority in control of the black links can furnish a list of
all viable paths between all viable node pairs to a conputation
entity. This information would be particularly useful as an input
to RMA optim zation to be perforned by another conputation entity.
The difficulty here is that such a list of paths, along with any
wavel engt h constraints, could get unmanageably |arge as the size
of the network increases.

2. The authority in control of the black links could provide a
PCE-like entity a list of viable paths/wavel engths between two
requested nodes. This is useful as an input to RM optim zations
and can reduce the scaling issue previously nentioned. Such a
PCE-1ike entity would not need to performa full RWA conputation;
i.e., it would not need to take into account current wavel ength
availability on links. Such an approach may require PCEP
ext ensions for both the request and response information

3. The authority in control of the black Iinks provides a PCE that
perfornms full | A-RWA services. The difficulty here is that this
option requires the one authority to also becone the sole source
of all RWA optinization algorithmns.

In all of the above cases, it would be the responsibility of the
authority in control of the black links to inport the shared

i mpairnment information fromthe other NEs via the control plane or
ot her neans as necessary.

4.1.3. Inpairnent Estimation Process

The inpairnment estination process can be nodel ed through the
followi ng functional blocks. These blocks are independent of any
control plane architecture; that is, they can be inplenented by the
same or by different control plane functions, as detailed in the
foll owi ng sections.
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Starting fromthe functional block on the left, the optical interface
represents where the optical signal is transnitted or received and
defines the properties at the path endpoints. Even the inpairnment-
free case, such as scenario B in Section 4.1.1, needs to consider a
m ni num set of interface characteristics. In such a case, only a few
paraneters used to assess the signal conpatibility will be taken into
account (see [RFC6163]). For the inpairnent-aware case, these
paraneters nmay be sufficient or not, depending on the accepted |eve
of approximation (scenarios C and D). This functional block

hi ghlights the need to consider a set of interface parameters during
the inpairnent validation process.

The "Optical |npairnent Path" block represents the types of

i mpai rments affecting a wavelength as it traverses the networks
through links and nodes. |In the case of a network where there are no
i mpai rments (scenario A), this block will not be present. O herwi se,
this function nust be inplenented in sonme way via the control plane.
Architectural alternatives to acconplish this are provided in

Section 4.2. This block inplenentation (e.g., through routing,
signaling, or a PCE) may influence the way the control plane
distributes inmpairment information within the network

The | ast block inplenents the decision function for path feasibility.
Depending on the I A level of approximtion, this function can be nore
or less conplex. For exanple, in the case of no | A approxi mation,
only the signal class conpatibility will be verified. 1In addition to
a feasible/not-feasible result, it my be worthwhile for decision
functions to consider the case in which paths would likely be
feasible within sonme degree of confidence. The optical inpairnments
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are usually not fixed values, as they nay vary w thin ranges of

val ues according to the approach taken in the physical nodeling
(worst-case, statistical, or based on typical values). For exanple,
the utilization of the worst-case value for each paraneter within the
i mpai rrent val i dation process may | ead to marking sone paths as not
feasible, while they are very likely to be, inreality, feasible.

4.2. |1 A-RWA Conputation and Control Plane Architectures

From a control plane point of view, optical inpairnments are
additional constraints to the inpairment-free RM process descri bed
in [RFC6163]. In IA-RWA there are conceptually three genera

cl asses of processes to be considered: Routing (R), Wavel ength

Assi gnnent (WA), and Inpairnent Validation (l1V), i.e., estimation.

| mpai rment validation may come in nmany forns and may be invoked at
different |l evels of detail in the | A-RW process. Al of the
variations of inpairnent validation discussed in this section are
based on scenario C ("Approximated | npairnent Estinmation") as

di scussed in Section 4.1.1. Froma process point of view the
following three forms of inpairment validation will be considered:

o |V-Candi dates

In this case, an |V process furnishes a set of paths between two
nodes along with any wavel ength restrictions, such that the paths
are valid with respect to optical inpairnents. These paths and
wavel engt hs may not actually be available in the network, due to
its current usage state. This set of paths could be returned in
response to a request for a set of at nobst K valid paths between
two specified nodes. Note that such a process never directly

di scl oses optical inpairment information. Note also that this
case includes any paths between the source and destination that
may have been "pre-validated"

In this case, the control plane sinply nakes use of candidate
pat hs but does not have any optical inpairnment information.

Anot her option is when the path validity is assessed within the
control plane. The follow ng cases highlight this situation

0o |V-Approxinmate Verification
Here, approximation nmethods are used to estinmate the inpairnments
experienced by a signal. Inpairnents are typically approxi nated

by linear and/or statistical characteristics of individual or
conbi ned conmponents and fibers along the signal path.
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o |V-Detailed Verification

In this case, an |V process is given a particular path and
wavel engt h t hrough an optical network and is asked to verify
whet her the overall quality objectives for the signal over this
path can be net. Note that such a process never directly

di scl oses optical inpairnent information.

The next two cases refer to the way an inpairnent validation
conmput ati on can be perforned from a deci si on-maki ng point of view

o |V-Centralized

In this case, inpairnments to a path are conputed at a single
entity. The information concerning inpairments, however, nmay
still be gathered fromnetwork el enments. Depending on how
information is gathered, this may put additional requirenents on
routing protocols. This topic will be detailed in |ater sections.

o IV-Distributed

In the distributed IV process, approximte degradati on neasures
such as OSNR, dispersion, DGD, etc., may be accunul ated al ong the
path via signaling. Each node on the path may already perform
sonme part of the inpairnment conputation (i.e., distributed). Wen
t he accumul at ed nmeasures reach the destinati on node, a decision on
the inpairnment validity of the path can be made. Note that such a
process would entail revealing an individual network el ement’s

i mpairment information, but it does not generally require
distributing optical paraneters to the entire network.

The control plane nmust not preclude the possibility of concurrently
performng one or all of the above cases in the same network. For
exanpl e, there could be cases where a certain nunber of paths are
al ready pre-validated (1V-Candidates), so the control plane may set
up one of those paths without requesting any inpairnent validation
procedure. On the same network, however, the control plane nmay
conpute a path outside the set of |V-Candidates for which an

i mpai rment eval uati on can be necessary.

The foll owi ng subsections present three nmajor classes of | A-RWA path

conputation architectures and review sone of their respective
advant ages and di sadvant ages.
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4.2.1. Conbined Routing, WA, and |V

Fromthe point of view of optimality, reasonably good | A-RWA
solutions can be achieved if the PCE can conceptual ly/algorithmcally
conbi ne the processes of routing, wavel ength assignnent, and

i mpai rnent val i dation.

Such a conbi nation can take place if the PCE is given (a) the
i mpai rrent-free WSON i nformation as discussed in [ RFC6163] and (b)
i mpairment information to validate potential paths.

4.2.2. Separate Routing, WA, or |V
Separating the processes of routing, WA, and/or IV can reduce the

need for the sharing of different types of information used in path
conmputation. This was discussed for routing, separate fromWA in

[ RFC6163]. In addition, as was discussed in Section 4.1.2, sone
i mpai rnent information nay not be shared, and this may lead to the
need to separate IV fromRWA. In addition, if IV needs to be done at

a high level of precision, it nmay be advantageous to offload this
conmputation to a specialized server

The followi ng conceptual architectures belong in this genera
category:

o R+W+ 1V
separate routing, wavel ength assignnent, and inpairnent
val i dati on.

0 R+ (W&IV
routing separate froma conbi ned wavel ength assi gnnent and
i mpai rment validation process. Note that inpairment validation is
typically wavel ength dependent. Hence, conbining WA with IV can
Il ead to inproved efficiency.

o (RW) + 1V
conbi ned routing and wavel ength assignnent with a separate
i mpai rment val i dation process.

Note that the 1V process may cone before or after the RWA processes.
If RWA conmes first, then IV is just rendering a yes/no decision on
the selected path and wavel ength. If IV conmes first, it would need
to furnish a list of possible (valid with respect to inpairnents)
routes and wavel engths to the RWA processes.
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4,.2.3. Distributed WA and/or |V

In the non-inpairment RWMW situation [RFC6163], it was shown that a
di stributed WA process carried out via signaling can elimnate the
need to distribute wavel ength availability information via an
interior gateway protocol (IGP). A simlar approach can allow for
the distributed conputation of inpairnent effects and avoid the need
to distribute inpairnment characteristics of network el enents and
links by routing protocols or by other neans. Therefore, the

foll owi ng conceptual options belong to this category:

o RWA + D(1V)
conbi ned routing and wavel ength assi gnnent and di stri buted
i mpai rrent val i dation.

o R+ DWW &IV
routing separate froma distributed wavel ength assi gnnent and
i mpai rnent validation process.

Di stributed inpairment validation for a prescribed network path
requires that the effects of inpairments be cal cul ated by approxi mate
nmodel s with curul ative quality neasures such as those given in
[G680]. The protocol encoding of the inpairnment-related i nformation
from[G 680] would need to be agreed upon

If distributed WA is being done at the same tine as distributed IV,
then it is necessary to accunulate inpairnment-related i nformation for
all wavel engths that could be used. The anount of information is
reduced sonewhat as potential wavel engths are discovered to be in use
but could be a significant burden for lightly | oaded networks with
hi gh channel counts.

4.3. Mapping Network Requirenents to Architectures

Figure 2 shows process flows for the three main architectura
alternatives to | AARWA that apply when approxi mate i npairnent
validation is sufficient. Figure 3 shows process flows for the two
mai n architectural alternatives that apply when detail ed inpairnent
verification is required
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Figure 2. Process Flows for the Three Mai n Approxinmate | npairnent
Architectural Alternatives

The advant ages, requirenents, and suitability of these options are as
fol | ows:

o Conbined IV & RM process

This alternative conbines RM and IV within a single conputation
entity, enabling highest potential optimality and efficiency in
IA~-RWA. This alternative requires that the conputation entity
have inpairnment information as well as non-inpairnent RWA
information. This alternative can be used with black |inks but
woul d then need to be provided by the authority controlling the
bl ack 1inks.

o |V-Candi dates + RWA process

This alternative allows separation of inpairment information into
two conputation entities while still maintaining a high degree of
potential optimality and efficiency in IARM.  The |V-Candi dates
process needs to have inpairnent information fromall optica
network el enents, while the RM process needs to have
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non-i npai rnent RMA information fromthe network el ements. This
alternative can be used with black Iinks, but the authority in
control of the black links would need to provide the functionality
of the IV-Candi dates process. Note that this is still very
useful, since the algorithnmc areas of 1V and RM are very

di fferent and conducive to specialization

0 Routing + Distributed WA and |V

In this alternative, a signaling protocol nmay be extended and

| everaged in the wavel ength assignnment and inpairnent validation
processes. Although this doesn’'t enable as high a potenti al
degree of optimality as (a) or (b), it does not require
distribution of either |ink wavel ength usage or |ink/node

i mpai rment information. Note that this is nost likely not

sui table for black links.

e + o m e oo oo - +
| +----------- + - + + -+ | | +-------- +
|| Y | | Routing| WA | I 2
| | Approximate| +------- + +--+ |----> |Detail ed|
| TS + | | [ +|
| Conbi ned Processes | |
e + o m e oo oo - +
(a)
LT + e T + e +
| [ TS + | [ S, + +- -+ | [ +|
v | IRoutingl  |W  [---->] | IV |
| | Candidates| |----- S + +--+ | | | Detail ed|
| +---------- + | | Conbined Processes | | +-------- +
dmmmmmm e aaa + o e e e e eeeaeaaas + |
(b) S +

Figure 3. Process Flows for the Two Main Detail ed | npairnent
Val idation Architectural Options

The advantages, requirenments, and suitability of these detailed
val i dati on options are as foll ows:

0o Conbined Approximate IV & RM + Detail ed-1V

This alternative conbines RM and approxinmate |V within a single
conmputation entity, enabling the highest potential optinality and
efficiency in | AARM while keeping a separate entity performning
detailed inmpairnment validation. 1In the case of black Iinks, the
aut hority controlling the black |inks would need to provide all
functionality.
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5.

5.

o |V-Candidates + RM + Detailed-1V

This alternative allows separation of approxi mate inpairnent
information into a conputation entity while still maintaining a
hi gh degree of potential optimality and efficiency in I A-RM
then, a separate conputation entity perforns detail ed inpairnent
validation. Note that detailed inpairnment estimtion is not

st andar di zed.

Protocol Inplications

The previous | A-RWA architectural alternatives and process flows nake
di ffering denands on a GWLS/ PCE- based control plane. This section
di scusses the use of (a) an inmpairnment information nodel, (b) the PCE
as conputation entity assuming the various process rol es and
consequences for PCEP, (c) possible extensions to signaling, and
(d) possible extensions to routing. This docunent is providing this
eval uation to aid protocol solutions work. The protoco
specifications may deviate fromthis assessnent. The assessnent of
the inpacts to the control plane for AARWA is sumarized in
Fi gure 4.

e e e a - L L S Fomm e e o +

| 1A-RWA Option | PCE| Sig | Info Mddel | Routing

e e e e e +--m - - +--m - - R [ TS +

| Conmbined | Yes | No | Yes | Yes

| IV & RMA | | | | |

o m e e e e e oo F--- - F--- - Fomm e e e o - f S +

| | V-Candidates | Yes | No | Yes | Yes

| + RMA | | | | |

e e e e e +--m - - +--m - - R [ TS +

| Routing + | No | Yes | Yes | No |

| Distributed IV, RWMA | | | | |

o m e e e e e oo F--- - F--- - Fomm e e e o - f S +

Figure 4. |1A-RMW Architectural Options and Control Plane |Inpacts
1. Information Mdel for Inpairnments

As previously discussed, nost | A-RWA scenarios rely, to a greater or
| esser extent, on a comon inpairnent information nodel. A nunber of
| TU-T Recommendati ons cover both detail ed and approxi mate i npairnent
characteristics of fibers, a variety of devices, and a variety of
subsystens. An inpairnent nodel that can be used as a guideline for
optical network el enents and assessnent of path viability is given
in [G 680].
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It should be noted that the current version of [G680] is linmted to
net wor ks conposed of a single WDM | i ne system vendor conbined wth
QADMs and/or PXCs frompotentially nultiple other vendors. This is
known as "situation 1" and is shown in Figure 1-1 of [G 680]. It is
pl anned in the future that [G 680] w Il include networks
incorporating line systens fromnultiple vendors, as well as QADMs
and/ or PXCs frompotentially multiple other vendors. This is known
as "situation 2" and is shown in Figure 1-2 of [G 680].

For the case of distributed IV, this would require nore than an

i mpai rment information nodel. It would need a conmon inpairnent
"conmputation"” nodel. In the distributed IV case, one needs to
standardi ze the accunul ated i npai rnment neasures that will be conveyed
and updated at each node. Section 9 of [G 680] provides guidance in
this area, with specific forrmulas given for OSNR, residua

di spersion, polarization node di spersion/polarization-dependent | oss,
and effects of channel uniformty. However, specifics of what
internediate results are kept and in what formwould need to be
standardi zed for interoperability. As noted in [G 680], this

i nformati on may possibly not be sufficient, and in such a case, the
applicability woul d be network dependent.

5.2. Routing

Di fferent approaches to path/wavel ength inpairnment validation give
rise to different denmands placed on GWLS routing protocols. 1In the
case where approximate inpairnment information is used to validate
paths, GWLS routing may be used to distribute the inpairnent
characteristics of the network el enents and |inks based on the

i mpai rnent i nformati on nodel previously discussed.

Dependi ng on the conputational alternative, the routing protocol may
need to advertise informati on necessary to the inpairnment validation
process. This can potentially cause scalability issues, due to the
hi gh volume of data that need to be advertised. Such issues can be
addressed by separating data that need to be advertised only rarely
fromdata that need to be advertised nore frequently, or by adopting
other forns of awareness sol utions as described in previous sections
(e.g., a centralized and/or external |V entity).

In terms of scenario Cin Section 4.1.1, the nodel defined by [G 680]
will apply, and the routing protocol will need to gather information
required for such conputations.

In the case of distributed IV, no new demands woul d be placed on the
routing protocol
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5.3. Signaling

The | argest inpacts on signaling occur in the cases where distributed
i mpairment validation is performed. |In this case, it is necessary to
accunul ate inpairnent information, as previously discussed. In
addition, since the characteristics of the signal itself, such as
nodul ation type, can play a najor role in the tol erance of

i mpairnments, this type of infornmation will need to be inplicitly or
explicitly signaled so that an inpairnment validation decision can be
made at the destination node.

It remains for further study whether it nmay be beneficial to include
additional information to a connection request, such as desired
egress signal quality (defined in sonme appropriate sense) in

non-di stributed 1V scenari os.

5.4. PCE

In Section 4.2, a nunber of conputational architectural alternatives
were given that could be used to neet the various requirenents and
constraints of Section 4.1. Here, the focus is on how these
alternatives could be inplenented via either a single PCE or a set of
two or nore cooperating PCEs, and the inpacts on the PCEP. This
docunent provides this evaluation to aid solutions work. The
protocol specifications may deviate fromthis assessnent.

5.4.1. Conbined IV & RWA

In this situation, shown in Figure 2(a), a single PCE perforns all of
the conputati ons needed for | A-RWA

o Traffic Engineering (TE) Database requirenments: WBON topol ogy and
swi tching capabilities, WSON WDM |i nk wavel ength utilization, and
WSON i npai rnent i nformation.

0 PCC to PCE Request Information: Signal characteristics/type,
required quality, source node, and destination node.

0 PCEto PCC Reply Information: If the conmputations conpleted
successfully, then the PCE returns the path and its assigned
wavel ength. |If the conputations could not conplete successfully,
it would be potentially useful to know why. At a mininum it is
of interest to knowif this was due to |lack of wavel ength
avai lability, inpairment considerations, or both. The information
to be conveyed is for further study.
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5.4.2. |V-Candi dates + RMA

In this situation, as shown in Figure 2(b), two separate processes
are involved in the | A-RWM conputation. This requires two
cooperating path conputation entities: one for the |IV-Candi dates
process and another for the RM process. |n addition, the overal
process needs to be coordinated. This could be done with yet another
PCE, or this functionality could be added to one of a nunber of
previously defined entities. This later option requires that the RM
entity also act as the overall process coordinator. The roles,
responsibilities, and information requirenents for these two
entities, when instantiated as PCEs, are given bel ow

RWA and Coordi nat or PCE ( RWA- Coord PCE):

The RWA- Coord PCE is responsible for interacting with the PCC and
for utilizing the |IV-Candi dates PCE as needed duri ng RWA
conputations. In particular, it needs to know that it is to use
the I V-Candidates PCE to obtain a potential set of routes and
wavel engt hs.

o TE Database requirenents: WSON topol ogy and swi tching
capabilities, and WSON WDM | i nk wavel ength utilization (no
i mpai rnent i nformation).

0 PCCto RM PCE request: sanme as in the conbined case.
0 RWA PCE to PCC reply: sane as in the conbi ned case.

0 RWA PCE to |IV-Candi dates PCE request: The RWA PCE asks for a
set of at nobst K routes, along with acceptabl e wavel engt hs
bet ween nodes specified in the original PCC request.

0 |V-Candidates PCE reply to RM PCE: The | V-Candi dates PCE
returns a set of at nost K routes, along with acceptable
wavel engt hs between nodes specified in the RM PCE request.

| V- Candi dat es PCE:

The 1 V-Candi dates PCE is responsible for inpairnent-aware path
conmputation. It need not take into account current |ink

wavel ength utilization, but this is not prohibited. The

| V-Candi dates PCE is only required to interact with the RWA PCE as
i ndi cated above, and not the initiating PCC. Note: The

RWA- Coord PCE is also a PCC with respect to the |V-Candidate.
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o TE Database requirenents: WSON topol ogy and switching
capabilities, and WSON i npairment infornmation (no information
Iink wavel ength utilization required).

Figure 5 shows a sequence diagram for the possible interactions
bet ween the PCC, RWA- Coord PCE, and | V-Candi dates PCE

+---+ S + e e e oo +
| PCC| | RWA- Coord PCE| | I V- Candi dat es PCE|
+- +- + [ [ + f S S +

AR (a) | |

| B | |

| -2 |

| | |

| |-- (b) |

| | Crtee-ll |

| | -2

| | |

| | |

| | (c) -

| | R |

| | <--"10 |

| | |

| | |

| (d) - |

| I | |

| <--"77 | |

| | |

| | |

Figure 5. Sequence Diagramfor the Interactions between the PCC
RWA- Coord PCE, and | V-Candi dates PCE

In step (a), the PCC requests a path that neets specified quality
constraints between two nodes (A and Z) for a given signa

represented either by a specific type or a general class with

associ ated paranmeters. |In step (b), the RM-Coord PCE requests up to
K candi date paths between nodes A and Z, and associ ated acceptable
wavel engt hs. The term "K candi date paths" is associated with the k
shortest path algorithm It refers to an algorithmthat finds
multiple k short paths connecting the source and the destination in a
graph allow ng repeated vertices and edges in the paths. See details
in [Eppstein].
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In step (c), the IV-Candidates PCE returns this list to the

RWA- Coord PCE, which then uses this set of paths and wavel engths as
input (e.g., a constraint) to its RWA conputation. 1In step (d), the
RWA- Coord PCE returns the overall | A-RWA conmputation results to

the PCC

5.4.3. Approximate | A-RWA + Separate Detail ed-1V

Previously, Figure 3 showed two cases where a separate detailed

i mpai rment val idation process could be utilized. It is possible to
pl ace the detailed validation process into a separate PCE. Assum ng
that a different PCE assunmes a coordinating role and interacts with
the PCC, it is possible to keep the interactions with this separate

| V-Detailed PCE very sinple. Note that, froma nessage fl ow
perspective, there is sone inefficiency as a result of separating the
| V- Candi dates PCE fromthe IV-Detailed PCE in order to achieve a high
degree of potential optimality.

| V-Detail ed PCE

0 TE Database requirenents: The |V-Detailed PCE will need optica
i mpai rrent i nformation, WSON t opol ogy, and, possibly, WOM Iink
wavel engt h usage information. This docunment puts no restrictions
on the type of information that may be used in these conputations.

0 RWA-Coord PCE to |IV-Detail ed PCE request: The RWA- Coord PCE will
furni sh signal characteristics, quality requirenents, path, and
wavel ength to the I V-Detail ed PCE

0 |V-Detailed PCE to RWA-Coord PCE reply: The reply is essentially a
yes/ no decision as to whether the requirenents could actually be
met. | n the case where the inpairnent validation fails, it would
be hel pful to convey information related to the cause or to
quantify the failure, e.g., so that a judgnment can be nmade
regarding whether to try a different signal or adjust signa
paraneters

Fi gure 6 shows a sequence diagramfor the interactions correspondi ng
to the process shown in Figure 3(b). This involves interactions

bet ween the PCC, RWA PCE (acting as coordinator), |V-Candidates PCE
and | V-Detailed PCE

In step (a), the PCC requests a path that neets specified quality
constraints between two nodes (A and Z) for a given signa

represented either by a specific type or a general class with

associ ated paranmeters. In step (b), the RM-Coord PCE requests up to
K candi dat e pat hs between nodes A and Z, and associ ated acceptabl e
wavel engths. |In step (c), the IV-Candidates PCE returns this list to
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the RWA- Coord PCE, which then uses this set of paths and wavel engt hs
as input (e.g., a constraint) to its RM conputation. |In step (d),
the RWA- Coord PCE requests a detailed verification of the path and
wavel ength that it has conmputed. In step (e), the |IV-Detail ed PCE
returns the results of the validation to the RWM-Coord PCE. Finally,
in step (f), the RWA-Coord PCE returns the final results (either a
pat h and wavel ength, or a cause for the failure to conpute a path and
wavel ength) to the PCC

<_11

[ TS + S + B SR +
+---+ | RWA- Coord | | I V- Candi dat es | | 1'V-Detailed |
| POG | PCE | | PCE | | PE |
+- +- + domm e + S e S RS + S e S e +

.. (a) | | |

I | | |

| Bkd | |

| | (b) | |

| | -- S | |

| | IR |

| | | |

| | (¢) __..-| |

| | SRR | |

| | <--"" | |

| | |

| I (d) |

| | Pttt e |

| | IR >|

| | |

| | (e) L. +

| T

| |

| o

| |

| |
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Figure 6. Sequence Diagramfor the Interactions between the PCC,
RWA- Coord PCE, |V-Candidates PCE, and |V-Detail ed PCE

6. Manageability and Operations
The i ssues concerni ng nanageabi lity and operations are beyond the

scope of this docunent. The details of nanageability and operational
issues will have to be deferred to future protocol inplenentations.
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On a high level, the GWLS-routing-based architecture discussed in
Section 5.2 may have to deal with how to resolve potential scaling
i ssues associated with disseninating a | arge amount of inpairnent
characteristics of the network el enments and |i nks.

From a scaling point of view, the GWLS-signaling-based architecture
di scussed in Section 5.3 would be nore scal abl e than ot her
alternatives, as this architecture would avoid the dissenination of a
| arge anount of data to the networks. This benefit may coneg,

however, at the expense of potentially inefficient use of network
resour ces

The PCE-based architectures discussed in Section 5.4 would have to
consi der operational conplexity when inplenmenting options that
require the use of nultiple PCE servers. The nost serious case is
the option discussed in Section 5.4.3 ("Approxi mate | A-RWA + Separate
Detailed-1V*'). The conmbined IV & RM option (which was di scussed in
Section 5.4.1), on the other hand, is sinpler to operate than are
other alternatives, as one PCE server handles all functionality;
however, this option may suffer froma heavy conputation and
processi ng burden conpared to other alternatives.

Interoperability may be a hurdle to overcone when trying to agree on
sonme i npairnment paraneters, especially those that are associated with
the black links. This work has been in progress in ITU T and needs
sone nore tinme to nature.

7. Security Considerations

Thi s docunent di scusses a nunber of control plane architectures that

i ncorporate knowl edge of inpairnents in optical networks. |If such an
architecture is put into use within a network, it will by its nature
contain details of the physical characteristics of an optica

networ k. Such information would need to be protected from
intentional or unintentional disclosure, simlar to other network

i nformati on used within intra-donain protocols.

Thi s docunent does not require changes to the security nodels within
GWLS and associ ated protocols. That is, the OSPF-TE, RSVP-TE, and
PCEP security nodel s coul d be operated unchanged. However,
satisfying the requirenents for inpairnment information dissem nation
using the existing protocols may significantly affect the |oading of
those protocols and nmay nake the operation of the network nore

vul nerable to active attacks such as injections, inpersonation, and
man-in-the-niddl e attacks. Therefore, additional care may be
required to ensure that the protocols are secure in the inpairnent-
awar e WSON envi ronment .
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8.

8.

8.

1

2.

Furthernmore, the additional information distributed in order to
address inpairnent information represents a di sclosure of network
capabilities that an operator nay wi sh to keep private.

Consi derati on should be given to securing this information. For a
general discussion on MPLS- and GWLS-rel ated security issues, see
the MPLS/ GWPLS security framework [ RFC5920] and, in particular, text
detailing security issues when the control plane is physically
separated fromthe data plane.
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