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PERFORVANCE | MPROVEMENT | N ARPANET FI LE TRANSFERS FROM MULTI CS

Wth the growmth of Miltics usage in the ARPA Network comunity, users often
need to transfer large amounts of data fromMiltics to other systens. However,
Multics performance in this area has been less than optimal and there clearly
exists a need to inprove the situation. Even within Project MAC there are users
who regularly ship files back and forth between Multics and other Project MAC
conput er systens. Recently the Canbridge Infornmation Systenms Laboratory (ClSL)
devel opnment Multics systemwas connected to the ARPA Network. This has

gener ated consi derabl e i nterest anong the nmenbers of the CSR (Conputer Systens
Research) and CISL groups in using the Miultics file transfer facility for tran-
sm ssion of Miultics systemtapes (MST) fromone Miltics systemto the other

At currently realizable data transfer rates, transnission of a typical MST,
(approximately 12 nmillion bits), takes about half an hour. The useful ness of
the present file transfer systemis severely limted by its | ow bandwi dth

One of the reasons for such a poor performance is the output buffering strategy
inthe Multics IMP DIM (I MP Device Interface Manager.) Wth the hope of making
a significant perfornmance inprovenent, we recently changed the | MP DI M buffer-
ing strategy. To assess the effects of this change an experinent was conducted
between the service machine (MT Miltics) and the devel opnment machi ne (Cl SL
Multics.) This nmeno reports the experinment and its results.

PROBLEM

Due to reasons that are of historical interest only, the output buffers in the
| MP DI M have been very small; each buffer can accommodate up to 940 bits only.
Wth the addition of a 72 bit | ong header, the resulting nessage has a nmaxi nmum
| ength of 1012 bits, which in the Network termnology is a single packet
message. Due to this buffer size limt, Miltics can transnit single packet
messages only, even though the network can accept up to 8096 bit | ong nessages.
This results in increased overhead in the set up time for transm ssion of |arge
nunber of bits.

An ol d version of the | MP-to-Host protocol requires that a host nmay not transnit
anot her message on a network connection unless a Request-for-Next-Mssage (RFNM
has been received in response to the previous nessage. Even though this
restriction has now been rel axed, the protocol does not specify any way to
recover fromtransm ssion errors that occur while nore than one RFNM i s pendi ng
on the sane connection. If the constraint of transmitting only one nessage at a
time is observed there is at | east sone potential for recovery in case of an
error. 8eing reliability conscious, Miltics observes the constraint inmposed by
the old protocol. Follow ng the old protocol introduces delays in the
transm ssi on of successive nessages on the sane link and therefore the overal
bandwi dt h per connection is reduced.
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SOLUTI ON

At | east one nethod of inproving the file transfer bandwi dth is obvious.

I ncreasing the size of IMP DIMoutput buffers will allow us to transmt
significantly | arger nessages<sl>s This will result in fewer RFNVMs and del ays and
i nproved bandwi dth. W have nade two assunptions here. The first assunption is
that the delay introduced by RFNVs does not increase with the size of the
nmessage. <s2>s Qur experience with the network tends to support this assunption.
The second assunption is that actual time taken to transnit a nessage increases,
at best, linearly with the size of nessage. This second assunption does not

hold for a heavily | oaded network. But for our purpose we may assune it to be
essentially correct.

There is another advantage in transnitting | arge nessages. For a given anount
of data, fewer nessages will be transmitted, fewer RFNMs will be read, and
therefore time spent in the channel driver prograns will be reduced. Since the
channel sits idle during at | east some of this time, the idle tine for the
channel will be reduced, resulting in inproved channel bandw dth.

EXPERI MENT

We changed the IMP DIMto inplenment two kinds of output buffers. One kind of
out put buffer is short and can hold single packet nessages only. The other kind
of buffer is, naturally enough, large and can hold the |argest nessage all owed
by the network. If the nunber of bits to be transmitted is low (this is nostly
the situation with interactive users,) a small buffer is chosen and if it is
|arge (for exanple, file transfers,) a large buffer is chosen

The new | M DIM was used in an experinental Miltics systemon the devel opnent
machi ne at ClSL. The service machine at MT had the old version. Large files
were transmtted fromthe devel opment systemto the service systemand the file
transfer rate was neasured in bits per second ( of real tine.) To get an
estinmate of gain in the perfornance, files were transnmtted fromthe service

<sl>s In one situation it nmay not be possible to transnmit |arge nessages. The
nunber of nessages and bits that a host can transnmit on a particul ar connection
must not exceed the nessage and bit allocation provided by the receiving host.
If a receiving host gives very small bit allocation, then the sendi ng host can
not transmt very large nessages. Since Miltics always gives out very large

al l ocations, there should be no problemin Miltics to Multics file transfers.

<s2>s It should be noted that the size of RFNMis fixed and does not change
with the size of nmessage



systemto the devel opnment systemand the old file transfer rate was neasured.
The sane file, approximately 2.5 mllion bits | ong, was used in both
experinents. The BYTE-SI ZE and MODE paraneters of the ARPANET File Transfer
protocol were set to 36 and "i mage" node respectively. This inplies that no
character conversion was perforned in the file transfer. The followi ng table
shows the results obtained:

Service to Devel opment Devel opnent to Service
(ol d systen) (new systen)

average file-
transfer rate 6,837 27,578
(bits per second)

The followi ng information regarding the environnment of the experinent is
supplied for the sake of conpleteness. At the tine of this experinment, the
service systemwas lightly | oaded (the system | oad varied between 30.0 and
35.0). The service systemconfiguration was 2 cpu’s and 384 K primary menory.
The devel opnent nmachi ne configuration was 1 cpu and 256 K of prinmary nenory.
The devel opnent systemload was linmted to the file transfer processes and the
initializer process. The MT Miltics is connected to the | MP nunber 44 (port 0)
by a rather short cable (approxinmately 100 feet long.) The CISL Multics is
connected to the | MP nunber 6 (port 0) by an approximately | 500 feet |ong cable.
8oth IMPs are in close physical proximty (approximtely 2000 feet,) and are
connected to each other by a 50 kilobits per second line. The results given
above show consi derable i nprovenent in the performance with the new | VP DI M

Since there is considerable interest in the Miltics devel opnent conmmunity in
using the file transfer facility for transmtting Miultics System Tapes between
the two systens, we are providing here an estinmate of tinme that would be taken
to transmit the current MST. MST 23.4-0A contains 334,231 words. Wen

mul tiplied by 36 (the word length in bits) this yields the total nunber of bits
to be approximately 12.5 million. Assunming a file transfer rate of 27,500 bits
per second, it will take approximately 7 m nutes and 30 seconds to transmt the
system 23. 4- OA.

In the experinent outlined above, there was only one file being transferred at
any given tine between the two systens. W conducted another experinent to get
an estimate of performance in the situation of nmultiple file transfers occurring
si mul t aneously. This experinent consisted of first two, and then three,

simul taneous file-transfers fromthe devel opnent systemto the service system
These file transfers were started by different processes logged in fromseparate
consol es. Because these file-transfers were started manually, we coul d not
obtain perfect sinultaneity and results obtained for the total bandwi dth are
essentially approximte. For two sinultaneous file transfers the total bit rate
was approxi mately 40,000 bits per second and bit rate for each file transfer was
approxi mately 20,000 bits per second. For three sinmultaneous file transfers,
total bit rate remmined at approxi mately 40,000 bits per second and bit rate for
i ndi vidual transfers was approxinmately 13,500 bits per second.



