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Abst ract

Layer 2 Virtual Private Networks (L2VPNs) based on Frane Relay or ATM
circuits have been around a long tine; nore recently, Ethernet VPNs,
including Virtual Private LAN Service, have becone popul ar

Tradi tional L2VPNs often required a separate Service Provider
infrastructure for each type and yet another for the Internet and IP
VPNs. | n addition, L2VPN provisioning was cunbersome. This docunent
presents a new approach to the problem of offering L2VPN services
where the L2VPN custoner’s experience is virtually identical to that
of fered by traditional L2VPNs, but such that a Service Provider can
mai ntain a single network for L2VPNs, | P VPNs, and the Internet, as
wel|l as a conmon provisioning nethodol ogy for all services.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc6624.
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1

I ntroduction

The earliest Virtual Private Networks (VPNs) were based on Layer 2
circuits: X 25, Frane Relay, and ATM (see [Kosiur]). More recently,
mul ti poi nt VPNs based on Ethernet Virtual Local Area Networks (VLANs)
and Virtual Private LAN Service (VPLS) [RFC4A761] [ RFC4762] have becone
quite popular. |In contrast, the VPNs described in this docunent are
poi nt-to-point, and usually called Virtual Private Wre Service
(VPW5). Al of these conme under the classification of Layer 2 VPNs
(L2VPNs), as the customer-to-Service-Provider hand-off is at Layer 2.

There are at least two factors that adversely affected the cost of
offering L2ZVPNs. The first is that the easiest way to offer an L2VPN
of a given type of Layer 2 was over an infrastructure of the sane
type. This approach required that the Service Provider build a
separate infrastructure for each Layer 2 encapsulation, e.g., an ATM
infrastructure for ATM VPNs, an Ethernet infrastructure for Ethernet
VPNs, etc. In addition, a separate infrastructure was needed for the
Internet and | P VPNs [ RFC4364], and possibly yet another for voice
services. Going down this path meant a proliferation of networks.

The other is that each of these networks had different provisioning
met hodol ogi es. Furthernore, the provisioning of an L2VPN was fairly
complex. It is inportant to distinguish between a single Layer 2
circuit, which connects two custoner sites, and a Layer 2 VPN, which
is a set of circuits that connect sites belonging to the sane
customer. The fact that two different circuits belonged to the sane
VPN was typically known only to the provisioning system not to the
switches offering the service; this conplicated the setting up, and
subsequently, the troubl eshooting, of an L2VPN. Al so, each switch
offering the service had to be provisioned with the address of every
other switch in the sane VPN, requiring, in the case of full-mesh VPN
connectivity, provisioning proportional to the square of the nunber
of sites. This made full-mesh L2VPN connectivity prohibitively
expensive for the Service Provider (SP) and thus al so for custoners.
Finally, even setting up an individual circuit often required the
provi sioning of every switch along the path.

O late, there has been nmuch progress in network "convergence"
whereby Layer 2 traffic, Internet traffic, and IP VPN traffic can be
carried over a single, consolidated network infrastructure based on

| P/ MPLS tunnels; this is made possi bl e by techniques such as those
described in [RFC4448], [RFC4618], [RFC4619], and [RFC4717] for Layer
2 traffic and in [RFC4364] for IP VPN traffic. This devel opnment goes
a long way toward addressing the problem of network proliferation.
Thi s docunent goes one step further and shows how a Service Provider
can offer Layer 2 VPNs using protocol and provisioning nethodol ogi es
simlar to that used for VPLS [ RFC4761] and | P VPNs [ RFC4364],
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t hereby achieving a significant degree of operational convergence as
well. In particular, all of these methodol ogies include the notion
of a VPN identifier that serves to unify conmponents of a given VPN
and the concept of auto-discovery, which sinplifies the provisioning
of dense VPN topol ogies (for exanple, a full mesh). |In addition
simlar techniques are used in all of the above-nentioned VPN
technol ogies to offer inter-AS and inter-provider VPNs (i.e., VPNs
whose sites are connected to nultiple Autononmous Systens (ASes) or
Service Providers).

Techni cal ly, the approach proposed here uses the concepts and
solution described in [ RFC4761], which describes a nethod for VPLS, a
particular formof a Layer 2 VPN. That docunent, in turn, borrowed
nmuch from [ RFC4364], including the use of BGP for auto-discovery and
"demul ti pl exor" (see bel ow) exchange and the concepts of Route

Di stinguishers to nmake VPN advertisenents uni que and Route Targets to
control VPN topology. 1In addition, all three docunents share the
idea that routers not directly connected to VPN custoners shoul d
carry no VPN state, restricting the provisioning of individua
connections to just the edge devices. This is achieved using tunnels
to carry the data, with a demultiplexor that identifies individua
VPN circuits. These tunnels could be based on MPLS, GRE, or any

ot her tunnel technology that offers a denultiplexing field; the
signaling of these tunnels is outside the scope of this docunent.

The specific approach taken here is to use an MPLS | abel as the
denul ti pl exor.

Layer 2 VPNs typically require that all sites in the VPN connect to
the SP with the same Layer 2 encapsulation. To ease this
restriction, this docunent proposes a limted formof Layer 2

i nterworking, by restricting the Layer 3 protocol to IP only (see
Section 4).

It may be instructive to conmpare the approach described in [ RFC4447]
and [ RFC6074] (these are the | ETF-approved technol ogies for the
functions described in this docunent, albeit using two separate
protocols) with the one described here. To conply with | ETF
standards, it is recommended that devices inplenenting the solution
described in this docunent also inplenment the approach in [ RFC4447]
and [ RFC6074].

The rest of this section discusses the relative nerits of Layer 2 and
Layer 3 VPNs. Section 2 describes the operation of a Layer 2 VPN
Section 3 describes PE informati on exchange. Section 4 describes |P-
only Layer 2 interworking. Section 5 describes how the L2 packets
are transported across the SP network.

Konmpel I a, et al. I nf or mat i onal [ Page 5]



RFC 6624

1

1

1

1

1

2.

BGP Aut o-Di scovery and Signaling for L2VPN May 2012

Ter m nol ogy

The terminology used is from[RFC4761] and [ RFC4364]; it is briefly
repeated here. A "custoner" is a custonmer of a Service Provider
seeking to interconnect their various "sites" (each an independent
network) at Layer 2 through the Service Provider’'s network, while
mai ntai ni ng privacy of communi cation and address space. The device
in a customer site that connects to a Service Provider router is
terned the CE (customer edge) device; this device may be a router or
a switch. The Service Provider router to which a CE connects is
terned a PE (provider edge). A router in the Service Provider’'s
network that doesn’t connect directly to any CEis terned P
("provider" device). Every pair of PEs is connected by a "tunnel"
within a tunnel, VPN data is distinguished by a "demultiplexor",
which in this docunent is an MPLS | abel

Each CE within a VPN is assigned a CE I D, a nunber that uniquely
identifies a CEwithin an L2VPN. More accurately, the CE ID
identifies a physical connection fromthe CE device to the PE, since
a CE may be connected to nultiple PEs (or multiply connected to a
PE); in such a case, the CE would have a CE ID for each connecti on.
A CE may al so be part of many L2VPNs; it would need one (or nore) CE
ID(s) for each L2VPN of which it is a nmenber. The nunber space for
CE IDs is scoped to a given VPN

In the case of inter-provider L2VPNs, there needs to be sone
coordi nation of allocation of CE IDs. One solution is to allocate
ranges for each SP. Oher solutions may be forthcom ng

Wthin each physical connection froma CE to a PE, there nmay be
multiple virtual circuits. These will be referred to as Attachnent
Crcuits (ACs), following [RFC3985]. Sinilarly, the entity that
connects two attachnent circuits across the Service Provider network
is called a pseudowire (PW.

1. Conventions Used in This Document

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Advant ages of Layer 2 VPNs

A Layer 2 VPN is one where a Service Provider provides Layer 2
connectivity to the customer. The Service Provider does not
participate in the custonmer’s Layer 3 network, especially in the
routing, resulting in several advantages to the SP as a whole and to
PE routers in particular.
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1.2.1. Separation of Adnministrative Responsibilities

In a Layer 2 VPN, the Service Provider is responsible for Layer 2
connectivity; the customer is responsible for Layer 3 connectivity,
whi ch includes routing. |If the custoner says that host x in site A
cannot reach host y in site B, the Service Provider need only
denonstrate that site Ais connected to site B. The details of how
routes for host y reach host x are the custonmer’s responsibility.

Anot her inportant factor is that once a PE provides Layer 2
connectivity to its connected CE, its job is done. A nisbehaving CE
can at worst flap its interface, but route flaps in the custoner
network have little effect on the SP network. On the other hand, a
m sbehaving CE in a Layer 3 VPN can flap its routes, leading to
instability of the PE router or even the entire SP network. Thus,
when offering a Layer 3 VPN, an SP shoul d proactively protect itself
fromLayer 3 instability in the CE network.

1.2.2. Mgrating from Traditional Layer 2 VPNs

Since "traditional" Layer 2 VPNs (i.e., real Franme Relay circuits
connecting sites) are indistinguishable fromtunnel-based VPNs from
the custonmer’s point of view, mgrating fromone to the other raises
few issues. Layer 3 VPNs, on the other hand, require a considerable
redesi gn of the customer’s Layer 3 routing architecture.

Furthermore, with Layer 3 VPNs, special care has to be taken that
routes within the traditional VPN are not preferred over the Layer 3
VPN routes (the so-called "backdoor routing" problem whose solution
requi res protocol changes that are sonmewhat ad hoc).

1.2.3. Privacy of Routing

In an L2VPN, the privacy of custoner routing is a natural fallout of
the fact that the Service Provider does not participate in routing.
The SP routers need not do anything special to keep customer routes
separate fromother custoners or fromthe Internet; there is no need
for per-VPN routing tables and the additional conplexity this inposes
on PE routers.

1.2.4. Layer 3 |Independence

Since the Service Provider sinply provides Layer 2 connectivity, the
custonmer can run any Layer 3 protocols they choose. |f the SP were
participating in customer routing, it would be vital that the
customer and SP both use the sanme Layer 3 protocol (s) and routing

pr ot ocol s.
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Note that IP-only Layer 2 interworking doesn’t have this benefit as
it restricts the Layer 3 to IP only.

5. PE Scaling

In the Layer 2 VPN schene described bel ow, each PE transnits a single
smal | chunk of information about every CE that the PE is connected to
every other PE. That neans that each PE need only nmaintain a single
chunk of information fromeach CE in each VPN and keep a single
"route" to every site in every VPN. This nmeans that both the
Forwar di ng I nformati on Base and the Routing Information Base scal e
well with the nunber of sites and nunber of VPNs. Furthernore, the
scaling properties are independent of the custoner: the only gernane
quantity is the total nunmber of VPN sites

This is to be contrasted with Layer 3 VPNs, where each CE in a VPN
may have an arbitrary nunber of routes that need to be carried by the
SP. This leads to two issues. First, both the information stored at
each PE and the nunber of routes installed by the PE for a CEin a
VPN can be (in principle) unbounded, which neans in practice that a
PE nust restrict itself to installing routes associated with the VPNs
of which it is currently a nenber. Second, a CE can send a |arge
nunber of routes to its PE, which neans that the PE nust protect
itself against such a condition. Thus, the SP nust enforce limts on
the nunber of routes accepted froma CE, this, in turn, requires the
PE router to offer such control

The scaling issues of Layer 3 VPNs cone into sharp focus at a BGP
route reflector (RR). An RR cannot keep all the advertised routes in
every VPN since the nunber of routes will be too large. The

foll owi ng sol utions/ extensions are needed to address this issue:

1. RRs could be partitioned so that each RR services a subset of
VPNs so that no single RR has to carry all the routes.

2. An RR could use a preconfigured Iist of Route Targets for its
i nbound route filtering. The RR may choose to perform Route
Target Filtering, described in [ RFC4684].

6. Ease of Configuration

Configuring traditional Layer 2 VPNs with dense topol ogies was a
burden prinarily because of the Q(n*n) nature of the task. |If there
are n CEs in a Frane Relay VPN, say full-mesh connected, n*(n-1)/2
DLCI (Data Link Connection lIdentifier) Permanent Virtual Circuits
(PVCs) nust be provisioned across the SP network. At each CE, (n-1)
DLCls must be configured to reach each of the other CEs.

Furthernmore, when a new CE is added, n new DLCI PVCs nust be
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provi si oned; al so, each existing CE nust be updated with a new DLC
to reach the new CE. Finally, each PVC requires state in every
transit switch.

In our proposal, PVCs are tunnel ed across the SP network. The
tunnel s used are provisioned i ndependently of the L2VPNs, using
signaling protocols (in the case of MPLS, LDP or RSVP - Traffic
Engi neering (RSVP-TE) can be used), or set up by configuration; the
nunber of tunnels is independent of the nunmber of L2VPNs. This
reduces a large part of the provisioning burden

Furt hernmore, we assunme that DLCls at the CE edge are relatively cheap
and that VPN |labels in the SP network are cheap. This allows the SP
to "overprovision" VPNs, for exanple, allocate 50 CEs to a VPN when
only 20 are needed. Wth this overprovisioning, adding a new CE to a
VPN requires configuring just the new CE and its associ ated PE;

exi sting CEs and their PEs need not be reconfigured. Note that if
DLCls at the CE edge are expensive, e.g., if these DLCls are

provi sioned across a switched network, one could provision them as
and when needed, at the expense of extra configuration. This need
not still result in extra state in the SP network, i.e., an
intelligent inplenmentation can all ow overprovisioning of the pool of
VPN | abel s.

1.3. Advantages of Layer 3 VPNs

Layer 3 VPNs ([RFC4364] in particular) offer a good solution when the
customer traffic is wholly I P, customer routing is reasonably sinple,
and the custonmer sites connect to the SP with a variety of Layer 2

t echnol ogi es.

1.3.1. Layer 2 Independence

One nmpjor restriction in a Layer 2 VPN is that the Layer 2 nedia with
whi ch the various sites of a single VPN connect to the SP nust be
uniform On the other hand, the various sites of a Layer 3 VPN can
connect to the SP with any supported nedia; for exanple, sone sites
may connect with Frane Relay circuits and others with Ethernet.

This restriction of Layer 2 VPN is alleviated by the I P-only Layer 2
i nterworking proposed in this docunment. This conmes at the cost of
| osing the Layer 3 independence.

A corollary to this is that the nunber of sites that can be in a
Layer 2 VPN is determined by the number of Layer 2 circuits that the
Layer 2 technol ogy provides. For exanple, if the Layer 2 technol ogy
is Frame Relay with 2-octet DLCls, a CE can at npbst connect to about
a thousand other CEs in a VPN
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1.3.2. SP Routing as Added Val ue

Anot her problemw th Layer 2 VPNs is that the CE router in a VPN nust
be able to deal with having N routing peers, where N is the nunber of
sites in the VPN. This can be alleviated by manipul ating the

topol ogy of the VPN. For exanple, a hub-and-spoke VPN architecture
means that only one CE router (the hub) need deal with N nei ghbors.
However, in a Layer 3 VPN, a CE router need only deal with one

nei ghbor, the PE router. Thus, the SP can offer Layer 3 VPNs as a
val ue- added service to its custoners

Moreover, with Layer 2 VPNs, it is up to a custoner to build and
operate the whole network. Wth Layer 3 VPNs, a custoner is just
responsi ble for building and operating routing within each site,
which is likely to be much sinpler than building and operating
routing for the whole VPN. That, in turn, makes Layer 3 VPNs nore
sui table for custonmers who don’t have sufficient routing expertise,
again allowing the SP to provi de added val ue.

As mentioned later, multicast routing and forwarding is another
val ue- added service that an SP can offer

1.3.3. ddass of Service

O ass-of -Service (CoS) issues have been addressed for Layer 3 VPNs.
Since the PE router has visibility into the network Layer (I1P), the
PE router can take on the tasks of CoS classification and routing.
This restriction on Layer 2 VPNs is again eased in the case of |P-
only Layer 2 interworking, as the PE router has visibility into the
network Layer (I1P)

1.4. Milticast Routing

There are two aspects to nmulticast routing that we will consider. On
the protocol front, supporting IP nulticast in a Layer 3 VPN requires
PE routers to participate in the nmulticast routing instance of the
custoner and thus keep sone related state information.

In the Layer 2 VPN case, the CE routers run native multicast routing
directly. The SP network just provides pipes to connect the CE
routers; PEs are unaware whether the CEs run nmulticast or not and
thus do not have to participate in nulticast protocols or keep

nmul ticast state information.

On the forwarding front, in a Layer 3 VPN, CE routers do not
replicate nulticast packets; thus, the CE-PE link carries only one
copy of a multicast packet. \Whether replication occurs at the

i ngress PE or sonmewhere within the SP network depends on the
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sophi stication of the Layer 3 VPN nmulticast solution. The sinple
solution where a PE replicates packets for each of its CEs nmay pl ace
consi derabl e burden on the PE. Mre conplex solutions may require
VPN mul ticast state in the SP network but may significantly reduce
the traffic in the SP network by del ayi ng packet replication unti
needed.

In a Layer 2 VPN, packet replication occurs at the CE. This has the
advant age of distributing the burden of replication among the CEs
rather than focusing it on the PE to which they are attached and thus
will scale better. However, the CE-PE link will need to carry

nmul tiple copies of nulticast packets. However, in the case of

Virtual Private LAN Service (a specific type of L2VPN, see

[ RFCA761]), the CE-PE link need transport only one copy of a
mul ti cast packet.

Thus, just as in the case of unicast routing, the SP has the choice
to offer a val ue-added service (nulticast routing and forwarding) at
some cost (multicast state and packet replication) using a Layer 3
VPN or to keep it sinple and use a Layer 2 VPN

2. Operation of a Layer 2 VPN

The followi ng sinple exanple of a custonmer with four sites connected
to three PE routers in a Service Provider network will hopefully
illustrate the various aspects of the operation of a Layer 2 VPN

For simplicity, we assune that a full-nmesh topology is desired.

In what follows, Frame Relay serves as the Layer 2 nedia, and each CE
has nultiple DLCls to its PE, each connecting to another CE in the
VPN. |If the Layer 2 nedia were ATM then each CE would have nultiple
VPIs/VCls (Virtual Path lIdentifiers/Virtual Channel ldentifiers) to
connect to other CEs. For Point-to-Point Protocol (PPP) and G sco

H gh- Level Data Link Control (HDLC), each CE would have multiple
physical interfaces to connect to other CEs. In the case of IP-only
Layer 2 interworking, each CE could have a nmix of one or nore of the
above Layer 2 nedia to connect to other CEs.

2.1. Network Topol ogy

Consi der a Service Provider network with edge routers PEO, PEl, and
PE2. Assune that PEO and PEl1 are | GP neighbors, and PE2 is nore than
one hop away from PEO

Suppose that a custonmer C has four sites SO, S1, S2, and S3, that C
wants to connect via the Service Provider’s network using Frame
Relay. Site SO has CEO and CEl both connected to PEO. Site S1 has
CE2 connected to PEO. Site S2 has CE3 connected to PEl and CE4
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connected to PE2. Site S3 has CE5 connected to PE2. (See Figure 1
bel ow.) Suppose further that C wants to "overprovision" each current
site, in expectation that the nunber of sites will growto at |east
10 in the near future. However, CE4 is only provisioned with nine
DLCls. (Note that the signaling mechani smdiscussed in Section 3.2
of [RFC4761] will allow a site to growin ternms of connectivity to
other sites at a later point of tine at the cost of additiona
signaling, i.e., overprovisioning is not a must but a
reconmendati on).

Fi nally, suppose that the CEs have been provisioned with DLClIs as per
the foll ow ng:

CE# | Provisioned DLCl s

| 100 through 109

| 200 through 209

| 100 through 109

| 200 through 209

| 107, 209, 265, 301, 414, 555, 654, 777, and 888
| 417 through 426
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Figure 1: Exanpl e Network Topol ogy
2.2. Configuration
The followi ng sub-sections detail the configuration that is needed to

provi sion the above VPN. For the purpose of exposition, we assume
that the custonmer will connect to the SP with Frane Relay circuits
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While we focus primarily on the configuration that an SP has to do,

we touch upon the configuration requirenents of CEs as well. The
mai n point of contact in CE-PE configuration is that both nust agree
on the DLCls that will be used on the interface connecting them

If the PE-CE connection is Frane Relay, it is recommended to run Link
Managenment Interface (LM) between the PE and CE. For the case of
ATM VCs, Operations, Administration, and Mai ntenance (OAM cells may
be used. For PPP and G sco HDLC, keepalives may be used directly

bet ween CEs; however, in this case, PEs would not have visibility as
to the liveness of custoners circuits.

In the case of IP-only Layer 2 interworking, if CELl, attached to PEO,
connects to CE3, attached to PEl, via an L2VPN circuit, the Layer 2
nmedi a between CE1 and PEO is independent of the Layer 2 media between
CE3 and PE1l. Each side will run its own Layer-2-specific link
managenent protocol, e.g., LM, Link Control Protocol (LCP), etc.

PEO will inform PEl about the status of its local circuit to CEl via
the circuit status vector TLV defined in Section 3.1. Sinilarly, PEl
will informPEO about the status of its local circuit to CE3

2.2.1. CE Configuration

Each CE that belongs to a VPN is given a "CE ID'. CE |IDs nust be
unique in the context of a VPN. For the exanple, we assune that the
CEID for CE-k is k.

Each CE is configured to communicate with its corresponding PE with
the set of DLCls given above, for exanple, CEO is configured with
DLCls 100 through 109. 1In general, a CEis configured with a list of
circuits, all with the sane Layer 2 encapsul ation type, e.g., DLCs,
VCl s, physical PPP interface, etc. (IP-only Layer 2 interworking
allows a m x of Layer 2 encapsulation types.) The size of this list/
set determ nes the nunber of rembte CEs with which a given CE can
communi cate. Denote the size of this list/set as the CEs range. A
CE' s range nust be at |east the nunber of renpte CEs that the CE will
connect to in a given VPN, if the range exceeds this, then the CEis
overprovisioned, in anticipation of growmh of the VPN

Each CE al so "knows" which DLCI connects it to every other CE. The
met hodol ogy followed in this exanple is to use the CE ID of the other
CE as an index into the DLCI list this CE has (with zero-based

i ndexing, i.e., O0is the first index). For exanple, CEO is connected
to CE3 through its fourth DLCI, 103; CE4 is connected to CE2 by the
third DLCl in its list, namely 265. This is just the mnethodol ogy
used in the description here; the actual nethodol ogy used to pick the
DLCl to be used is a local matter. The key factor is that CE-k may
conmuni cate with CE-musing a different DLCI fromthe DLCI that CE-m
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uses to conmunicate to CE-k, i.e., the SP network effectively acts as
a giant Frame Relay switch. This is very inportant, as it decouples
the DLCls used at each CE site, making for much sinpler provisioning.

2.2.2. PE Configuration

Each PE is configured with the VPNs in which it participates. Each

VPN i s associated with one or nore Route Target comrunities [ RFC4360]
that serve to define the topology of the VPN. For each VPN, the PE

nmust deternmine a Route Distinguisher (RD) to use; this may either be
configured or chosen by the PE. RDs do not have to be uni que across
the VPN. For each CE attached to the PE in a given VPN, the PE nust
know t he set of virtual circuits (DLCl, VCI/VPI, or VLAN connecting
it tothe CEand a CEID identifying the CEwithin the VPN. CE |IDs

nmust be unique in the context of a given VPN

2.2.3. Adding a New Site

The first step in adding a new site to a VPNis to pick a new CE |ID.
If all current menbers of the VPN are overprovisioned, i.e., their
range includes the new CE ID, adding the new site is a purely | ocal
task. Oherw se, the sites whose range doesn’t include the new CE ID
and that wi sh to communicate directly with the new CE nust have their
ranges increased by allocating additional |ocal circuits to

i ncorporate the new CE ID.

The next step is ensuring that the new site has the required
connectivity. This usually requires adding a new virtual circuit
between the PE and CE; in npbst cases, this configuration is linted
to the PE in question.

The rest of the configuration is a local nmatter between the new CE
and the PE to which it is attached. At this point, the PE can signal
to other PEs that it has a new site in the VPN by advertising a BGP
Layer 2 route, and traffic connectivity will be set up.

It bears repeating that the key to naking additions easy is

over provi sioning and the algorithmfor mapping a CEID to a DLCl that
is used for connecting to the corresponding CE. However, what is

bei ng overprovisioned is the nunber of DLClIs/VCls that connect the CE
to the PEE This is a local matter between the PE and CE;, it does not
af fect other PEs or CEs.
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2.

2.

2.

2.

2.

2.

4. Deleting a Site

Deleting a site consists first of renoving the CE ID of the site from
the configuration of the PE to which the site is attached. The PE
will then signal to other PEs that it no | onger has access to that
site by withdrawing its previously advertised BGP Layer 2 route.
Connectivity to the deleted site will cease

The next steps are bookkeepi ng: decommi ssioning the attachnent
circuit fromthe PE to the CE that corresponds to the site being
renoved and noting that the CEIDis now free for future allocation
Note that each PE is now (further) overprovisioned; one nmay choose to
actively "reap" CE IDs if desired.

5. Managi ng CE | D Mappi ngs

In the data plane, an attachment circuit, identified say by a DLCl
is mapped to a | abel via the control plane abstraction of a CE ID.
At the egress PE, the label is mapped back to an attachnment circuit
via the same CEID. It is up to the VPN admi nistrator

0 to provision attachnent circuits (e.g., DLOSs);
o to allocate CE | Ds; and

0 to keep a clear mapping of CE IDs to attachnent circuits (and
reflect this in PE configurations).

The PEs manage the nmappi ngs between attachnent circuits and | abels,
i.e., the data pl ane nmappi ngs.

Note that in the N-to-one nodes listed in Table 1, a single
attachnent circuit may correspond to several Layer 2 virtua
circuits. Nevertheless, there is a one-to-one mappi ng between an
attachnent circuit and a CE ID (and thus a | abel).

6. Managi ng Label Bl ocks

Label bl ocks and | abel values are nanaged by the PEs. As sites get
added and renoved, |abels are allocated and rel eased. The easiest
way to manage these is to use fixed-size |abel blocks rather than
vari abl e-si ze bl ocks, although the signaling described here supports
either. |If an inplenentation uses fixed-size blocks, then allocating
a label for a newsite may requiring allocating a new bl ock;
simlarly, freeing a label may require freeing a bl ock
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If the inplenentation requires fixed-size blocks, there is probably a
default block size, but the inplenentati on SHOULD al |l ow t he

adm nistrator to choose a size. Larger |abel block sizes mean nore
potential "wasted" |abels but |ess signaling overhead, a trade-off
that the adm nistrator m ght want to control

Al so, as sites get added and deleted, a PE may receive packets with a
| abel that reflects a site that has been deleted locally but not yet
processed by renote PEs or that reflects a new site added renptely
but not processed locally. In either of these cases, the PE SHOULD
silently discard the packet; it may choose to | og the event once for
each such | abel, but not for every such packet.

2.3. (Qperations, Admnistration, and Mii ntenance (OAM

Many Layer 2 nedi uns have OAM nechani snms. For exanple, the PPP has
Echo Request and Echo Reply nessages; Frane Relay has the Loca
Managenment Interface. Anong other things, OAMis used for

troubl eshooti ng and as keepal i ves.

There are two ways to carry QAMinformation across Layer 2 VPNs. The
first is to convey OAM packets as any other Layer 2 packets across
the VPN. This is the nost general nethod; it maintains full Layer 2
transparency and preserves all OAMinfornmation. The other nethod
applies only to the link Iiveness aspect of OAM it consists of
transmitting the status of each attachnment circuit across the contro
pl ane using the circuit status vector (Section 3.1). This nethod is
the only one applicable to Layer 2 Interworking VPNs (Section 4),
since OAM packets are not |P frames and thus cannot be transmtted
across such Layer 2 VPNs.

3. PE Information Exchange

When a PE is configured with all the required information for a CE

it advertises to other PEs the fact that it is participating in a VPN
via BGP nessages, as per [RFC4761], Section 3. BGP was chosen as the
means for exchanging L2VPN information for two reasons: it offers
nmechani sns for both auto-discovery and signaling, and it allows for
operational convergence, as explained in Section 1. A bonus for
using BGP is a robust inter-AS solution for L2VPNs.

There are two nodifications to the formatting of nessages. The first
is that the set of Encaps Types carried in the L2-info extended
community has been expanded to include those from Table 1. The val ue
of the Encaps Type field identifies the Layer 2 encapsul ation, e.g.
ATM Frane Rel ay, etc.
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| 42 (2) | E1 Nx64kbit/s with CAS using | RFC 5086
| | Structure-aware | |
| | | |
| 43 | DS1 (ESF) Nx64kbit/s with CAS using | RFC 5086
| | Structure-aware | |
| | | |
| 44 | DS1 (SF) Nx64kbit/s with CAS using | RFC 5086
| | Structure-aware | |
R oo e e e e e e e e e e e e e e e e e e e aaa - R +

Tabl e 1: Encaps Types

Note (1): Allocation of a separate code point for Encaps Type
elinmnates the need for Tine Division Miltiplexer (TDM payl oad size.

Note (2): Having separate code points for Encaps Types 42-44 all ows
specifying the trunk framing (i.e., E1, T1 ESF, or T1 SF) with
Channel Associated Signaling (CAS).

The second is the introduction of TLVs (Type-Length-Value triplets)
in the VPLS NLRI (Network Layer Reachability Information). L2VPN
TLVs can be added to extend the information carried in the NLR
using the format shown in Figure 2. In L2VPN TLVs, Type is 1 octet,
and Length is 2 octets and represents the size of the Value field in
bits. L2VPN TLVs, if present, occur as the |ast el enent of a VPLS
NLRI. The length of the NLRI includes the total Iength of the TLVs,
i ncluding their headers.

0 1 2 3
01234567890123456789012345678901
T T i e i i e T e b s S S SN S

| Type | Length | Val ue

i T e i i S e e R e i s s S R TR R R SR
| Value (continued, if needed) ...

B T e o i S I i i S S N iy St S I S S

Figure 2: Format of TLVs
3.1. Circuit Status Vector

This sub-TLV carries the status of an L2VPN PVC between a pair of
PEs. Note that an L2VPN PVC is bidirectional, conposed of two

si mpl ex connections going in opposite directions. A sinplex
connection consists of three segnents: 1) the |ocal access circuit
between the source CE and the ingress PE, 2) the tunnel Labe

Swi tched Path (LSP) between the ingress and egress PEs, and 3) the
access circuit between the egress PE and the destination CE

Konmpel I a, et al. I nf or mat i onal [ Page 19]



RFC 6624 BGP Aut o-Di scovery and Signaling for L2VPN May 2012

To nonitor the status of a PVC, a PE needs to nonitor the status of
bot h sinplex connections. Since it knows the status of its access
circuit and the status of the tunnel towards the renote PE, it can
informthe renmote PE of these two. Simlarly, the renote PE can
informthe status of its access circuit to its |local CE and the
status of the tunnel to the first PE. Conbining the |local and the
renote information, a PE can deternmi ne the status of a PVC

The basic unit of advertisenent in L2VPN for a given CE is a | abel

bl ock. Each | abel within a | abel block corresponds to a PVC on the
CE. The local status information for all PVCs corresponding to a

| abel block is advertised along with the NLRI for the |abel block
using the status vector TLV. The Type field of this TLVis 1. The
Length field of the TLV specifies the length of the value field in
bits. The Value field of this TLV is a bit-vector, each bit of which
i ndi cates the status of the PVC associated with the correspondi ng

| abel in the | abel block. Bit value 0 corresponds to the PVC
associated with the first label in the | abel block and indicates that
the local circuit and the tunnel LSP to the renote PE is up, while a
value of 1 indicates that either or both of themare down. The Val ue
field is padded to the nearest octet boundary.

A PE can determne the status of a PVC fromone of its CEs to a
renote CE as follows. Say PE A has CEn in VPN X, and PE A gets an
advertisenent fromPE B for renbte CE malso in VPN X; this

adverti senent includes a | abel block and a circuit status vector. To
deternmine which label to use for CE m PE A nust determ ne the index
corresponding to CE min the |abel block that PE B advertised. The
status of the PVC between CE n and CE m can be obtai ned by | ooking at
the bit in the circuit status vector corresponding to this index.

tmmmmmm e o e e e e e aeaaaa +
| TLV Type | Descri ption

[ TS B +
| 1 | Grcuit Status Vector |
[ R oo e e e e e e oo oo - +

Table 2: TLV Types
3.2. Ceneralizing the VPN Topol ogy
In the above, we assuned for sinplicity that the VPN was a full nesh.

To allow for nore general VPN topol ogi es, a nmechani sm based on
filtering of BGP extended comunities can be used.
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4.

Layer 2 Interworking

As defined so far in this docunent, all CE-PE connections for a given
Layer 2 VPN nust use the same Layer 2 encapsul ation, e.g., they nust
all be Frame Relay. This is often a burdensone restriction. One
answer is to use an existing Layer 2 interworking nmechanism for
exanpl e, Frane Rel ay- ATM i nt er wor ki ng.

In this docunent, we take a different approach: we postulate that the
network Layer is |IP and base Layer 2 interworking on that. Thus, one
can choose between pure Layer 2 VPNs, with a stringent Layer 2
restriction but with Layer 3 independence, or Layer 2 interworking
VPNs, where there is no restriction on Layer 2, but Layer 3 nust be
IP. O course, a PE nay choose to inplenent Frame Rel ay- ATM

i nterworking. For exanple, an ATM Layer 2 VPN coul d have some CEs
connect via Frame Relay links, if their PE could translate Frame
Relay to ATMtransparently to the rest of the VPN This would be
private to the CE-PE connection, and such a course is outside the
scope of this docunent.

For Layer 2 interworking as defined here, when an | P packet arrives
at a PE, its Layer 2 address is noted, then all Layer 2 overhead is
stripped, leaving just the IP packet. Next, a VPN |abel is added,
and the packet is encapsulated in the PE-PE tunnel (as required by
the tunnel technology). Finally, the packet is forwarded. Note that
the forwarding decision is nmade on the basis of the Layer 2
information, not the IP header. At the egress, the VPN | abe

determ nes to which CE the packet nust be sent and over which virtua
circuit; fromthis, the egress PE can also determ ne the Layer 2
encapsul ati on to place on the packet once the VPN | abel is stripped.

An added benefit of restricting interworking to IP only as the Layer
3 technology is that the provider’s network can provide IP Diffserv
or any other |P-based QoS nmechanismto the L2VPN custoner. The

i ngress PE can set up | P/ TCP/ UDP-based classifiers to do Diffserv
mar ki ng and ot her functions |ike policing and shaping on the L2
circuits of the VPN custonmer. Note the division of |abor: the CE
determ nes the destination CE and encodes that in the Layer 2
address. The ingress PE thus deternines the egress PE and VPN | abe
based on the Layer 2 address supplied by the CE, but the ingress PE
can choose the tunnel to reach the egress PE (in the case that there
are different tunnels for each CoS/Diffserv code point) or the CoS
bits to place in the tunnel (in the case where a single tunne
carries multiple CoS/Diffserv code points) based on its own
classification of the packet.
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5. Packet Transport

Wien a packet arrives at a PE froma CE in a Layer 2 VPN, the Layer 2
address of the packet identifies to which renote attachment circuit
(and thus renote CE) the packet is destined. The procedure outlined
above installs a route that maps the Layer 2 address to a tunne
(which identifies the PE to which the destination CE is attached) and
a VPN | abel (which identifies the destination AC). If the egress PE
is the same as the ingress PE, no tunnel or VPN | abel is needed.

The packet may then be nodi fied (depending on the Layer 2

encapsul ation). In case of IP-only Layer 2 interworking, the Layer 2
header is conpletely stripped off up to the IP header. Then, a VPN

| abel and tunnel encapsul ation are added as specified by the route
descri bed above, and the packet is sent to the egress PE

If the egress PE is the sane as the ingress, the packet "arrives"
with no labels. Oherw se, the packet arrives with the VPN | abel
which is used to deternine which CEis the destination CE. The
packet is restored to a fully forned Layer 2 packet and then sent to
the CE.

5.1. Layer 2 MIU

This docunent requires that the Layer 2 MIU configured on all the
access circuits connecting CEs to PEs in an L2VPN be the sane. This
can be ensured by passing the configured Layer 2 MIU in the Layer2-

i nfo extended community when advertising L2VPN | abel bl ocks. On
receiving an L2VPN | abel block fromrenote PEs in a VPN, the MIU
value carried in the Layer2-info extended community shoul d be
conpar ed agai nst the configured value for the VPN. |f they don't
mat ch, then the | abel block shoul d be ignored.

The MIU on the Layer 2 access |inks MJST be chosen such that the size
of the L2 frames plus the L2VPN header does not exceed the MIU of the
SP network. Layer 2 franes that exceed the MIU after encapsul ation
MUST be dropped. For the case of IP-only Layer 2 interworking, the

I P MU on the Layer 2 access |link nmust be chosen such that the size
of the I P packet and the L2VPN header does not exceed the MIU of the
SP net wor k.

5.2. Layer 2 Frane For nmat

The nodification to the Layer 2 frane depends on the Layer 2 type.
Thi s docunent requires that the encapsul ati on nmet hods used in
transporting Layer 2 franes over tunnels be the sane as described in
[ RFC4448], [RFC4618], [RFC4619], and [RFCA717], except in the case of
| P-only Layer 2 Interworking, which is described next.
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5.3. IP-Only Layer 2 Interworking

| PSN Transport | VPN | I P | VPN | abel is the
| Header | Label | Packet | demul tiplexing field

Figure 3: Format of IP-Only Layer 2 Interworking Packet

At the ingress PE, an L2 frame’s L2 header is conpletely stripped off
and is carried over as an | P packet within the SP network (Figure 3).
The forwarding decision is still based on the L2 address of the
incomng L2 frane. At the egress PE, the |IP packet is encapsul ated
back in an L2 frane and transported over to the destination CE. The
forwardi ng decision at the egress PE is based on the VPN | abel as
before. The L2 technol ogy between egress PE and CE is independent of
the L2 technol ogy between ingress PE and CE

6. Security Considerations

RFC 4761 [ RFC4A761], on which this docunment is based, has a detailed
di scussion of security considerations. As in RFC 4761, the focus
here is the privacy of custoner VPN data (as opposed to
confidentiality, integrity, or authentication of said data); to
achieve the latter, one can use the nethods suggested in RFC 4761.
The techni ques described in RFC 4761 for securing the control plane
and protecting the forwarding path apply equally to L2VPNs, as do the
remarks regarding nulti-AS operation. The mitigation strategies and
the anal ogies with RFC 4364 [ RFC4364] al so apply here.

RFC 4761 perhaps shoul d have di scussed Deni al - of - Servi ce attacks
based on the fact that VPLS PEs have to | earn Media Access Contro
(MAC) addresses and replicate packets (for flooding and multicast).
However, those considerations don’t apply here, as neither of those
actions are required of PEs inplenenting the procedures in this
docunent .

7. | ANA Consi derations

| ANA has created two new registries: the first is for the one-octet
Encaps Type field of the L2-info extended community. The nane of the
registry is "BGP Layer 2 Encapsul ation Types"; the val ues al ready

all ocated are in Table 1 of Section 3. The allocation policy for new
entries up to and including value 127 is "Expert Review' [RFC5226].
The allocation policy for values 128 through 251 is "First Cone First
Served". The values from 252 through 255 are for "Experinmental Use".
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10.

10.

The second registry is for the one-octet Type field of the TLVs of
the VPLS NLRI. The nane of the registry is "BG L2 TLV Types"; the
sole allocated value is in Table 2 of Section 3. The allocation
policy for new entries up to and including value 127 is "Expert
Review'. The allocation policy for values 128 through 251 is "First
Conme First Served". The values from 252 through 255 are for
"Experinental Use".
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