I nt ernet Engi neering Task Force (I ETF) J. Abl ey

Request for Comments: 6629 | CANN
Cat egory: | nformational M Bagnul o
| SSN: 2070-1721 A. Garcia-Mrtinez
UC3M

June 2012

Consi derations on the Application of the
Level 3 Multihom ng Shim Protocol for |Pv6 (Shinb)

Abst ract

Thi s docunent di scusses some considerations on the applicability of
the level 3 multihom ng Shim protocol for |IPv6 (Shinb)

and associ ated support protocols and nechanisns to provide site

mul ti hom ng capabilities in |Pv6.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for infornational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any
errata, and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6629

Copyright Notice

Copyright (c) 2012 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.

Abl ey, et al. I nf or mat i onal [ Page 1]



RFC 6629 Shi 6 Applicability Considerations June 2012

Tabl e
1

2.
3.

Abl ey,

of Contents
Introducti On ... ... 3
Depl oyment SCeNari 0S ... .. ...t 4
Addresses and Shinmb ... ... ... ... 6
3.1. Protocol Version (IPv4d vs. IPVvB) ........ .. .. ... ... .. ....... 6
3.2. Prefix Lengths ... ... ... e 7
3.3. Address Ceneration and Configuration ....................... 7
3.4. Use of CGA vs. HBA . ... . 7
Shimé in Miltihomed Nodes ....... ... . . . . . i 8
Shinmb Capabilities ... ... .. 10
5.1. Fault Tolerance ......... .. 10
5.1. 1. Establishing Comruni cations After an Qutage ........ 10
5.1.2. Short-Lived and Long-Lived Comrunications .......... 11
5.2. Load Balancing ........... . 11
5.3. Traffic Engineering ........ ... 12
Application Considerati Ons ......... .. ... 12
Interaction with Gther Protocols and Mechanisns ................ 13
7.1. Shinmb and Mobile IPV6 ... .. .. . . . . 13
7.1.1. Multihoned Honme Network ................... ... ...... 14
7.1.2. Shinmt Between the HA and the MN .................... 16
7.2, Shinmb and SEND ... ...t e 16
7.3. ShinmB, SCTP and MPTCP .. ... ..t e 17
7.4, Shinmb and NEMO . ... ... 18
7.5. Shinmb and HI P .. ... 18
7.6. Shinme and Firewal | s ........ . ... . . . 19
7.7. Shinmb and NPTVG . ... . e e 20
Security Considerati ONS . ... ... .. e 23
8.1. Privacy Considerations ........... ... ... 24
CoNt ri bUt Or S ..o 24
ACKNOW edgemBNt S .. ... e 24
Ref er ences ... . 25
11.1. Normative References ........ ... . . . . .. 25
11. 2. Informative References ....... ... . . . . . . . . i, 26
et al. I nf or mat i onal [ Page 2]



RFC 6629 Shi 6 Applicability Considerations June 2012

1

I ntroduction

Site multihonming is an arrangenent by which a site nay use nultiple
paths to the rest of the Internet to provide better reliability for
traffic passing in and out of the site than would be possible with a
single path. Sonme of the notivations for operators to nultihone
their network are described in [ RFC3582].

In IPv4, site multihonming is achieved by injecting the additiona
state required to allow session resilience over re-hom ng events

[ RFC4116] into the global Internet routing system (sonetines referred
to as the Default-Free Zone, or DFZ). There is concern that this
approach will not scale [ RFC3221] [ RFC4984].

Site multihonming in | Pv6 can be achieved as in |IPv4, thus facing
simlar scalability concerns. However, |Pv6' s |arge address space
enables a different solution for site nultihomng in IPv6: to assign
nmul ti pl e addresses to each host, one or nore from each provider
Deploying site nmultihonming in this way does not inpact the routing
system So such a site nultihoning strategy may be extended to a

| arge number of sites, and may be applied to snall sites that would
not be eligible for site nultihom ng based on the injection of routes
to Provider |Independent (Pl) prefixes. A drawback of this

mul ti hom ng approach is that it does not provide transport-I|ayer
stability across re-honing events.

Shinb provides | ayer-3 support for nmaking re-honming events
transparent to the transport |ayer by nmeans of a shimapproach. Once
a Shinmb session has been established, the failure detection mechani sm
defined for Shint allows finding new, valid | ocator conbinations in
case of failure and using these locators to continue the

communi cation. However, Shint does not provide failure protection to
t he conmuni cation establishment, so if a host within a nultihoned
site attenpts to establish a communication with a renmote host and

sel ects an address that corresponds to a failed transit path, the
communication will fail. State information relating to the

mul ti hom ng of two endpoi nts exchangi ng unicast traffic is retained
on the endpoints thenselves, rather than in the network.

Communi cati ons bet ween Shi n6- capabl e hosts and Shi n6-i ncapabl e hosts
proceed as normal, but without the benefit of transport-Iayer
stability. The Shinb approach is thought to have better scaling
properties with respect to the state held in the DFZ than the P
approach. |In order to successfully deploy Shinb in a nultihoned
site, additional nechanisns may be required to solve issues, such as
sel ecting the source address appropriate to the destination and to

t he outgoing provider, or to allow the network manager to perform
traffic engineering. Such problens are not specific to Shinb, but
are relevant to the hosts of any site that is connected to nultiple
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transit providers, and that receives an |IPv6 prefix fromeach of the
providers [ RFC5220]. Sone of these nmechani snms are not defined today.
However, note that once a Shinb session has been established, Shinb
reduces the inpact of these problens, because if a working path
exists, Shinb will find it.

This note describes the applicability of the Level 3 nultihom ng
(hereafter Shinmg) protocol defined in [ RFC5533] and the failure
detection nechani sns defined in [ RFC5534].

The term nol ogy used in this docunment, including ternms |ike |ocator
and Upper-Layer ldentifier (ULID), is defined in [ RFC5533].

2. Depl oynent Scenarios

The goal of the Shinb protocol is to support locator agility in

est abl i shed conmmuni cations; different |ayer-3 endpoint addresses may
be used to exchange packets belonging to the sanme transport-I|ayer
session, all the tine presenting a consistent identifier pair to
upper -1l ayer protocols.

In order to be useful, the Shint protocol requires that at |east one
of the peers have nore than one address that could be used on the
wire (as locators). In the event of communications failure between
an active pair of addresses, the Shint protocol attenpts to
reestabli sh comunication by trying different conbinations of

| ocat ors.

VWhil e other multi-addressing scenarios are not precluded, the
scenario in which the Shinb protocol is expected to operate is that
of a nmultihoned site that is connected to multiple transit providers,
and that receives an | Pv6 prefix fromeach of them This
configuration is intended to provide protection for the end-site in
the event of a failure in some subset of the available transit
providers, without requiring the end-site to acquire Pl address space
or requiring any particul ar cooperation between the transit

provi ders.
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| Rest of the Internet Fommm - b Renmote Host R |
L__+ ___________ o o e e e e meo o +__| b e e e e e e e e ’
| | | LR{1] ... LRImM
!___+____- !___+____- !____+___-
| ISP[1] | | ISP[2] | ...... | 1SP[n] |
SR SR a4 - -
| | |
R I o e oo +-- -,
| Miulti-Honed Site S assigned |
| prefixes P[1], P[2], ..., P[n] |
| |
|, -------- . L[1] = P[1):iid[1], |
| | Host H| L[2] = P[2]:iid[2], |
| - " L[n] = P[n]:iid[n] |
Figure 1
In the scenario illustrated in Figure 1, host H conmunicates with

sonme renote host R Each of the addresses L[i] configured on host H
in the nultihomed site S can be reached through provider ISP[i] only,
since ISP[i] is solely responsible for advertising a covering prefix
for P[i] to the rest of the Internet.

The use of locator L[i] on H hence causes inbound traffic towards H
to be routed through ISP[i]. Changing the locator fromL[i] to L[j]
will have the effect of re-routing inbound traffic to HfromI|SP[i]
to ISP[j]. This is the central nechani sm by which the Shinb protoco
ains to provide multihom ng functionality: by changing | ocators, host
H can change the upstream | SP used to route inbound packets towards
itself. Regarding the outbound traffic to H, the path taken in this
case depends on both the actual locator LRj] used for R and the
adm nistrative exit selection policy of site S. As discussed in
Section 4, the site should deliver outgoing packets that have a
source address derived fromthe prefix of ISP[i] to that particular
provider, in order to prevent those packets frombeing filtered due
to ingress filtering [ RFC2827] being applied by the providers. It is
worth noting that in a scenario such as the one depicted in Figure 1
the paths followed by inbound and outbound traffic are determined, to
a large extent, by the locators in use for the communication. This
is not a particular issue of Shin6, but it is comobn to any

depl oynent in which hosts are configured with addresses received from
different providers. Traffic Engineering in such sites will likely

i nvol ve proper configuration of address selection policies in the
hosts, by neans of mechani sms such as the ones di scussed in Section
4.

Abl ey, et al. I nf or mat i onal [ Page 5]



RFC 6629 Shi 6 Applicability Considerations June 2012

3.

3.

The Shinb protocol has other potential applications beyond site

mul ti homi ng. For exanple, since Shinb is a host-based protocol, it
can al so be used to support host nultihoming. |In this case, a
failure in comruni cati on between a nulti honed host and sone ot her
renote host mght be repaired by selecting a | ocator associated with
a different interface.

To allow nodes to benefit fromthe capabilities provided by Shinb,

(di scussed in Section 5) such as fault tol erance, nodes should be
configured to initiate a Shinb session with any peer node if they
have nmultiple locators to use. Note that this configuration can be
perforned transparently to the applications, in the sense that
applications do not need to be aware of the Shint functionality
provided by the node; in particular, nodes are not forced to use the
Shinb APl [ RFC6316] to benefit from Shinbs. The Shinb session should
be created after the two nodes have been comuni cating for sone ting,
i.e., using the deferred context establishment facility provided by
Shinm. Oherw se, the cost of the Shinb 4-way handshake used for
establishing the session nay exceed the benefits provided for short-
lived conmuni cations (see Section 5.1.2). Mre advanced node
configuration may involve configuring different delays for initiating
the session for different applications, for exanple, based on a per-
port configuration. Nodes being able to use a single |ocator for the
conmmuni cati on should not initiate the creation of a Shinb context,

but should participate if another node initiates it. Note that

Shi n6- awar e applications can override this behavior by means of the
Shimé APl [ RFC6316] .

Addr esses and Shi nb
1. Protocol Version (IPv4d vs. |Pv6)

The Shinmbe protocol is defined only for IPv6. Wile some Shinb-like
approaches have been suggested to support |Pv4 addresses as a | ocator
[SHI M6-ESD], it is not clear if such extensions are feasible.

The Shinb protocol, as specified for |Pv6, incorporates cryptographic
el ements in the construction of locators (see [ RFC3972] and

[ RFC5535]). Since |IPv4 addresses are insufficiently large to contain
addresses constructed in this fashion, direct use of Shinb with | Pv4
addresses i s not possible.

In addition, there are other factors to take into account when

consi dering the support of IPv4 addresses, in particular, |Pv4

|l ocators. Using nmultiple IPv4 addresses in a single host in order to
support the Shinmb style of nultihomng would result in an increased

| Pv4 address consunption, which would be problematic considering that
the 1 Pv4 address space has been exhausted. Besides, Shint nmay
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experience additional problens if |ocators becone translated on the
wire. Address translation is nore likely to involve |IPv4 addresses.
| Pv4 addresses can be translated to other |1Pv4 addresses (for
exanple, a private |Pv4 address into a public |IPv4 address and vice
versa) or to/fromI|Pv6 addresses (for exanple, as defined by NAT64

[ RFC6146]). Wen address translation occurs, a |ocator exchanged by
Shinb could be different fromthe address needed to reach the
correspondi ng host, either because the translated version of the

| ocat or exchanged by Shin6é is not known or because the translation
state no longer exists in the translator device. Besides, the
translated | ocators will not be verifiable with the current
Cryptographically Generated Address (CGA) and Hash-Based Address
(HBA) verification nechani snms, which protect the |ocators as seen by
t he node for which they are configured.

3.2. Prefix Lengths

The Shinb protocol does not assune that all the prefixes assigned to
the multi honed site have the sane prefix length

However, the use of CGA [ RFC3972] and HBA [ RFC5535] invol ves encodi ng
information in the lower 64 bits of the locators. This inposes the
requirenent that all interface addresses should be able to
acconmodate 64-bit interface identifiers on Shin6-capabl e hosts.

Note that this is inposed by RFC 4291 [ RFC4291].

3.3. Address Ceneration and Configuration

The security of the Shin6é protocol is based on the use of CGA and HBA
addr esses.

The CGA and HBA generation process can use the information provided
by the statel ess auto-configuration nechani smdefined in [ RFC4862]
with the additional considerations presented in [RFC3972] and

[ RFC5535] .

Stateful address auto-configuration using DHCP [ RFC3315] is not
currently supported, because there is no defined nechanismto convey
the CGA Paranmeter Data Structure and other relevant information from
the DHCP server to the host. An analysis of the possible

i nteracti ons between DHCPv6 and CGA can be found in [ DHCPv6- CGA .

3.4. Use of CGA vs. HBA

The choi ce between CGA and HBA is a trade-off between flexibility and
per f or mance.
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The use of HBA is nore efficient in the sense that addresses require
| ess conputation than CGA, involving only hash operations for both
the generation and the verification of locator sets. However, the

| ocators of an HBA set are determ ned during the generation process
and cannot be subsequently changed; the addition of new |ocators to
that initial set is not supported. Therefore, a node using an HBA as
a ULID for a Shinb session can only use the | ocators associated to
that HBA for the considered Shint session. |f the node wants to use
a new set of locators, it has to generate a new HBA including the
prefixes of the new locators (which will result with very high
probability in different addresses to those of the previous set).
New sessions initiated with a ULID belonging to the new HBA address
set could use the new | ocators.

The use of CGA is nore conputationally expensive, involving public-
key cryptography in the verification of |locator sets. However, CGAs
are nore flexible in the sense that they support the dynamc

nodi fication of |ocator sets.

Therefore, CGAs are well suited to support dynam ¢ environnents such
as nobil e hosts, where the |ocator set nust be changed frequently.
HBAs are better suited for sites where the prefix set remains
relatively stable.

It should be noted that since HBAs are defined as a CGA extension, it
is possible to generate an address that incorporates the strengths of
both HBA and CGA, i.e., that a single address can be used as an HBA,
enabl i ng conmputationally-cheap validation anongst a fixed set of
addresses, and al so as a CGA, enabling dynam c mani pul ati on of the

| ocator set. For additional details, see [RFC5535].

4. Shinmb in Miltihomed Nodes
Shim6é nmul ti homed nodes are likely to experience problens related to
the attachnent to different provision donmains. Note that these
probl ens are not specific to Shint. [RFC6418] discusses the problens
associated with nodes with nultiple interfaces, which nmay involve
difficulties in
o managi ng the configuration associated with different providers.

o finding the appropriate DNS server to resolve a query and to natch
DNS answers to providers.

0 routing the packets to the right provider

0 selecting the source address appropriate to the destination and to
t he out goi ng provider
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o perform ng sessi on nanagenent appropriately.

Some of these problens may also arise in single-interface hosts
connected to multiple networks, for exanple, in configurations in
whi ch a custoner network receives nultiple Provider Aggregatable
prefixes. These problens are relevant to other solutions supporting
mul ti hom ng, such as Stream Control Transm ssion Protocol (SCTP)

[ RFC4960], Multipath TCP (MPTCP) [ RFC6182], or Host ldentity Protoco
(H P) [RFC4423]. Note also that single-homed nodes inplenenting
Shinmé to inprove communi cations with other nodes having nultiple
addresses will not experience these problens.

The conpatibility of Shinb with configurations or nechanisns

devel oped to solve any multihonming problemhas to be carefully

consi dered on a case-by-case basis. However, the interaction of
Shimé with some of the solutions discussed in [I Pv6NAT] is conmented
on in the next paragraphs.

In order to configure source and destination address selection, tools
such as DHCPv6 can be used to dissem nate an [ RFC3484] policy table
to a host [6MAN]. The inpact to Shinmé using this solution, which

di ssem nates the policy table to the hosts, is the follow ng: Shing
selects the ULID pair to use in comunication according to the
mechani sm described in [RFC3484]. In case different locator pairs
need to be explored, nodes also use the rules defined by [ RFC3484] to
identify valid pairs, and to establish an order anong them as
described in [ RFC5534].

When a | ocator has been selected by a host to be used as the source
address for a Shinmb session, Shinmb has no neans to enforce an
appropriate path for that source address in either the host or the
network. For |Pv6 nodes, the next-hop router to use for a given set
of destinations can be configured through Extensions to Router
Advertisenments, through Default Router Preference and More-Specific
Rout es [ RFC4191], the use of a DHCPv6 option, or the use of a routing
protocol. It is also possible to rely on routers that consider
source addresses in their forwarding decisions in addition to the
usual destination-based forwarding. Al these solutions are

conpati ble with Shinb operation. Note that an inproper matching of
source address and egress provider may result in packets being
dropped if the provider perforns ingress filtering [ RFC2827], i.e.
droppi ng packets that conme from custoner networks w th source
addresses not belonging to the prefix assigned to themto prevent
addr ess spoofi ng.
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5.

5.

5.

For some particular configurations, i.e., for a walled-garden or

cl osed service, the node nay need to identify the nost appropriate
DNS server to resolve a particular query. For an analysis of this
problem the reader is referred to [IPv6NAT].

Finally, note that Shin6 is built to handl e comuni cation problens,
so it may recover fromthe msconfiguration (or |ack) of sone of the
nmechani sns used to handl e the aforenentioned problens. For exanple,
if any notification is received fromthe router dropping the packets
with legitimte source addresses as a result of ingress filtering,
the affected | ocator could be associated with a | ow preference (or
not be used at all). But even if such a notification is not

recei ved, or not processed by the Shint |ayer, the defective source
address or next-hop selection will be treated as a comuni cati on
failure. Therefore, Shinb re-homing could finally select a working
path in which packets are not filtered, if this path exists. This
behavior results fromthe powerful end-to-end resilience properties
exhi bited by the REAchability Protocol (REAP) [RFC5534].

Shinb Capabilities
1. Fault Tol erance
1.1. Establishing Conmunications After an Qutage
If a host within a nmultihoned site attenpts to establish a

conmuni cation with a renote host and selects a | ocator that
corresponds to a failed transit path, bidirectional conmunication

between the two hosts will not succeed. |In order to establish a new
conmuni cation, the initiating host nust try different conbinations of
(source, destination) locator pairs until it finds a pair that works.

The mechanism for this default address selection is described in

[ RFC3484]. As a result of the use of this nechanism sone failures
may not be recovered, even if a valid alternative path exists between
two conmuni cating hosts. For exanple, assuming a failure in |ISP[1]
(see Figure 1), and host Hinitiating a conmunication with host R
the source address selection algorithmdescribed in [ RFC3484] nay
result in the selection of the source address corresponding to |SP[1]
for every destination address being tried by the application

However, note that if Ris the node initiating the conmrmunication, it
will find a valid path provided that the application at Rtries every
avai | abl e address for H.

Since a Shinb context is normally established between two hosts only
after initial comunication has been set up, there is no opportunity
for Shinmb to participate in the discovery of a suitable, initial
(source, destination) locator pair. The sane consideration holds for
referrals, as described in Section 6.
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5.1.2. Short-Lived and Long-Lived Comuni cations

The Shinmbt context establishnent operation requires a 4-way packet
exchange, and invol ves sone overhead on the participating hosts in
menory and CPU.

For short-1lived conmmuni cati ons between two hosts, the benefit of
establishing a Shinb context mght not exceed the cost, perhaps
because the protocols concerned are fault tolerant and can arrange
their own recovery (e.g., DNS) or because the frequency of re-honing
events is sufficiently low that the probability of such a failure
occurring during a short-lived exchange is not considered
significant.

It is anticipated that the exchange of Shinb context will provide the
nost benefit for exchanges between hosts that are long-lived. For
this reason, the default behavior of Shinb-capable hosts is expected
to enploy deferred context-establishnment. Deferred context setup
ensures that session-establishnent tinme will not be increased by the
use of Shimb. This default behavior can be overridden by
applications that prefer imediate context establishnment, regardl ess
of transaction longevity, by using [ RFC6316].

Note that all the above considerations refer to the lifetinme of the
i nteracti on between the peers, and not the lifetine of a particular
connection (e.g., TCP connection). In other words, the Shinb context
is established between ULID pairs and it affects all the

communi cati on between these ULIDs. So, two nodes with multiple
short-1lived communi cations using the same ULID pair would benefit as
much fromthe Shinb features as two nodes having a single long-1lived
communi cati on. One exanple of such a scenario would be a web-client
sof tware downl oadi ng web content froma server over nmultiple TCP
connections. Each TCP connection is short-lived, but the
communi cati on/ contact between the two ULID could be long-1ived.

5.2. Load Bal anci ng

The Shinb protocol does not support |load balancing within a single
context: all packets associated with a particular context are
exchanged using a single locator pair per direction, with the
exception of forked contexts, which are created upon explicit
requests fromthe upper-1layer protocol

It may be possible to extend the Shinb protocol to use nultiple

| ocator pairs in a single context, but the inpact of such an

ext ensi on on upper-|ayer protocols (e.g., on TCP congestion control)
shoul d be consi dered carefully.
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When many contexts are considered together in aggregation, e.g., on a
single host that participates in many simnmultaneous contexts or in a
site full of hosts, sone degree of |oad sharing should occur
naturally due to the selection of different |ocator pairs in each
context. However, there is no mechanismdefined to ensure that this
natural | oad sharing is arranged to provide a statistical bal ance

bet ween transit providers.

Note that the use of transport-layer solutions enhanced wth

mechani sms to allow the use of nultiple paths for a transport session
are nore amenabl e for achieving | oad-bal ancing. One such solution is
MPTCP [ RFC6182] .

5.3. Traffic Engineering

For sites with prefixes obtained fromdifferent providers, the paths
foll owed by i nbound and outbound traffic are determned to a large
extent by the locators selected for each conmunication. This is not
a particular issue of Shinb, but it is conmon to any deploynent in
whi ch hosts are configured with addresses received fromdifferent
providers. Traffic engineering in such sites will likely involve
proper configuration of the address sel ection policies defined by

[ RFC3484] .

The Shinb protocol provides some |ightweight traffic engineering
capabilities in the formof the Locator Preferences option, which
allows a host to informa renote host of |ocal preferences for

| ocator selection. In this way, the host can influence the incom ng
path for the conmunication. This nmechanismis only available after a
Shi 6 context has been established, and it is a host-based capability
rather than a site-based capability. There is no defined nmechani sm
that would allow use of the Locator Preferences option anbngst a site
full of hosts to be managed centrally by the adm nistrator of the
site.

6. Application Considerations

Shi m6 provides multi hom ng support wi thout forcing changes in the
applications running on the host. The fact that an address has been
generated according to the CGA or HBA specification does not require
any specific action fromthe application, e.g., it can obtain renote
CGA or HBA addresses as a result of a getaddrinfo() call to trigger a
DNS Request. The storage of CGA or HBA addresses in DNS does not
require any nodification to this protocol, since they are recorded
usi ng AAAA records. Moreover, neither the ULID | ocator managenent

[ RFC5533] nor the failure detection and recovery [ RFC5534] functions
requi re application awareness.
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However, a specific APl [RFC6316] has been devel oped for those
applications that might require additional capabilities in ULID

| ocat or managenent, such as the locator pair in use for a given
context, or the set of local or renote |ocators available for it.
This APl can also be used to disable Shinb operation when required.

It is worth noting that call backs can benefit naturally from Shing
support. In a callback, an application in Bretrieves IP_A the IP
address of a peer A, and B uses IP_A to establish a new comruni cation
with A As long as the address exchanged, IP_A is the ULID for the
initial conmunication between A and B, and B uses the sane address as
in the initial conmmunication, and this initial communication is alive
(or the context has not been deleted), the new conmunication could

use the | ocators exchanged by Shinb for the first conmunication. In
this case, comunication could proceed even if the ULID of Ais not
reachabl e.

However, Shin6t does not provide specific protection to current
applications when they use referrals. A referral is the exchange of
the I P address IP_A of a party A by party Bto party C, so that party
C could use IP_A to communicate with party A In a nornmal case, the
ULID IP_A would be the only information sent by Bto C as a referral
But if IP_Ais no longer valid as the locator in A, C could have
troubl e establishing a communication with A.  Increased failure
protection for referrals could be obtained if B exchanged the whol e
list of alternative l|locators of A, although, in this case the
application protocol should be nodified. Note that B could send to C
the current |ocator of A instead of the ULID of A as a way of using
the nost recent reachability information about A, Wiile in this case
no nodification of the application protocol is required, sone
concerns arise: host A may not accept one of its locators as ULID for
initiating a comunication, and if a CGA are used, the |ocator nay
not be a CGA so a Shinb context anbng A and C could not be created

7. Interaction with O her Protocols and Mechani sns

In this section we discuss the interaction between Shinb and ot her
protocol s and mechani sms. Before starting the discussion, it is
worth noting that at the time of this witing, there is a |lack of
experience with the conbinati on of Shinb and these protocols and
mechani sms. Therefore, the conclusions stated should be reviewed as
real experience is gained in the use of Shinb.

7.1. Shinb and Mobile | Pv6

Here, we consider some scenarios in which the Shinb protocol and the
Mobile I Pv6 (M Pv6) protocol [RFC6275] m ght be used sinultaneously.
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7.1.1. Ml tihoned Hone Network

In this case, the Home Network of the Mobile Node (M\) is nultihoned.
This inplies the availability of multiple Home Network prefixes,
resulting in multiple Home Addresses (HoAs) for each MN. Since the
MN is a node within a nultihoned site, it seens reasonable to expect
that the MN should be able to benefit fromthe nultihoni ng
capabilities provided by the Shinb protocol. Mreover, the MN needs
to be able to obtain the multihoning benefits, even when it is

roam ng away fromthe Home Network: if the MNis away fromthe Home
Net work while the Home Network suffers a failure in a transit path,
the MN should be able to continue comunicating using alternate paths
to reach the Home NetworKk.

The resulting scenario is the follow ng:

o e e e e e e e e e e e e e e e e +
| I nt er net |
oo e e e e e e e e e e e eaaa +
| |
+----+ +----+
| I SP1] | I SP2]
R R
| |
oo e e e e e e e e e e e eaaa +

Mul ti homed Honme Net wor k
Prefi xes: P1 and P2

Home Agent
/1
P R +
/1
/11
+----- +
| MN | HoAl, HoA2
+--- - - +
Figure 2

So, in this configuration, the Shinmé protocol is used to provide
mul ti pl e comunication paths to all the nodes within the nulti honed
sites (including the nobile nodes), and the M Pv6 protocol is used to
support nobility of the nmultihoned site’' s nobil e nodes.
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The proposed protocol architecture would be the foll ow ng:

. +
| Application

B TS +

| Transport |
e +

| P |

| e + |

| | [|PSec | |

| +---------- +<--ULI Ds
| | Shinmg | |

| +---------- +<- - HoAs
| | MPve ||

| +---------- +<- - CoAs
| |

B TS +

Figure 3

In this architecture, the upper-layer protocols and | PSec woul d use
ULI Ds of the Shinb protocol (see Section 16.1 in [RFC5533] for nore
detail on the interaction between Shinb and | Psec). Only the HoAs
will be presented by the upper layers to the Shint | ayer as potenti al
ULIDs. Two Shinb entities will exchange their own avail abl e HoAs as
| ocators. Therefore, Shinb provides failover between different HoAs
and all ows preservation of established comuni cati ons when an out age
affects the path through the | SP that has del egated the HoA used for
initiating the communication (simlar to the case of a host within a
mul ti honed site). The Care-of Addresses (CoAs) are not presented to
the Shint layer and are not included in the local locator set in this
case. The CoAs are nanaged by the M Pv6 | ayer, which binds each HoA
to a CoA. For exanple, if a single CoA CoAl, is available for the
MN in the foreign link to which it is attached, every HoA shoul d have
a bind to CoAl.

So, in this case, the upper-layer protocols select a ULID pair for
the conmuni cation. The Shinb protocol translates the ULID pair to an
alternative locator in case that is needed. Both the ULIDs and the
alternative locators are HoAs. Next, the MPv6 | ayer maps the

sel ected HoA to the correspondi ng CoA, which is the actual address
included in the wire.

The Shinb context is established between the WMN and the Correspondent
Node (CN), and it would allow the comuni cation to use all the
avai |l abl e HoAs to provide fault tolerance. The MPv6 protocol is
used between the MN and the Honme Agent (HA) in the case of the

bi directional tunnel node, and between the MN and the CN in case of
the Route Optinization (RO node.
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7.1.2. Shint between the HA and the MN

Anot her scenario where a Shinmb-M Pv6 interaction may be useful is the
case where a Shinb context is established between the MN and the HA
in order to provide fault tol erance capabilities to the bidirectiona
tunnel between them

Consi der the case where the HA has nultiple addresses (whether
because the Home Network is nultihoned or because the HA has multiple
interfaces) and/or the MN has multiple addresses (whether because the
visited network is nultihomed or because the MN has multiple
interfaces). In this case, if a failure affects the address pair
that is being used to run the tunnel between the MN and HA

addi ti onal nmechani sns need to be used to preserve the conmunicati on.

One possibility would be to use MPv6 capabilities, by sinply
changi ng the CoA used as the tunnel endpoint. However, M Pv6 | acks
the failure detection nechanisns that would allow the WN and/or the
HA to detect the failure and trigger the usage of an alternative
address. Shinmb provides such a failure detection protocol, so one
possibility would be re-using the failure detection function fromthe
Shinme failure detection protocol in MPv6. 1In this case, the Shinb
protocol wouldn't be used to create Shinb context and provide fault
tolerance, but just its failure detection functionality would be
re-used.

The other possibility would be to use the Shinb protocol to create a
Shi m6 context between the HA and the MN, so that the Shinb detects
any failure and re-honmes the comunication in a transparent fashion
to MPv6. In this case, the Shinb protocol would be associated with
the tunnel interface.

7.2. Shint and SEND

Secure Nei ghbor Discovery (SEND) [ RFC3971] uses CGAs to prove address
ownershi p for Neighbor D scovery [RFC4861]. The Shin6 protocol can
use either CGAs or HBAs to protect |locator sets included in Shing
contexts. It is expected that some hosts will need to participate in
both SEND and Shint sinultaneously.

In the case that both the SEND and Shin6 protocols are using the CGA
techni que to generate addresses, there is no conflict; the host wll
generate addresses for both purposes as CGAs, and since it will be in
control of the associated private key, the same CGA can be used for
the different protocols.
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In the case that a Shi nb-capable host is using HBAs to protect its

| ocator sets, the host will need to generate an address that is both
a valid CGA and a valid HBA, as defined in [ RFC5535]. |In this case
the CGA Parameter Data Structure containing a valid public key and
the Multi-Prefix extension are included as inputs to the hash
function.

7.3. Shinb, SCTP, and MPTCP

Both the SCTP [ RFC4960] and MPTCP [ RFC6182] protocols provide a
reliable, stream based conmuni cati ons channel between two hosts that
provi des a superset of the capabilities of TCP. One notable feature
of these two protocols is that they all ow the exchange of endpoint
addresses between hosts in order to recover fromthe failure of a
particul ar endpoint pair, or to benefit frommultipath conmunication
in the MPTCP case, in a manner that is conceptually simlar to

| ocator selection in Shinb.

SCTP and MPTCP are transport-layer protocols, higher in the protoco
stack than Shin6; hence, there is no fundanental inconpatibility that
woul d prevent a Shinb-capabl e host from communi cating using SCTP or
MPTCP.

However, since either SCTP or MPTCP, and Shinb aimto exchange
addressing informati on between hosts in order to neet the sane
generic goal, it is possible that their sinultaneous use mght result
i n unexpected behavior, e.g., lead to race conditions.

The capabilities of these transport protocols with respect to path
mai nt enance of a reliable, connection-oriented stream protocol are
nore extensive than the nore general layer-3 locator agility provided
by Shine. Therefore, it is recommended that Shint not be used for
SCTP or MPTCP sessions, and that path naintenance be provi ded solely
by SCTP or MPTCP. There are at |least two ways to enforce this
behavior. One option is to nake the stack, and in particular the
Shi m6 subl ayer, aware of the use of SCTP or MPTCP, and in this case
refrain fromcreating a Shiné context. The other option is that the
upper transport layer indicates, using a Shinb-capable APl |ike the
one proposed in [RFC6316], that no Shinb context nust be created for
this particul ar comuni cation

In general, the issues described here nmay also arise for protocols
that handl e different addresses for two conmmuni cati ng nodes at a
hi gher | evel than the network layer to inprove reliability,

per f ormance, congestion control, etc.
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7.4. Shinb and NEMO

The Network Mobility (NEMD [RFC3963] protocol extensions to M Pv6
all ow a Mobile Network to conmuni cate through a bidirectional tunne
via a Mobile Router (MR) to a NEMO conpliant HA | ocated in a Hone
Net wor k.

If either or both the MR or HA are nul ti honed, then an established
Shi m6 context preserves the integrity of the bidirectional tunne
between themin the event that a transit failure occurs in the
connecti ng path.

Once the tunnel between MR and HA is established, hosts within the
Mobi | e Network that are Shinb-capabl e can establish contexts with
renmote hosts in order to receive the sane multi honing benefits as any
host located within the Hone Network

7.5. Shinmb and H P

Shinb and H P [ RFC4423] are architecturally simlar in the sense that
both solutions allow two hosts to use different [ocators to support
communi cati ons between stable ULIDs. The signaling exchange to
establish the denultiplexing context on the hosts is very simlar for
both protocols. However, there are a few key differences. First,
Shi m6 avoi ds defining a new nanespace for ULIDs, preferring instead
to use a routable locator as a ULID, while H P uses public keys and
hashes thereof as ULIDs. The use of a routable locator as the ULID
better supports deferred context establishment, application
cal | backs, and application referrals, and avoi ds managenent and

resol ution costs of a new nanespace, but requires additional security
mechani snms to securely bind the ULIDwith the |locators. Second,
Shinb uses an explicit context header on data packets for which the
ULIDs differ fromthe locators in use (this header is only needed
after a failure/re-hom ng event occurs), while H P nmay conpress this
context-tag function into the Encapsul ating Security Payl oad (ESP)
Security Paraneter Index (SPlI) field [RFC5201]. Third, H P as
presently defined requires the use of public-key operations inits

si gnal i ng exchange and ESP encryption in the data plane, while the
use of Shinmb requires neither (if only HBA addresses are used). By
default, H P provides data protection, while this is a non-goal for
Shi 6.

Shinmé ainmed to provide a solution to a specific problem nultihoning
whi ch nininizes depl oynent disruption, while H P is considered nore
of an experinmental approach intended to solve several nore genera
problens (nobility, nultihom ng, and | oss of end-to-end addressing
transparency) through an explicit identifier/locator split.
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Communi cating hosts that are willing to run H P (perhaps extended
with Shint’s failure detection protocol) likely have no reason to
also run Shiné. In this sense, H P rmay be viewed as a possible |ong-
term evol ution or extension of the Shinb architecture, or one
possi bl e i npl enentati on of the Extended Shinb Design (ESD)

[ SHI Ms- ESD] .

7.6. Shinb and Firewal | s

The ability of Shinmb to divert the conmunication to different paths
may be affected by certain firewall configurations. For exanple,
consi der a deploynent in which one of the peers of a Shinb session is
protected by a firewall (i.e., all the paths to the locators of that
peer traverse the firewall). The firewall inplements the Sinple
Security nodel [RFC4864], in which inconing packets are checked
against a state resulting fromoutgoing traffic, either associated
with the locator of the internal node (’endpoint independent
filtering’) or to both the locators of the internal and externa

nodes (' address dependent filtering or 'address and port dependent

filtering’). |If the external node changes the | ocator associated
with the internal node, the packet will be discarded by the firewall.
In addition, if the firewall inplenents ’'address dependent filtering

or 'address and port dependent filtering’, any change by the externa
node in the locator used to identify itself will also result in the
packet being discarded by the firewall.

This issue could be nmitigated by making the firewalls aware of the
different | ocators that could be associated with a given

communi cation. If the firewall is inplenented in the conmunication
node itself, the firewall could inspect the Shinb control packet
exchange to obtain this information, or the Shint software nodul e
could explicitly informthe firewall software nodule. For firewalls
| ocat ed outside the node, the Shinb control packet exchange can be
used to associate the alternate locators to the comunication state,
al though it may not work for topologies in which both directions for
t he conmuni cation do not traverse the firewall, or in which the
firewall is not traversed after a |locator change. The detail of any
of such nmechanisnms is out of the scope of this docunent.

However, note that a failure in using the alternative |ocators does
not inpact the conmmuni cati on between the nodes as long as the path
bet ween them defined by the initial l|ocator pair renmains avail able.
In this case, data packets flow between the comunicating nodes as
for any non-Shi n6 comuni cati on
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7.7. Shinmb and NPTv6

Address transl ation techni ques such as Network Prefix Translation
(NPTv6) [RFC6296] may be used until workable solutions to avoid
renunbering or facilitate nmultihom ng are devel oped [ RFC5902]. W
now consi der the inpact of NPTv6 in Shinb operation. Sone of the
considerations stated in this section nay al so be applicable to other
types of | Pv6 NAT.

The main purpose of Shiné is to provide locator agility bel ow
transport protocols. To prevent the risk of redirection attacks by
abusi ng the | ocator exchange facilities provided by Shinb, the
protocol is built upon the cryptographic properties of CGA and HBA
addresses. Wen the CGA address of a node is used as the local ULID
the I ocators configured in the node can be signed with the private
key associated with the CGA. A peer receiving a Shinb nmessage
perfornms a hash of the CGA Paraneter Data Structure information
received, including a public key, to assure that this key is bound to
the CGA address, and then checks the signature protecting the

| ocators. When an HBA address of a node is used as the local ULID
the HBA address securely chains the ULID and other |ocators of the
node by means of a hash. For both the CGA and the HBA, the locators
can be exchanged at the four-way handshake used to establish the
Shim6 context, or once the context has been established by neans of
an Updat e Request nessage.

Wien a node behind an NPTv6 conmuni cates, the NAT device translates
the address assigned to this internal node to an address of its
address pool. This operation results in a msmtch between the
address seen by external hosts and the address configured in the

i nternal node, which is the locator that would be conveyed in a Shinb
| ocat or exchange and is also the address for which the security
defined in the CGA and HBA specifications are provided. Then, the
val i dati on processes perforned by an external node may prevent the
creation of the Shinb context, or nmay allow the context to be created
but render the alternative locator of the internal host unusable.

However, note that the failure in creating a Shinb context, or in
using the alternative |ocators, does not inpact the comunication
bet ween the nodes as long as the path between them defined by the
initial locator pair remains available. Data packets flow between
t he conmuni cati ng nodes as for any non-Shinb comuni cati on. Not
creating the Shinb context, or not being able to convey the |oca

| ocators to the peer node, affect the added val ue provided by Shing,
i.e., the ability to preserve the conmuni cation in case any of the

| ocators fail. Therefore, using Shinb with NPTv6 does not provide

| ess functionality than using IPv6 in the sane scenario.
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We now illustrate sone cases that may occur when conbini ng Shin6 and
NPTv6. The follow ng di scussion does not aimto be exhaustive in the
cases that may arise, but just ains to provide sone exanpl es of

possi ble situations. W assunme a scenario in which host Ais |ocated
behind a NPTv6 device for its locator IP_AlL, but it is connected to
the public IPv6 Internet for its locator IP_A2. Once transl ated,

| ocator | P_Al appears to external nodes as |IP_T. Node A comunicates
with node B, with public addresses |P_Bl1 and | P_B2.

+----- +
| A
+--- - - +
IP_AL | | IP_A2
|
| L +
| |
[ S + |
| NPTV6 | |
Fommemm e +
IP. T | |
| |
o +
| I nt er net
oo e e e oo oo - +
|
IPB1L| | IP_B2
+oe - +
| B |
+--- - - +
Figure 4

We first discuss sone issues related with the four-way handshake used
to establish the Shinmb context. Wen the locator information is

i ncluded in the Shiné exchange, either in the 12 or R2 nmessages, the
receiver is required to validate the ULID of the peer node by

performng the CGA or HBA address validation procedure. 1In case the
validation fails, the nessage containing the information is silently
discarded. 1In the scenario depicted in Figure 4, sone of the cases

that may occur are:

0 Node Ainitiates the exchange, with IP_Bl as the destination
address and I P_Al as the source address, which is a CGA. Node A
includes IP_A2 as an alternative locator in the 12 nessage. Node
B sees IP_T as the ULID for A so when it validates the CGA with
the information contained in 12, the validation fails because the
CGA Paraneter Data Structure contains infornmation bound to |IP_Al.
Therefore, B silently discards the received |2 nessage. Wthout
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receiving a valid |2 nmessage, B does not create the Shinb context.
W thout receiving the R2 nessage, A also does not create the Shing
context. However, data conmunication can proceed as long as the
path between IP_A1 and IP_Bl1 is valid. A sinilar case occurs if
IP_A1 and IP_A2 forman HBA, instead of using CGAs for securing

t he conmuni cati on.

0o Node Ainitiates the exchange with I P_Bl as the destination
address and IP_A2 (its public address) as the source address,
which is a CGA. Node A includes IP_Al as an alternative | ocator
inthe 2 nmessage. In this case, B can successfully validate
IP_A2 as a CGA. Regarding the validation of IP_Al as an
alternative locator for A the Shint specification [ RFC5533]
indicates that it should performthis check when the 12 message is
received, but it may performit later on, provided that the check

is performed before using it as a locator. 1In case the validation
is performed when 12 is received, the |2 nessage would be silently
di scarded, with the sane result as for the previous case. In case

the validation is perforned later, the Shinb context would be
established in both nodes A and B, but B could not send to | P_Al,
and packets sent by A fromIP_Al will not be received by B. Note
that in this case both |P_Bl and | P_B2 could be used by A and B
as long as the locator for Ais IP_A2, solimted locator agility
may be achi eved.

0o Node B initiates the exchange with IP_Bl as the source address,
and | P_A2 as the destination address, which is a CGA. This case
is simlar to the previous one, although it is the R2 nessage sent
by A that cannot be validated. Wile A can create a context with
B, B cannot do the sane for A Data conmunication using |P_Bl and
| P_A2 can proceed. However, A nmay try to use |P_B2 as an
alternative locator, but the data packets sent carrying the Shinb
Ext ensi on Header will not be associated by B to any established
context, so they will be discarded. The sane occurs for packets
sent by Awith IP_Al as the source address.

We can al so consider the case in which node A does not exchange its
own locators in the Shint establishnent exchange. For exanple, a
Shinb context can be established between CGA IP_A2 and I P_Bl. B can
convey locator I1P_B2 in the four-way handshake, and validation wll
be correctly done by A Later on, A may send an Update Request
message to informB about its locator IP_Al. Validation for this

message will fail in B, and Bwill send a Shinté Error nessage to A
Neither A nor Bwll use IP_Al as a |locator. However, |IP_A2, |IP_Bl1
and | P_B2 can still be used as valid |locators for the conmunication
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Finally, note that nodification of the Shinb control packets by the
NPTv6 woul d not be able to generate a valid signature when a CGA is
bei ng used or a Paraneter Data Structure binding the translated

| ocator to the other | ocators of a node when an HBA is being used.
Therefore, the same failure cases described before would remain.

8. Security Considerations

This section considers the applicability of the Shinmbt protocol froma
security perspective, i.e., which security features can be expected
by applications and users of the Shint protocol.

First of all, it should be noted that the Shin6 protocol is not a
security protocol, unlike H P, for instance. This neans that, as
opposed to HIP, it is an explicit non-goal of the Shinmb protocol to
provi de enhanced security for the conmunications that use the Shinbt

protocol. The goal of the Shinb protocol design, in ternms of
security, is not to introduce new vulnerabilities that were not
present in the current non-Shinb enabl ed comuni cations. In

particular, it is an explicit non-goal of Shint protocol security to
provi de protection fromon-path attackers. On-path attackers are
able to sniff and spoof packets in the current Internet, and they are
able to do the sane in Shinb communications (as |ong as the

conmuni cation flows through the path on which they are | ocated).
Summari zi ng, the Shinb protocol does not provide data packet
protection fromon-path attackers.

However, the Shinb protocol does use several security techniques.

The goal of these security neasures is to protect the Shinb signaling
protocol fromnew attacks resulting fromthe adopti on of the Shing
protocol. In particular, the use of HBA/ CGA prevents on-path and

of f-path attackers frominjecting new |locators into the |ocator set
of a Shinmb context, thus preventing redirection attacks [RFC4218].

Mor eover, the usage of probes before re-honing to a different |ocator
as a destination address prevents flooding attacks from off-path
attackers. Note that for nodes using CGA addresses, security depends
on the secure handling of the private key associated with the
signature and validation of locators. |In particular, any address
configuration nethod nust assure that the private key renains secret,
as discussed in Section 3.3.

In addition, the usage of a 4-way handshake for establishing the

Shi m6 context protects agai nst DoS attacks, so hosts inplenenting the
Shinb protocol should not be nore vul nerable to DoS attacks than
regul ar 1 Pv6 hosts.

Finally, many Shin6 signaling nmessages contain a Context Tag, meaning
that only attackers that know the Context Tag can forge them As a
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8.

10.

consequence, only on-path attackers can generate fal se Shing
signal i ng packets for an established context. The inpact of these
attacks would be limted since they would not be able to add
additional locators to the |locator set (because of the HBA/ CGA
protection). |In general, the possible attacks have simlar effects
to the ones that an on-path attacker can |launch on any regular |Pv6
communi cation. The residual threats are described in the Security
Consi derations of the Shinmb protocol specification [ RFC5533].

1. Privacy Considerations

The Shinb protocol is designed to provide sone basic privacy
features. In particular, HBAs are generated in such a way that the
di fferent addresses assigned to a host cannot be trivially Iinked
toget her as belonging to the same host, since there is nothing in
comon in the addresses thenselves. Sinmilar features are provided
when the CGA protection is used. This neans that it is not trivial
to determine that a set of addresses is assigned to a single Shing
host .

However, the Shinb protocol does exchange the locator set in clear
text, and it also uses a fixed Context Tag when using different

|l ocators in a given context. This inplies that an attacker observing
the Shinb context establishnent exchange or seeing different payl oad
packets exchanged t hrough different l|ocators, but with the sane

Cont ext Tag, can determ ne the set of addresses assigned to a host.
However, this requires that the attacker be located along the path
and can capture the Shinb signaling packets.
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