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Abst r act

Thi s docunent provides an Architectural description and the Concept
of Operations of some optional advanced depl oynent scenarios for the
Identifier-Locator Network Protocol (ILNP), which is an evol utionary
enhancenent to IP. None of the functions described here is required
for the use or deploynent of ILNP. Instead, it offers descriptions
of engi neering and depl oyment options that might provide either
enhanced capability or convenience in adm nistrati on or nanagenent of
| LNP- based systens.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This docunent is a product of the Internet Research Task
Force (IRTF). The | RTF publishes the results of Internet-related
research and devel opnent activities. These results night not be
suitable for deploynent. This RFC represents the individua

opi nion(s) of one or nore nmenbers of the Routing Research G oup of
the Internet Research Task Force (I RTF). Docunents approved for
publication by the | RSG are not a candidate for any | evel of I|nternet
St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc6748
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1. Introduction

This docunent is part of the |ILNP docunent set, which has had
extensive reviewwithin the IRTF Routing RG |ILNP is one of the
recomendati ons made by the RG Chairs. Separately, various refereed
research papers on | LNP have al so been published during this decade.
So, the ideas contained herein have had much broader review than the
| RTF Routing RG The views in this docunent were considered
controversial by the Routing RG but the RG reached a consensus that
the docunent still should be published. The Routing RG has had
remarkably little consensus on anything, so virtually all Routing RG
out puts are consi dered controversi al

At present, the Internet research and devel opnent comunity is

expl oring various approaches to evolving the Internet Architecture to
solve a variety of issues including, but not limted to, scalability
of inter-domain routing [RFC4984]. A wi de range of other issues
(e.g., site nmultihom ng, node nultihoni ng, site/subnet nobility, node
mobility) are also active concerns at present. Several different

cl asses of evolution are being considered by the Internet research
and devel opment comunity. One class is often called "Map and
Encapsul ate", where traffic would be mapped and then tunnelled
through the inter-domain core of the Internet. Another class being
considered is sonetimes known as "ldentifier/Locator Split". This
docunent relates to a proposal that is in the latter class of
evol uti onary approaches.

ILNP is, in essence, an end-to-end architecture: the functions
required for ILNP are inplenmented in, and controlled by, only those
end-systens that wish to use ILNP, as described in [ RFC6740]. her
nodes, such as Site Border Routers (SBRs) need only support IP to
al |l ow operation of ILNP, e.g., an SBR should support IPv6 in order to
enabl e end-systenms to operate ILNPv6 within the site network for

whi ch an SBR provides a service [ RFC6741].

However, sone features of ILNP could be optimsed, froman

engi neering perspective, by the use of an internedi ate system (a
router, security gateway or "middl ebox") that nodifies (rewites)
Locator values of transit |LNP packets. It would also perform other
control functions for an entire site, as an adninistrative

conveni ence, such as providing a centralised point of management for
a site. For exanple, an SBR m ght nanipul ate the topol ogi ca
presence of the packet, providing an el egant solution to the

provi sion of functions such as site (network) nobility for an entire
end site [ ABHO9a] .
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Thi s docunent di scusses several such optional advanced depl oynent
scenarios for ILNP. These typically use an |ILNP-capable Site Border
Router (SBR).

Nothing in this docunent is a requirenent for any |ILNP inplenentation
or any |LNP depl oynent.

Readers are strongly advised to first read the ILNP Architecture
Description [ RFC6740], as this docunment uses the notation and
term nol ogy described or referenced in that docunent.

1.1. Docunent Roadmap

Thi s docunent describes engi neering and inpl enentati on consi derations
that are conmmon to ILNP for both I Pv4 and | Pv6.

The ILNP architecture can have nore than one engi neering
instantiation. For exanple, one can inmagine a "clean-slate"

engi neering design based on the ILNP architecture. |n separate
documents, we describe two specific engineering instances of |LNP.
The term "1 LNPv6" refers precisely to an instance of ILNP that is
based upon, and backwards conpatible with, IPv6. The term "I LNPv4"
refers precisely to an instance of ILNP that is based upon, and
backwards conpatible with, |Pv4.

Many engi neering aspects comon to both |ILNPv4 and | LNPv6 are
described in [RFC6741]. A full engineering specification for either
I LNPv6 or ILNPv4 is beyond the scope of this docunent.

Readers are referred to other related |ILNP docunents for details not
descri bed here:

a) [RFC6740] is the main architectural description of ILNP, including
t he concept of operations.

b) [RFC6741] describes engineering and inpl enentati on consi derations
that are common to both | LNPv4 and | LNPv6.

c) [RFC6742] defines additional DNS resource records that support
| LNP.

d) [RFC6743] defines a new | CMPv6 Locat or Update nessage used by an
I LNP node to informits correspondent nodes of any changes to its
set of valid Locators.
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e) [RFC6744] defines a new | Pv6 Nonce Destination Option used by
| LNPv6 nodes (1) to indicate to |ILNP correspondent nodes (by
inclusion within the initial packets of an ILNP session) that the
node is operating in the ILNP node and (2) to prevent off-path
attacks against ILNP | CMP nessages. This Nonce is used, for
exanple, with all ILNP | CVWPv6 Locator Update nessages that are
exchanged anong | LNP correspondent nodes.

f) [RFC6745] defines a new | CMPv4 Locator Update nessage used by an
I LNP node to informits correspondent nodes of any changes to its
set of valid Locators.

g) [RFC6746] defines a new | Pv4 Nonce Option used by |LNPv4 nodes to
carry a security nonce to prevent off-path attacks agai nst |LNP
| CMP nessages and al so defines a new | Pv4 ldentifier Option used
by 1 LNPv4 nodes.

h) [RFC6747] describes extensions to Address Resol ution Protoco
(ARP) for use with | LNPv4.

1.2. Termnol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. Localised Numnbering

Today, Network Address Translation (NAT) [RFC3022] is used for a
nunber of purposes. Wilst one of the original intentions of NAT was
to reduce the rate of use of global |Pv4 addresses, through use of

| Pv4 private address space [RFC1918], NAT also offers to site

adm ni strators a conveni ent | ocalised address managenent capability
conbined with a | ocal -scope/private address space, for exanple,

[ RFC1918] for | Pv4.

For | Pv6, NAT would not necessarily be required to reduce the rate of
| Pv6 address depl etion, because the availability of addresses is not
such an issue as for IPv4. The | ETF has standardi sed Uni que Loca

| Pv6 Uni cast Addresses [ RFC4193], which provide | ocal -scope |Pv6

uni cast address space that can be used by end sites. However,

| ocal i sed address nanagenent, in a manner sinilar to that provided by
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| Pv4 NAT and private address space [RFC1918], is still desirable for
| Pv6 [ RFC5902], even though there is debate about the efficacy of
such an approach [ RFC4864].

One of the major concerns that many have had with NAT is the | oss of
end-to-end transport-layer and network-1ayer session state

i nvariance, which is still considered an i nportant architectura
principle by the | AB [RFC4924]. Nevertheless, the use of |ocalised
addressing rermains in wide use and there is interest in its continued
use in I Pv6, e.g., proposals such as [RFC6296].

It is possible to have the benefits of NAT-like functions for |ILNP

wi t hout | osing end-to-end state. |ndeed, such a nechanism-- the use
of Locator rewiting in ILNP -- fornms the basis of many of the
optional functions described in this docunent. In ILNP, we call this

feature "l ocalised numbering"

Recall, that a Locator value in ILNP has the sane senantics as a
routing prefix in IP; indeed, in ILNPv4 and | LNPv6 [ RFC6741], routing
prefixes fromlPv4 and |1 Pv6, respectively, are used as Locator

val ues.

We note that a depl oynent using private/local nunbering can al so
provide a convenient solution to centralised nanagenent of site

mul ti hom ng and network nobility by deploying SBRs in this manner --
this is described bel ow

Pl ease note that with this proposal, |ocalised nunmbering (e.g., using
the equivalent of IP NAT on the ILNP Locator bits) would work in
harnmony with nultihoming, nobility (for individual hosts and whol e
networks), and I P Security (IPsec), plus the other advanced functions
described in this docunent [BAll] [LABHO6] [ABHO7a] [ ABHO7b] [ ABHO8a]
[ ABHO8b] [ ABHO9a] [ ABHO9b] [RABO9] [RB10] [ABH10] [BAK11].

2. 1. Local i sed Locators

For ILNP, the NAT-like function can best be descried by using a
si mpl e exanpl e, based on Figure 2.1.
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site +----t
net wor k SBR . L ----- + CN
R + L 1 +----+
| to-----
L L | | .
L----t | . Internet
H | |
| |
Foeem - +
CN = Correspondent Node
H = Host
L_1 = gl obal Locator value
L L = local Locator value
SBR = Site Border Router

Figure 2.1: A Sinple Localised Nunbering Exanple for |LNP

In this scenario, the SBRis allocated global |ocator value L_1 from
the upstream provider. However, the SBR advertises internally a
"local" Locator value L_L. By "local" we nmean that the Locator val ue
only has significance within the site network, and any packets that
have L_L as a source Locator cannot be forwarded beyond the SBR with
value L_ L as the source Locator. |In engineering terms, L_L would,
for exanple, in ILNPv6, be an IPv6 prefix based on the assignnents
possi bl e according to I Pv6 Uni que Local Addresses (ULAs) [RFC4193].

If we assune that H uses ldentifier I _H then it will use ldentifier-
Locator Vector (1-LV) [I_H L_L], and that the correspondent node
(CN) uses IL-V[I_CN, L CN. |If we consider that Hwill send a UDP
packet fromits port P Hto CNs port P_CN, then H could send a
UDP/ | LNP packet with the tuple expression

<UDP: | _H, I_CN, P_H P_CN><ILNP: L_L, L_CN\> --- (1la)
Wien this packet reaches the SBR, it knows that L_L is a |oca
Locator value and so rewites the source Locator on the egress packet
to L_1 and forwards that out onto its external-facing interface. The

value L_1 is a global prefix, which allows the packet to be routed
gl obal | y:

<UDP; | _H, | _CN, P.H P CN><ILNP: L_1, L_CN> --- (1b)

Thi s packet reaches CN using nornmal routing based on the Locator
value L_1, as it is a routing prefix.
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Note that from expressions (la) and (1lb), the end-to-end state (in
the UDP tuple) remains unchanged -- end-to-end state invariance is
honoured, for UDP. CN would send a UDP packet to H as:

<UDP: | _CN, | _H, P_CN, P H><ILNP: L_CN, L_1> --- (2a)

and the SBR would rewrite the Locator value on the ingress packet
before forwardi ng the packet on its internal interface:

<UDP: | _CN, | _H, P.CN, P H><ILNP: L_CN, L_L> --- (2b)

Again, this preserves the end-to-end transport-|ayer session state
i nvari ance.

As the Locator values are not used in the transport-layer pseudo-
header for |ILNP [RFC6741], the checksum woul d not have to be
rewitten. That is, the Locator rewiting function is statel ess and
has | ow over head.

(A discussion on the generation of Identifier values for initial use
is presented in [ RFC6741].)

2.2. Mxed Local /d obal Nunbering

It is possible for the SBR to advertise both L_1 and L_ L within the
site, and for hosts within the site to have |IL-Vs using both L_1 and
L_ L. For exanple, host H may have IL-Vs [I_H L_1] and [I_H, L_L].
The configuration and use of such a mechani smcan be controlled

t hrough | ocal policy.

2.3. Dealing with Internal Subnets with Locator Rewriting

Where the site network uses subnets, packets will need to be routed
correctly, internally. That is, the site network may have severa
internal Locator values, e.g., L_La, L_Lb, and L_Lc. When an ingress
packet has I-LV [I_H L_1], it is expected that the SBR is capabl e of
identifying the correct internal network for I _H and so the correct
Locator value to rewite for the ingress packet. This is not obvious
as the | value and the L value are not related in any way.

There are numerous ways the SBR could facilitate the correct | ookup
of the internal Locator value. This docunent does not prescribe any
specific nethod. O course, we do not preclude nmappings directly
fromldentifier values to internal Locator val ues.

O course, such a "flat" mapping (between ldentifier values and

Locators) would serve, but maintaining such a mappi ng woul d be
inmpractical for a large site. So, we propose the follow ng solution
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Consi der that the Locator value, L_x consists of two parts, L _pp and
L_ss, where L_pp is a network prefix and L_ss is a subnet selector

Al so, consider that this structure is true for both the |oca
identifier, L L, as well as the global Ildentifier, L_1. Then, an SBR
need only know the mapping fromthe values of L_ss as visible in L_1
and the values of L_ss used locally.

Such a nmappi ng coul d be nmechanical, e.g., the L_ss part of L L and

L 1 are the sanme and it is only the L _pp part that is different.
Where this is not desirable (e.g., for obfuscation of interior

topol ogy), an adm nistrator would need to configure a suitable
mappi ng policy in the SBR, which could be realised as a sinple | ookup
table. Note that with such a policy, the L pp for L L and L_1 do not
need to be of the sane size.

From a practical perspective, this is possible for both | LNPv6

[ RFC6177] and |LNPv4 [RFC4632]. For ILNPv6, recall that the Locator
val ue is encoded to be syntactically simlar to an | Pv6 address
prefix, as shown in Figure 2.2, taken from|[RFC6741].

/* 1 Pv6 */
| 3] 45 bits | 16 bits | 64 bits
e e e e e e e - S o e e e e e e e e +
| 001| gl obal routing prefix| subnet ID| Interface Identifier
T S o e e e e e e e oo +
/* ILNPvE */
| 64 bits | 64 bits |
T S Fom e e e e e e e e e mea oo +
| Locator (L64) | Node Identifier (NID) |
e e e e e e oo S o e e e e e e e e oo +
< - - - Lpp --------- >+<- L_ss -->+

L_pp Locator prefix part (assigned |IPv6 prefix)

Locat or subnet selector (locally managed subnet |D)

Figure 2.2: | Pv6 Address format [ RFC3587] as used in |ILNPv6, show ng
how subnets can be identified.

Note that the subnet ID forms part of the Locator value. Note also
that [RFC6177] allows the global routing prefix to be nore than 45
bits, and for the subnet ID to be smaller, but still preserving the
64-bit size of the Locator overall

For I LNPv4, the L _pp value overall is an |IPv4 routing prefix, which

is typically less than 32 bits. However, the ILNPv4 Locator value is
carried in the 32-bit I P Address space, so the bits not used for the
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routing prefix could be used for L_ss, e.g., for a /24 |Pv4d prefix,
the situation would be as shown in Figure 2.3, and L_ss could use any
of the remaining 8-bits as required.

24 bits 8 bits
e [ R +
Locator (L32) |
o e e e e e e e e oo [ T +
< e e - Lpp --------- >+<- L ss ->+
L_pp = Locator prefix (assigned |IPv4 prefix)
L ss = Locator subnet selector (locally nmanaged subnet |D)

Figure 2.3: I Pv4 address format for /24 IPv4 prefix, as used in
| LNPv4, showi ng how subnets can be identified.

As an exanple, for the case where the interior topology is not
obfuscated, an interior "engineering" node m ght have an LP record
poi nting to eng. exanpl e.com and eng. exanpl e. com ni ght have L32/L64
records for a specific subnet inside the site. Meanwhile, an
interior "operations" node m ght have an LP record pointing at

"ops. exanpl e.cont that m ght have different L32/L64 records for that
specific subnet within the site. That is, eng.exanple.commnght have
Locator value L _pp_1l:L _ss_1 and ops. exanpl e.com m ght have Locator
value L pp_1:L ss 2. However, just as for IPv6 or |Pv4 routing
today, the routing for the site would only need to use L_pp_1, which
is arouting prefix in either IPv6 (for ILNPv6) or |Pv4 (for |LNPv4).

2. 4. Local i sed Nane Resol ution with DNS

To support private nunbering with IPv4 and | Pv6 today, sone sites use
a split-horizon DNS service for the site [appDNS].

If a site using localised numbering chooses to deploy a split-horizon
DNS server, then the DNS server would return the gl obal -scope
Locator(s) (L_1 in our exanple above) of the SBRto DNS clients
outside the site, and would advertise the |ocal-scope Locator(s) (L_L
in our exanpl e above) specific to that internal node to DNS clients
inside the site. Such deploynments of split-horizon DNS servers are
not unusual in the IPv4 Internet today. |If an internal node (e.g.
portabl e conputer) noves outside the site, it would foll ow the nornma
I LNP nethods to update its authoritative DNS server with its current
Locator set. In this deploynent nodel, the authoritative DNS server
for that nobile device will be either the split-horizon DNS server
itself or the master DNS server providing data to the split-horizon
DNS server.
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If a site using localised nunmbering chooses not to deploy a split-
hori zon DNS server, then each internal node would advertise the

gl obal - scope Locator(s) of the site border routers in its respective
DNS entries. To deliver packets fromone internal node to another
internal node, the site would choose to use either Layer 2 bridging
(e.g., | EEE Spanning Tree or |EEE Rapid Spanning Tree [| EEEO4], or a
link-state Layer 2 algorithmsuch as the | ETF TRILL group or | EEE
802.1 are developing), or the interior routers would forward packets
up to the nearest site border router, which in turn would then
rewite the Locators to appropriate |ocal-scope values, and forward
the packet towards the interior destination node.

Alternately, for sites using |ocalised nunbering but not deploying a
split-horizon DNS server, the DNS server could return all gl obal-
scope and | ocal -scope Locators to all queriers, and assune that nodes
woul d use nornal, |ocal address/route selection criteria to choose
the best Locator to use to reach a given renote node ([RFC3484] for
ol der I Pv6 nodes, [RFC6724] for newer |Pv6 nodes). Hosts within the
sanme site as the correspondent node would only have a ULA confi gured;
hence, they would select the ULA destination Locator for the
correspondent (L_L in our exanple). Hosts outside the site would not
have the same ULA configured (L_CN for the CN in our exanple).

However, |LNP allows use of Locator Preference val ues [ RFC6742]

[ RFC6743]. These values would indicate explicitly the relative
preference value given to Locator values and so result in the

sel ection of the appropriate Locator (and therefore interface) to use
for the transm ssion of an outgoing packet with respect to the val ue
to be inserted into the I Pv6 Source Address field (see Section 3 of

[ RFC6741]). A simlar argument, with respect to use of Locator
preference val ues, applies to the value to be inserted into the | Pv6
Destination Address field. Certainly, by using appropriate
Preference values for a host with nultiple Locator values, it would
be possible to emul ate sone | evel of resenblance to the address
selection rules in [ RFC3484] and [ RFC6724], and this could be
controlled via DNS entries for |ILNP nodes, for exanple.

I ndeed, with appropriate use of localised or site-w de policy, and
appropriate nechanisns in the devices (e.g. in end hosts operating
systenms or in Site Border Routers), Preference values for Locator
values within the DNS could be used for allow ng options for nulti-
honed transport sessions and/or site-controlled traffic engineering
[ ABHO9a]. However, the details for this are left for further study,
and overall, the rules defined in [ RFC3484] and [ RFC6724] cannot be
applied directly to | LNPv6 nodes.
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Note that for split-horizon operation, there needs to be a DNS
managenent policy for nobile hosts, as when such hosts are away from
their "home" network, they will need to update DNS entries so that

t he gl obal -scope Locator(s) only is (are) used, and these are
consistent with the current topol ogical position of the nobile host.
Such updates woul d need to be done using Secure Dynani c DNS Updat e.

For an |LNP nobile network using LP records, there are likely to
separate LP records for internal and external use

2.5, Use of nDNS

Mul ticast DNS (nDNS) [nDNS11l] is popularly used in nmany end-system
OSs today, especially desktop OSs (such as Wndows, Mac OS X and
Linux). It is used for localised nane resolution using names with a
".local" suffix, for both IPv4 and I Pv6. This protocol would need to
be nodified so that when an | LNP-capabl e node advertises its ".local"
nane, another |LNP-capable node would be able to see that it is an

| LNP- capabl e, but other, non-I1LNP nodes woul d not be perturbed in
operation. The details of a mechanismfor using nDNS to enabl e such
a feature are not defined here.

2.6. Site Network Nane in DNS

In this scenario, if H expects incom ng |ILNP session requests, for
exanpl e, then renote nodes nornally will need to | ook up appropriate
Identifier and Locator information in the DNS. Just as for IP, and
as already described in [RFC6740], a Fully Qualified Dormai n Name
(FQN) | ookup for H should resolve to the correct NND and L32/L64
records. If there are nany hosts like Hthat need to keep DNS
records (for any reason, including to allow inconming |ILNP session
requests), then, potentially, there are many such DNS resource
records.

As an optim sation, the network as a whole may be configured with one
or nore L32 and L64 records (to store the value L_1 from our exanple)
that are resolved froman FQDN. At the sane tine, individual hosts
now have an FQDN that returns one or nore LP record entries [RFC6742]
as well as NID records. The LP record points to the L32 or L64
records for the site. A nultihomed site normally will have at |east
one L32 or L64 record for each distinct uplink (i.e., link froma
Site Border Router towards the global Internet), because |LNP uses
provi der - aggr egat abl e addr essi ng.

More than one L32 or L64 will be required if nultiple Locator val ues
are in use. For exanple, if an ILNPv6 site has nultiple |inks for
multi homng, it will use one L64 record for each Locator value it is
usi ng on each link
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2.7. Site Interior Topol ogy bfuscation

In some situations, it can be desirable to obfuscate the details of
the interior topology of an end site. Alternately, in sone
situations, local site policy requires that |ocal-scope routing
prefixes be used within the local site. |LNP can provide these
capabilities through the ILNP | ocal addressing capability described
here, under the control of the SBR

As described in Section 2.3 above, locator rewiting can be used to
hide the internal structure of the network with respect to the
subnetting arrangenent of the site network. Specifically, the
procedure described in Section 2.3 would be followed, with the
followi ng additional nodification of the use of Locator val ues:

(1) Only the aggregated Locator value, i.e., L_pp, is advertised
outside the site (e.g., in an L32 or L64 record), and L_ss is
zeroed in that advertisenent.

(2) The SBR needs to mamintain a mapping table to restore the interior
topol ogy information for received packets, for exanple, by using
a mapping table from|l values to either L_ss values or interna
Locat or val ues.

(3) The SBR needs to zero the L_ss values for all Source Locators of
egress packets, as well as performa Locator rewiting that
affects the L_pp bits of the Locator val ue.

O course, this only obscures the interior topology of the site, not
the exterior connectivity of the site. 1In order for the site to be
reachable fromthe global Internet, the site’s DNS entries need to
advertise Locator values for the site to the global Internet (e.g.
in L32, L64 records).

2.8. O her SBR Considerations

For backwards conpatibility, for ILNP, the | CWP checksumis al ways
calculated identically as for IPv6 or IPv4. For ILNPv6, this neans
that the SBR need not be aware if |ILNPv6 is operating as described in
[ RFC6740] and [RFC6741]. For |LNPv4, again, the SBR need not be
aware of the operation if ILNPv4 is operating as it will not need to
i nspect the extension header carrying the | val ue.

In order to support communi cati on between two internal nodes that
happen to be using gl obal -scope addresses (for whatever reason), the
SBR MUST support the "hair pinning" behaviour conmonly used in

exi sting NAT/ NAPT devices. (This behaviour is described in Section 6
of RFC 4787 [ RFC4787].)
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In the near-term a nore common depl oynent scenario will be to depl oy
ILNP incrementally, with some ordinary classic IP traffic stil
existing. In this case, the SBR should maintain flow state that
contains a flag for each flow indicating whether or not that flowis
using ILNP. If that flag indicated | LNP were enabled for a given
flow, and ILNP | ocal nunbering were al so enabl ed, then the SBR woul d
know that it should performthe sinpler |ILNP Locator rewiting
mapping. If that flag indicated | LNP were not enabled for a given
flow and | P NAT or | P NAPT were al so enabl ed, then the SBR woul d know
that it should performthe nore conpl ex NAT/NAPT translation (e.g.

i ncluding TCP or UDP checksum recal cul ation).

NOTE: Existing commercial security-aware routers (e.g., Juniper
SRX routers) already can naintain flow state for nmillions of
concurrent IP flows. This feature would add one flag to each
flow s state, so this approach is believed scal able today using
exi sting comercial technol ogy.

Those applications that do not use |IP Address values in application
state or configuration data are considered to be "well behaved". For
wel | - behaved applications, no further enhancenments are required.
Where application-layer protocols are not well behaved, for exanple,
the File Transfer Protocol (FTP), then the SBR mi ght need to perform
addi tional stateful processing -- just as NAT and NAPT equi pnent
needs to do today for FTP. See the description in Section 7.6 of

[ RFCB741] .

When the SBR rewites a Locator in an |ILNP packet, that obscures

i nformati on about how well a particular path is working between the
sender and the receiver of that |ILNP packet. So, the SBR that
rewites Locator values needs to include mechanisnms to ensure that
any packet with a new Destination Locator will travel along a valid
path to the intended destination node. For |ILNPv4, the path |liveness
will be no worse than | Pv4, and nmechani snms already in use for |Pv4
can be reused. For ILNPv6, the path liveness will be no worse than
for 1Pv6, and nechanisns already in use for |Pv6 can be reused.

In the future, the Border Router Discovery Protocol (BRDP) al so might
be used in some deploynments to indicate which routing prefixes are
currently valid and which site border routers currently have a
wor ki ng uplink [ BRDP11].
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3. An Alternative for Site Miltihom ng

The ILNP Architectural Description [ RFC6740] describes the basic
approach to enabling Site Miultihoming (S-MHd) with ILNP. However, as
an option, it is possible to |leave the control of S-MH to an |LNP-
enabled SBR. This alternative is based on the use of the Localised
Nunmbering function described in Section 2 of this docunent.

3.1. Site Miultihoming (S-MH) Connectivity Using an SBR

The approach to Site Multihomng (S-MH) using an SBR is best
illustrated through an exanple, as shown in Figure 3.1.

site Coe e
net wor k SBR . Lmm- - + CN
G SRR + L 1 . +o---t

| sbri+------
L L | | .
L----t | . Internet
H | |
| sbr2+------
P + L 2
CN = Correspondent Node
H = Host
L 1 = global Locator value 1
L 2 = global Locator value 2
L L = local Locator value
SBR = Site Border Router
sbrN = interface N on SBR

Figure 3.1: Alternative Site Miultihom ng Exanple with an SBR

The situation here is simlar to the |ocalised nunbering exanple,
except that the SBR now has two external |inks, with using Locator
value L_1 and another using Locator value L_2. These could, e.g.

for ILNPv6, be separate, Provider Aggregated (PA) | Pv6 prefixes from
two different 1SPs. Hhas IL-V [I_H L_L], and will forward a packet
to CN as given in expression (la). However, when the packet reaches
the SBR, local policy will decide whether the packet is forwarded on
the link sbrl using L_1 or on sbr2 using L_2. O course, the correct
Locator value will be rewitten into the egress packet in place of

L L.
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If only local nunbering is being used, then the SBR need never
advertise any global Locator values. However, it could do, as
described in Section 2.2.

3.2. Dealing with Link/Connectivity Changes

One of the key uses for nultihonming is providing resilience to |ink
failure. |If either link breaks, then the SBR can nanage the change
in connectivity locally. For exanple, assune SBR has been configured
to use sbrl1 for all traffic, and sbr2 only as backup link. So, SBR
directs packets fromH to comunicate with CN using sbr1, and CN wi ||
recei ve packets as in expression (1b) and respond with packets as in
expression (2a).

However, if sbrl goes down then SBR will nove the conmunication to
interface sbr2. As His not aware of the actions of the SBR, the SBR
must maintain some state about IL-V "pairs” in order to hand off the
connectivity fromsbrl to sbr2. So, when noving the comunication to
sbr2, the SBR would firstly send a Locator Update (LU) nessage

[ RFC6745] [RFC6743], to CNinforming it that L_2 is now the valid
Locator for the communication. This operation would not be visible
to H although there m ght be sone disruption to transm ssion, e.g.
packets being sent fromCNto Hthat are in flight when sbrl goes
down nmay be lost. The SBR might also need to update DNS entries (see
Section 3.3). Since ILNP requires that all Locator Update nessages
be aut henticated by the ILNP Nonce, the SBR will need to include the
appropriate Nonce values as part of its cache of infornmation about

I LNP sessions traversing the SBR  (NOTE: Since commercial security
gat eways available as of this witing reportedly can handl e ful
stateful packet inspection for mllions of flows at nulti-gigabit
speeds, it should be practical for such devices to cache the ILNP
flow information, including Nonce val ues.)

Thi s approach has some efficiency gains over the approach for
mul ti hom ng described in [ RFC6740], where each hosts nmanages its own
connectivity.

If sbrl was to be reinstated, now with Locator value L_3, then |oca
policy would determine if the conmmuni cation shoul d be noved back to
sbr1, with appropriate additional actions, such as transm ssion of LU
messages with the new Locator values and al so the updates to DNS

Note that in such novenent of an |LNP session across interfaces at
the SBR, only Locator values in |ILNP packets are changed. As already
noted in [RFC6740], end-to-end transport-layer session state

i nvari ance i s maintained.
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3.3. SBR Updates to DNS

When t he SBR manages connectivity as descri bed above, the interna
hosts, such as H, are not necessarily aware of any connectivity
changes. Indeed, there is certainly no requirenent for themto be
aware. So, if Hwas a server expecting incom ng connections, the SBR
must update the relevant DNS entries when the site connectivity
changes.

There are two possibilities: each host could have its own L32 or L64
records; or the site mght use a conbination of LP and L32/L64
records (see Section 2.4). Either way, the SBR woul d need to update
the relevant DNS entries. For our exanple, with ILNPv6 and LP
records in use, the SBR would need to manage two L64 records (one for
each uplink) that would resolve froma FQDN, for exanple,

site.exanpl e.com Meanwhile, individual hosts, such as H, have an
FQDN that resolves to an NID value and an LP record that would
contain the value site.exanple.com which then would be used to | ook
up the two L64 records.

If the SBRis multihoned, as in Figure 3.1, then it will have (at

| east) two Locator values, one for each link, and |l ocal policy wll
need to be used to deternine how preference values are applied in the
rel evant L32 and L64 records.

3.4. DNS TTL Val ues for L32 and L64 Records

I magi ne that in the scenario described above, there was a link
failure that resulted in sbrl going down and sbr2 was used. Existing
I LNP sessions in progress would nove to sbr2 as descri bed above.
However, new inconming |ILNP sessions to the site would need to know to
use L 2 and not L_1. L 1 and L_2 would be stored in DNS records
(e.g., L32 for ILNPv4 or L64 for ILNPv6). |If a renote host has
already resolved fromDNS that L_1 is the correct Locator for sending
packets to the site, then that host m ght be holding stale

i nformation.

DNS al |l ows val ues returned to be aged using Tinme-To-Live (TTL), which
is specified in the time unit of seconds. So that renote nodes do
not hold on to stale values fromDNS, the L64 records for our site
shoul d have low TTL values. An appropriate val ue nmust be consi dered
carefully. For exanple, let us assunme that the site adm nistrator
knows that when sbrl fails, it takes 20 seconds to failover to sbr2.
Then, 20 s would seemto be an appropriate tine to use for the TTL
val ue of an L64 for the site: if a renpte node had just resol ved the
value L 1 for the site, and the link to sbrl went down, that renote
node woul d not hold the stale value of L_1 for any |longer than it
takes the site to failover to shr2 and use L_2.
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Qur studies for a university school site network show that [ow TTL
val ues, as low as zero, are feasible for operational use [BAll].

NOTE: From 01 Novenber 2010, the site network of the School of
Comput er Sci ence, University of St Andrews, UK, has been
runni ng operational DNS with DNS A records that have TTL of
zero. At the time of witing of this docunent (Novenber 2012),
a zero DNS TTL was still in use at the school

.5. Miltiple SBRs

For site multihonmng, with nultiple SBRs, a situation may be as
follows (see also Section 5.3.1 in [RFC6740]).

site
net wor k
Fomm - + L 1
| to--- -
| |
.---+ SBR_A
| |
| |
Fomm - +
N 0
| CP . Internet
% .
+omee - + L _2
| to-----
| |
---+ SBR B |
| |
| |
Fom oo e +
CcP = coordination protoco
L1 = global Locator value 1
L 2 = gl obal Locator value 2
SBR A = Site Border Router A
SBR B = Site Border Router P

Figure 3.2: A Dual-Router Miltihom ng Scenario for |LNP

The use of two physical routers provides an extra level of resilience
conpared to the scenario of Figure 3.1. The coordination protoco
(CP) between the two routers keeps their actions in synchronisation
according to whatever nanagenent policy is in place for the site
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network. Such functions are available today in some conmercia
network security products. Note that, logically, there is little

di fference between Figures 5.1 and 3.2, but with two distinct routers
in Figure 3.2, the interaction using CP is required. O course, it
is also possible to have nultiple interfaces in each router and nore
than two routers.

4. An Alternative for Site (Network) Mbility

The ILNP Architectural Description [ RFC6740] describes the basic
approach to enabling site (network) mobility with ILNP. However, as
an option, it is possible to |leave the control of site nobility to an
| LNP- enabl ed SBR by exploiting the alternative site nultihoni ng
feature described in Section 3 of this docunent.

Again, as described in [RFC6740], we exploit the duality between
mobility and multi homing for |ILNP

4.1, Site (Network) Mbility

Let us consider the nobile network in Figure 4.2, which is taken from
[ RFC6740] .

site ISP 1
net wor k SBR .o
Hom oo + L 1
L_L | ral+------
e+ |
H | raz+- -
[ +

Figure 4.1a: |ILNP Mobile Network before Handover

site ISP 1
net wor k SBR .o
+o-m- - - + L 1
L L | ral+------
-+ |
H | ra2+------
+------ + L 2
| SP_2

Figure 4.1b: |ILNP Mbile Network during Handover
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site | SP_2
net wor k SBR .o
e +
L L | ral+--
e+ |
H | ra2+------
Fomam - + L 2
Figure 4.1c: ILNP Mbile Network after Handover
H = host
L 1 = global Locator value 1
L_2 = gl obal Locator value 2
L_ L = local Locator value
raN = radio interface N
SBR = Site Border Router

Figure 4.1: An Alternative Mbile Network Scenario with an SBR

We assune that the site (network) is nobile, and the SBR has two
radio interfaces, ral and ra2. |In the figure, 1SP_1 and ISP_2 are
separate, radio-based service providers, accessible via interfaces
ral and ra2.

Wil e the SBR nakes the transition fromusing a single link (Figure
4.1a) to the handover overlap on both links (Figure 4.1b), to only
using a single link again (Figure 4.1c), the host H continues to use
only Locator value L_L, as already described for Site Miltihom ng
(S-MH). During this tine the actions taken by the SBR are the sane
as al ready described in [RFC6740], except that the SBR

a) also perforns that ILNP | ocalised nunbering function described in
Section 2.

b) does not need to advertise L 1 and L_2 internally if only |loca
nunbering is being used.

As for the case of S-MH above, H need not be aware of the change in
connectivity for the SBRif it is only using |ocal nunbering, and the
SBR woul d send LU nmessages for H (for any correspondent nodes, not
shown in Figure 4.1), and would update DNS entries as required.

The difference to the S-MH scenari o described earlier in this

docunent is that in the situation of Figure 4.1b, the SBR can opt to
use soft handover has previously described in [ RFC6740].
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Again, there is an efficiency gain conpared to the situation
described in [RFC6740]: the SBR provi des a conveni ent point at which
to centrally manage the novenent of the site as a whole. Note that
in Figure 4.1b, the site is nultihoned.

As for SSWMH, L 1 and L_2 could be advertised internally, as a | oca
policy decision, for those hosts that require direct control of their
connectivity.

Not e that for handover, inmmedi ate handover will have a sinilar
behaviour to a |ink outage as described for S-MH  However, as |ILNP
al | ows soft-handover, during the handover period, this should help to
reduce (perhaps even renove) packet | oss.

4.2. SBR Updates to DNS

As for S MH, a simlar discussion to Section 3.3 applies for nobile
networks with respect to the updates to DNS. As a nobile network is
likely to have nore frequent changes to its connectivity than a

nmul ti honed network would due to connectivity changes, the use of LP
DNS records is likely to be particularly advantageous here.

4. 3. DNS TTL Val ues for L32 and L64 Records

As for S MH, a simlar discussion to Section 3.4 applies for nobile
networks with respect to the TTL of L32 and/or L64 records that are

used for the nane of the nobile network. |In the case of the npbile
network, it makes sense for the TTL to be aligned to the tine for
handover.

5. Traffic Engineering Options

The use of Locator rewiting provides sone sinple yet useful options
for traffic engineering (TE) controlled fromthe edge-site via the
SBR, requiring no cooperation fromthe service provider other than
the provision of basic connectivity services, e.g., physica
connectivity, allocation of |IP Address prefixes and packet

forwarding. This does not preclude other TE options that are already
in use, such as use of MPLS, but we choose to highlight here the
specific options available and controll able solely through the use of
| LNP.

When a site network is mnultihomed, we have seen that the use of the
Locator rewiting function pernits the SBR to have packet - by-packet
control when forwarding on external I|inks. Various configuration and
policies could be applied at the SBR in order to control the egress
and ingress traffic to the site network.
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5.1. Load Bal anci ng

Let us consider Figure 5.1, and assune |ILNP local nunbering is in
use; that Hl, H2, and H3 use, respectively, ldentifier values, |_1,
I 2 and I _3; and all of them use Locator value L_L.

site
net wor k SBR
+- e - + L 1
| sbril+------
H2 . L_L | | .
H3 L----t | . Internet
. | | .
H1 . | sbr2+------ .
. +- e - + L _2
HN = host N
L_1 = gl obal Locator value 1
L_2 = gl obal Locator value 2
L L = local Locator value
SBR = Site Border Router
sbrN = interface N on sbr

Figure 5.1: A Site Miultihonming Scenario for Traffic Control

The SBR coul d be configured, subject to local policy, totry to
control |oad across the external links. For exanple, it could be
configured initially with the foll owi ng mappi ngs:

srcl=l_1, sbrl --- (33a)
srcl=l_2, sbr2 --- (3b)
srcl=1_3, sbrl --- (30¢)

These nappi ngs direct packets matching course ldentifier values to
particul ar outgoing interfaces. As |oad changes, these mappi ngs
could be changed. For exanple, expression (3c) could be changed to:

srcl=l_3, sbr2 --- (4)

and the SBR woul d need to send LU nessage to the correspondents of H3
(sbr to uses L_2 while shrl uses L_1). The egress connectivity is
totally within control of the SBR under admi nistrative policy, as
already seen in the descriptions of nultihonming and nobility in this
docunent .
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O course, nore conplex policies are possible, based on

- whether | LNP sessions are inconing or outgoing

- tine of day

- internal subnets

and any nunber of criteria already in use for control of traffic.
In expressions (3a,b,c) above, source | values are used. However:
destination | values could be used

source or destination L values could be used
mappi ngs could be to L values, not to specific interfaces

and, again, any nunber of criteria could be used to mani pulate the
packet path, based on filtering of values in header fields and | oca

policy.

Wth ILNP, hosts do not need to be aware of the operation of the SBR
in this manner.

Note, again, that in this scenario, there is nothing to prevent SBR
fromalso advertising L_1 and L_2 into the site network. If

required, adm nistrative controls could be used to enable selective
hosts in the site network to use L_1 and L_2 directly as described in
[ RFC6740] .

5.2. Control of Egress Traffic Paths

Ext endi ng the scenario for | oad-bal ancing described above, it is also
be possible for the ILNP-capable SBR to direct traffic along specific
net work paths based on the use of different L values, i.e., by using
mul tiple prefixes assigned from upstream providers

O course, as previously discussed, these prefixes can be Provider
Aggregated (PA) and need not be Provider |ndependent (Pl).

Let us consider Figure 5.2 and assume |LNP | ocal numbering is in use;
that Hl, H2 and H3 use, respectively, ldentifier values, I_1, 1_2,
and | _3; and all of themuse Locator value L L. Let us al so assune
that the node CN uses IL-V [I_CN, L_CN
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site +----+
net wor k sBR . - + CN
Fommm + L1, L2 S
| sbri+--------
H2 . L_L | |
H3 c----+ sbr2+-------- I nt er net
| | L3, L4
. | | .
H1 . | sbr3+-------- .
.o SRR + L5, L6
CN = correspondent node
HN = host N
LN = gl obal Locator value N
L L = local Locator value
SBR = Site Border Router
sbrN = interface N on sbr

Figure 5.2: A Site Miulti honing Scenario for Traffic Control

Here, many configurations are possible. For exanple, for egress

traffic:
srcl=l_2, L2 --- (5a)
srcl=l_3, L3 --- (5b)
dstl=I _CN, L6 --- (5¢)
srcl=l_1 dstl=I_CN, L1 --- (5d)

Expression (5a) naps all egress packets fromH2 to have their source
Locator value rewitten to L2 (and inplicitly to use interface sbrl).
Expression (5b) nmaps all egress packets fromH3 to have their source
Locator value rewitten to L3 (and inplicitly to use interface sbr2).
Expression (5c) directs any traffic to CN to use Locator value L6 as
the source Locator (and inplicitly to use interface sbr3), and may
override (5a) and (5b), subject to local policy, when packets to CN
are fromH2 or H3.

Meanwhi l e, in expression (5d), we see a further, nore specific rule,
in that packets from Hl destined to CN should use Locator value L1
(and inplicitly to use interface shrl).

Note the inplicit bindings to interfaces in expressions (5a,b,c,d),
conpared to the explicit bindings in expressions (3a,b,c). |ILNP only
requires that the Locator values are correctly rewitten and packets
forwarded in confornmance with the routing already configured for the
Locat or val ues.
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O course, these rules can be changed dynamically at the SBR and the
SBR wi |l migrate |ILNP sessions across Locator values, as already
descri bed above for nobility.

6. ILNP in Datacentres

As I LNP has first class support for nobility and multihom ng, and
supports flexible options for |ocalised addressing, there is great
potential for it to be used in datacentre scenarios. Further details
of possibilities are in [BA12], with a summary presented here.

There are several scenarios that could be beneficial to datacentres,
in order to provide functions such as |oad bal ancing, resilience and
fault tol erance, and resource nanagenent:

- Sane datacentre, internal Virtual Machine (VM nmobility: This could
be beneficial in |oad bal ancing, dynam cally, where | oad changes
are taking place. The renote user does not see the VM has noved.

- Different datacentres, transparent mobility: This is where the
dat acentre resources may be geographically distributed, but the
geogr aphi cal novenent is transparent to the renote user.

- Different datacentres, nobility is visible: This is where the
dat acentre resources nmay be geographically distributed, but the
geogr aphi cal novenent is visible to the renote user

These are three situations that nay be supported by |ILNP, but they
are not the only ones: we provide these here as exanpl es, and they
are not intended to be prescriptive. The intention is only to show
the flexibility that is possible through the use of |LNP

This section describes sonme Virtual Machine (VM nobility
capabilities that are possible with ILNP. Depending on the interna
details and virtualisation nodel provided by a VM platform it m ght
be sufficient for the guest operating systemto support ILNP. In
sonme cases, again depending on the internal details and
virtualisation nodel provided by a VMplatform the VMplatform
itself also nmight need to include support for |LNP

Details of how a particular VM platformworks, and which
virtualisation nodel (s) a VM platform supports, are beyond the scope
of this docunent. Internal inplenentation details of VM platform
support for ILNP are al so beyond the scope of this docunent, just as
internal inplenmentation details for any other networked system
supporting I LNP are beyond the scope of this docunent.
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6.1. Virtual Inmage Mobility within a Single Datacentre

Let us consider first the scenario of Figure 6.1, noting its
simlarity to Figure 2.1 for use of |ocalised nunbering.

site Coe +o---+
net wor k SBR . Smm - + CN
Coe Fooem - + L 1 . oot
. | Fo-em - -
H2 Lo L |
L----t | I nt er net
V* HL . | |
: | |
Hom oo +
CN = Correspondent Node
V = Virtual nachine inmage
Hx = Host x
L_1 = gl obal Locator value
L L = local Locator value
SBR = Site Border Router

Figure 6.1: A Sinple Virtual Inmage Mbility Exanple for |LNP

L L is a Locator value used for the ILNP hosts HL and H2. Here, the
"V*H1" signifies that the virtual machine inage Vis currently
resident on HL. Let us assune that V has ldentifier I _V. Note that
as HL and H2 have the sane Locator value (L_1), as far as CNis
concerned, it does not matter if Vis resident on HL or H2, al
transport packets between V and CN wi |l have the same signature as
far as CNis concerned, e.g., for a UDP flow (in analogy to (1a)):

<UDP: |V, 1_CN, PV, PCN><ILNP: L 1, L_CN> --- (6a)

Now, if V was to migrate to H2, the migration would be an issue
purely local to the site network, and the end-to-end integrity of the
transport flow woul d be naintai ned.

O course, there are practical operating systens issues in enabling
such a migration locally, but products exist today that could be
nodi fi ed and nmade | LNP-aware in order to enable such VM i nage

nmobi lity.

Note that for conveni ence, above, we have used | ocalised nunbering

for ILNP, but if |local Locator values were not used and the whol e
site sinply used L_1, the principle would be the sane.
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6.2. Virtual Inmage Mobility between Datacentres - Invisible

Let us now consider an extended version of the scenario above in Fig.
6.2, where we see that there is a second site network, which is
geographically distant to the first site network, and the two site
networks are interconnected via their respective SBRs.

site R Fomm ot
network 1 SBR1 . e + CN
Coe e +------ + L_l o e e -
. | Fom - -
CL_L1] |
L | I nt er net
VFHL . | |
I I
+

| Hoo-o--
H2 L L2| |
Lt |
| |
| |
o F------ +
site SBR2
network 2

| ogical inter-router link and coordination

CN = Correspondent Node
V = Virtual nachine inmage
Hx = Host x
L_y = gl obal Locator value y
L Lz = local Locator value z

SBR = Site Border Router
Figure 6.2: A Sinple Localised Nunbering Exanple for |LNP

Note that the logical inter-router |link between SBR1 and SBR2 coul d
be realised physically in many different ways that are avail abl e

today and are not |LNP-specific, e.g., leased line, secure |P-layer
or Layer 2 tunnel, etc. W assune that this link also allows
coordi nati on between the two SBRs. For now, we ignore external |ink

L_2 on SBR2, and assune that the renpte node, CN, is in conmmunication
with V through SBRI1.
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When in initial comunication, the packets have the signature is
given in expression (6a). Wen V noves to H2, it now uses Locator
value L_L2, but all conmunication between V and CNis still routed
via SBR1. So, the renote CN still sees that sane packet signature as
given in expression (6a). L_L1 and L_L2 are, effectively, two
internal (private) subnetworks, and are not visible to CN

However, SBR2 and SBR1 nust coordinate so that any further

conmuni cation to V via SBRL is routed across the inter-router |ink
Again, there are conmercial products today that could be adapted to
manage such shared state.

6.3. Virtual Inmage Mobility between Datacentres - Visible

Clearly, in the scenario of the section above, once V has noved to
site network 2, it may be beneficial, for a nunber of reasons, for
communi cation to V to be routed via SBR2 rather than SBRI.

When V noves fromsite network 1 to site network 2, this visibility
of mobility could be by V sending |ILNP Locator Update nessages to the
CN during the nobility process. Also, V would update any rel evant

I LNP DNS records, such as L64 records, for new I LNP session requests
to be routed via SBR2.

I ndeed, |et us now consider again Figure 6.2, and assune now t hat
Local locators L L1 and L_L2 are not in use on either site network,
and each site networks uses its own gl obal Locator value, L_1 and
L 2, respectively, internally. 1In that case, the packet flow
signature for V when it is in site network 1 as viewed fromOCN is,
again as given in expression (6a). However, when V noves to site
network 2, it would sinply use L_2 as its new Locator, send Locator
Updat e nmessages to CN as would a nornmal nobile node for |LNP, and
complete its migration to H2. Then, CN would see the packet
signatures as in expression (6b).

<UDP: 1V, 1 _CN, PV, PON><ILNP: L 2, L_CN> --- (6b)

In this case, no "special" inter-router link is required for nmobility
-- the normal Internet connectivity between SBR1 and SBR2 woul d
suffice. However, it is quite likely that some sort of tunnelled
link woul d still be desirable to offer protection of the VMinmage as
it mgrates.

6.4. |ILNP Capability in the Renbte Host for VM Image Mbility
For the renote host -- the CN -- the availability of |ILNP would be

beneficial. However, for the first two scenarios |isted above, as
t he packet signature of the transport flows renmmins fixed fromthe
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vi ewpoint of the CN, it seens possible that the benefits of |LNP VM
mobility could be used for datacentres even while CNs renain as
normal | P hosts. O course, a najor caveat here is that the
application | evel protocols should be "well behaved": that is, the
application protocol or configuration should not rely on the use of
| P Addr esses.

7. Location Privacy
Extending the Locator rewiting paradigm it is possible to also
enabl e Location privacy for ILNP by a nodified version of the "onion
routing" paradigmthat is used for Tor [DWVS04] [RS@E8].

7.1. Locator Rewiting Relay (LRR)
To enable this function, we use a m ddl ebox that we call the Locator

Rewiting Relay. The function of this unit is described by the use
of Figure 7.1.

<UDP: | _H, |I_CN, P H P CN><ILNP: L_1, L_CN\> --- (7a)
v
|
+--4- -+
| | srce=[1_H, L 1], L X --- (7b)
| LRR | dst=[1 _H L X, L 1 --- (7¢)
| |
Fo - - -+
|
v
<UDP: | _H, |_CN, P_H P_CN><ILNP: L_X, L_CN> --- (7d)

LRR = Locator Rewriting Rel ay
Figure 7.1: Locator Rewiting Relay (LRR) Exanple

The operation of the LRRis conceptually very sinple. W assune that
the LRR first has mappings as given in expressions (7b) and (7c) (see
next subsection). Expression (7b) says that for packets with src
IL-V [I_H, L_1], the packet’s source Locator value should be
rewitten to value L_X and then forwarded. Expression (7c) has the
conplinmentary mappi ng for packets with destination IL-V [I_H, L_1]
(for the reverse direction).

Expression (6a) is a UDP/ILNP packet as might be sent in Figure 2.1
fromHto CN. However, instead of going directly to L_CN, the packet
with destination Locator L_1 goes to a LRR  Expression (7d) is the
result of the mapping of packet (7a) using expression (7b).
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Note that it is entirely possible that the packet of expression (7d)
then is processed by another LRR for source Locator value L_X
Effectively, this creates and LRR path for the packet, as an overlay
path on top of the normal IP routing.

In this way, there is a level of protection, w thout the need for
crypt ographi ¢ techni ques, for the (topological) Location of the
packet. O course, an extrenely well-resourced adversary coul d,
potentially, backtrack the LRR path, but, depending on the LRR
overlay path that is created, could be very difficult to trace in
reality. For exanple, the mechanismw || protect against off-path
attacks, but where the threat regine includes the potential for on-
path attacks, cryptographically protected tunnels between H and LRR
m ght be required

Again, as the Locator value is not part of the end-to-end state, this
mechani smis very general and has a | ow over head.

7.2. Options for Installing LRR Packet Forwarding State

There are many options for managing the "network" of LRRs that could
be in place if such a systemwas used on a |arge scale, including the
setting up and renoval of LRR state for packet relaying, as for
expressions (7b) and (7c). W consider this function to be outside
the scope of these ILNP specifications, but note that there are nany
exi sting mechanisms that could nodified for use, and al so nany
possibilities for new mechani sms that woul d be specific to the use of
| LNP LRRs.

(Note al so that the control/nanagenent conmunication with the LRR
does not need to use ILNP: IPv4 or IPv6 could be used.)

The host, H, by itself could install the required state, assuming it
was aware of suitable information to contact the LRR  The first
packet in an |ILNP session mght contain a header option called a
Locator Redirection Option (LRO. The LRO would contain the Locator
val ue that should be rewitten into the source Locator of the packet.
When a LRR receives such a packet, it would install the required
state. Such a nmechani smcould be soft-state, requiring periodic use
of the LROin order to maintain the state in the LRR The LRO could
al so be delivered using an | CMP ECHO packet sent fromH to the LRR
periodically, again to nmaintain a soft-state update.

It woul d, of course, be prudent to protect the LRR state contro

packets with sone sort of authentication token, to prevent an
adversary fromeasily installing false LRR state and causi ng packets
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fromHor its correspondent to be subject to man-in-the-niddle
attacks, or black-holing. Again, such attacks are not specific to
ILNP or newto ILNP

It woul d al so be possible to use proprietary application |eve
protocols, with strong authentication for the control of the LRR
state. For exanple, an application | evel protocol based on XMPP
(http://xmpp.org/) operating over SSL.

Above, we have offered very brief and inconplete descriptions of some
possibilities, and we do not necessarily nandate any one of them
they serve only as exanpl es.

8. ldentity Privacy

For the sake of conpleteness, and in conplenent to Section 6, it
shoul d be noted that |ILNP can use either cryptographically verifiable
Identifier values, or use Identifier values that provide a |level of
anonynmity to protect a user’s privacy. Mre details are given in
Sections 2 and 11 of [RFC6741].

9. Security Considerations

The rel evant security considerations to this docunent are the same as
for the main ILNP Architectural Description [RFC6740]. The one
additional point to note is that this docunment describes |ILNP
capability in the SBR and so those adversaries w shing to subvert the
operation of ILNP specifically, have a target that would,

potentially, disable an entire site. However, this is not an attack
vector that is specific to |ILNP: today, disruption of an |IPv4 or |Pv6
SBR woul d have the sane inpact.

The security considerations for Section 7 (Location Privacy) are

al ready docunented in [DVS04] and [RSG8]. One possibility is that
the LRR nechanismitself could be used by an adversary to | aunch an
attack and hide his own (topological) Location, for exanple. This is
al ready possible for IPv4 and IPv4 with a Tor-like systemtoday, so
is not new to |LNP.
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