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1

I ntroduction

The Locator/1D Separation Protocol [RFC6830] architecture provides a
mechani smto separate out ldentification and Location semantics from
the current definition of an I P address. By creating tw nanespaces,
an Endpoint 1D (EI D) namespace used by sites and a Routing Locator
(RLOC) nanespace used by core routing, the core routing
infrastructure can scal e by doi ng topol ogi cal aggregation of routing
i nformati on.

Since LISP creates a new nanespace, a mapping function nust exist to
map a site’'s EID-Prefixes to its associated Locators. For unicast
packets, both the source address and destination address nust be
mapped. For multicast packets, only the source address needs to be
mapped. The destination group address doesn’t need to be mapped
because the semantics of an IPv4 or | Pv6 group address are logical in
nature and not topol ogy dependent. Therefore, this specification
focuses on nmapping a source EID address of a nulticast flow during
distribution tree setup and packet delivery.

This specification will address the follow ng scenari os:

1. How a nulticast source host in a LISP site sends nulticast
packets to receivers inside of its site as well as to receivers
in other sites that are LI SP enabl ed.

2. How inter-domain (or between LISP sites) multicast distribution
trees are built and how forwardi ng of multicast packets leaving a
source site toward receivers sites is perforned.

3. What protocols are affected and what changes are required to such
mul ticast protocols.

4. How ASM node (Any Source Milticast), SSM node (Single Source
Mul ticast), and Bidir-node (Bidirectional Shared Trees) service
nodel s wi || operate.

5. How nulticast packet flow will occur for multiple conbinations of
LI SP- enabl ed and non- Ll SP-enabl ed source and receiver sites. For
exanpl e:

A.  How nulticast packets froma source host in a LISP site are
sent to receivers in other sites when they are all non-LISP
sites.

B. How nulticast packets froma source host in a LISP site are
sent to receivers in both LISP-enabled sites and non-LI SP
sites.

Fari nacci, et al. Experi ment al [ Page 3]



RFC 6831 LI SP for Milticast Environnents January 2013

C. How nmulticast packets froma source host in a non-LISP site
are sent to receivers in other sites when they are all LI SP-
enabl ed sites.

D. How nulticast packets froma source host in a non-LISP site
are sent to receivers in both LISP-enabled sites and non-LISP
sites.

Thi s specification focuses on what changes are needed to the

mul ticast routing protocols to support LISP-Milticast as well as
other protocols used for inter-domain nulticast, such as

Mul ti protocol BGP (MBGP) [RFC4760]. The approach proposed in this
specification requires no packet format changes to the protocols and
no operational procedural changes to the multicast infrastructure
inside of a site when all sources and receivers reside in that site,
even when the site is LISP enabled. That is, internal operation of
mul ticast is unchanged, regardl ess of whether or not the site is LISP
enabl ed or whether or not receivers exist in other sites that are

LI SP enabl ed.

Therefore, we see only operational (and not protocol) changes for
Pl M ASM [ RFC4601], Multicast Source Di scovery Protocol (MSDP)

[ RFC3618], and PI M SSM [ RFC4607]. BIDI R PIM[RFC5015], which
typically does not run in an inter-domain environnent, is not
addressed in depth in this RFC

Al so, the current version of this specification does not describe
mul ti cast -based Traffic Engineering (TE) relative to the TE-1TR
(TE-based I ngress Tunnel Router) and TE-ETR (TE-based Egress Tunne
Rout er) descriptions in [RFC6830]. Further work is also needed to
deternmine the detail ed behavior for nulticast Proxy-1TRs (nPlTRs)
(Section 9.1.3), mrace (Section 12), and | ocator reachability
(Section 6). Finally, further depl oynent and experinentation woul d
be useful to understand the real-life performance of the LI SP-

Mul ticast solution. For instance, the design optinizes for m nimal
state and control traffic in the core, but can in sone cases cause
extra nulticast traffic to be sent Section 8.1.2.

| ssues and concerns about the deploynent of LISP for Internet traffic
are discussed in [ RFC6830]. Section 12 of that document provides
addi tional issues and concerns raised by this docunent.

2. Requirenments Notation
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
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3.

Definition of Terns

The ternminology in this section is consistent with the definitions in
[ RFC6830] but is extended specifically to deal with the application
of the term nology to nulticast routing.

LI SP- Ml ti cast: a reference to the design in this specification
That is, when any site that is participating in nulticast
communi cati on has been upgraded to be a LISP site, the operation
of control -plane and dat a-pl ane protocols is considered part of
the LI SP-Multicast architecture.

Endpoint ID (EID): a 32-bit (for IPv4) or 128-bit (for 1Pv6) val ue
used in the source address field of the first (nost inner) LISP
header of a nulticast packet. The host obtains a destination
group address the sane way it obtains one today, as it would when
it is anon-LISP site. The source EID is obtained via existing
nmechani sns used to set a host’s "local" IP address. An EIDis
allocated to a host froman EIDPrefix block associated with the
site in which the host is located. An EID can be used by a host
to refer to another host, as when it joins an SSM (S-EID, G route
using | GW version 3 [ RFC4604]. LI SP uses Provider-1ndependent
(Pl') blocks for EIDs; such EIDs MJUST NOT be used as LI SP RLCCs.
Note that EID bl ocks nay be assigned in a hierarchical nanner
i ndependent of the network topology, to facilitate scaling of the
mappi ng database. |n addition, an EID block assigned to a site
may have site-local structure (subnetting) for routing within the
site; this structure is not visible to the gl obal routing system

Routing Locator (RLOC): the 1 Pv4 or I Pv6 address of an |ngress
Tunnel Router (ITR), the router in the nmulticast source host’s
site that encapsul ates multicast packets. It is the output of an
El D-t 0o- RLOC nappi ng | ookup. An EID naps to one or nore RLCCs.
Typically, RLOCs are nunbered from topol ogi cally aggregatabl e
bl ocks that are assigned to a site at each point to which it
attaches to the global Internet; where the topology is defined by
the connectivity of provider networks, RLOCs can be thought of as
Provi der - Assi gned (PA) addresses. Miltiple RLOCs can be assigned
to the sanme I TR device or to nultiple I TR devices at a site.

I ngress Tunnel Router (ITR): a router that accepts an IP nulticast
packet with a single I P header (nore precisely, an |IP packet that
does not contain a LISP header). The router treats this "inner"
| P destination multicast address opaquely so it doesn't need to
performa nmap | ookup on the group address because it is
topologically insignificant. The router then prepends an "outer"
| P header with one of its globally routable RLOCs as the source
address field. This RLOC is known to other nulticast receiver
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sites that have used the napping database to join a nulticast tree
for which the ITRis the root. In general, an | TR receives |IP
packets from site end-systens on one side and sends LI SP-

encapsul ated multicast | P packets out all external interfaces that
have been j oi ned.

An | TR woul d receive a multicast packet froma source inside of
its site when 1) it is on the path fromthe nulticast source to
internally joined receivers, or 2) when it is on the path fromthe
mul ticast source to externally joined receivers.

Egress Tunnel Router (ETR): arouter that is on the path froma
nmul ti cast source host in another site to a nulticast receiver in
its own site. An ETR accepts a PIM Join/ Prune nessage froma
site-internal PIMrouter destined for the source’s EIDin the
mul ticast source site. The ETR maps the source EID in the Join/
Prune nmessage to an RLOC address based on the EID-to-RLOC mappi ng.
This sets up the ETR to accept mnulticast encapsul ated packets from
the ITRin the source nulticast site. A nulticast ETR
decapsul ates mul ti cast encapsul ated packets and replicates them on
interfaces leading to internal receivers.

XTR: is areference to an I TR or ETR when direction of data flowis
not part of the context description. xTRrefers to the router that
is the tunnel endpoint; it is used synonynously with the term
"tunnel router". For exanple, "an xTR can be located at the
Customer Edge (CE) router" neans that both ITR and ETR
functionality can be at the CE router.

LI SP Header: a termused in this docunent to refer to the outer
I Pv4 or | Pv6 header, a UDP header, and a LISP header. An |ITR
prepends headers, and an ETR strips headers. A LI SP-encapsul ated
mul ticast packet will have an "inner" header with the source EID
in the source field, an "outer" header with the source RLOC in the
source field, and the sanme gl obally unique group address in the
destination field of both the inner and outer header

(S, G State: the formal definition is in the PIM Sparse Mde
[ RFC4601] specification. For this specification, the termis used
generally to refer to nulticast state. Based on its topol ogica
| ocation, the (S,G state that resides in routers can be either
(S-EID,G state (at a location where the (S,G state resides) or
(S-RLOC, G state (in the Internet core).
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(S-EID,G State: refers to nulticast state in nulticast source and
receiver sites where SSEIDis the IP address of the nulticast
source host (its EID). An S-EID can appear in an | GWv3 report,
an MSDP SA nmessage or a PIM Join/Prune nmessage that travel s inside
of a site.

(S-RLOC, G State: refers to nulticast state in the core where Sis
a source locator (the IP address of a nulticast ITR) of a site
with a multicast source. The (S-RLOC, G is napped fromthe
(S-EID,G entry by doing a mappi ng dat abase | ookup for the ElID
Prefix that S-EID maps to. An S-RLOC can appear in a Pl M Join/
Prune nmessage when it travels froman ETRto an | TR over the
I nternet core.

uLl SP Site: a unicast-only LISP site according to [ RFC6830] that
has not depl oyed the procedures of this specification and,
therefore, for multicast purposes, follows the procedures from
Section 9. A uLISP site can be a traditional nulticast site.

LISP Site: a unicast LISP site (uLISP Site) that is also nulticast
capabl e according to the procedures in this specification

nPETR: this is a nmulticast proxy-ETR that is responsible for
advertising a very coarse EID-Prefix to which non-LISP and uLIl SP
sites can target their (S-EID,G PIMJoin/Prune nessages. nmPETRs
are used so LISP source nulticast sites can send nulticast packets
usi ng source addresses fromthe ElD namespace. nPETRs act as
Proxy-ETRs for supporting nulticast routing in a LISP
infrastructure. It is likely a uPITR [ RFC6832] and an nmPETR wil |
be co-located since the single device advertises a coarse ElID
Prefix in the underlying unicast routing system

M xed Locator- Sets: this is a Locator-Set for a LISP database
mappi ng entry where the RLOC addresses in the Locator-Set are in
both 1 Pv4 and | Pv6 format.

Uni cast Encapsul ated PI M Joi n/ Prune Message: this is a standard PI M
Joi n/ Prune nessage (LI SP-encapsul ated with destinati on UDP port
4341) that is sent by ETRs at nulticast receiver sites to an I TR
at a multicast source site. This nessage is sent periodically as
long as there are interfaces in the QF-list for the (S-EID QG
entry for which the ETR is joining.

AF-1list: this is notation to describe the outgoing interface |ist

a nulticast router stores per nulticast routing table entry so it
knows on which interfaces to replicate nulticast packets.
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4.

RPF: Reverse Path Forwarding is a procedure used by nulticast
routers. A router will accept a nulticast packet for forwarding
if the packet was received on the path that the router would use
to forward uni cast packets to the multicast packet’s source.

Basi ¢ Overvi ew

LI SP, when used for unicast routing, increases the site's ability to
control ingress traffic flows. Egress traffic flows are controlled
by the IGP in the source site. For nulticast, the IGP coupled with
PI M can deci de which path nulticast packets ingress. By using the
Traffic Engineering features of LISP [ RFC6830], a nulticast source
site can control the egress of its nulticast traffic. By controlling
the priorities of Locators froma mappi ng database entry, a source
mul ticast site can control which way nulticast receiver sites join to
the source site.

At this point intine, there is no requirenent for different Locator-
Sets, priority, and weight policies for nulticast than there is for
uni cast. However, when Traffic Engineering policies are different
for unicast versus nmulticast flows, it will be desirable to use

mul ti cast-based priority and wei ght values in Map-Reply nessages.

The fundanmental nulticast forwarding nbdel is to encapsulate a
mul ti cast packet into another nulticast packet. An ITR will
encapsul ate nul ticast packets received fromsources that it serves in
a LI SP-Multicast header. The destination group address fromthe

i nner header is copied to the destination address of the outer

header. The inner source address is the EID of the nmulticast source
host and the outer source address is the RLOC of the encapsul ating

| TR

The LISP-Multicast architecture will follow this high-1level protoco
and operational sequence:

1. Receiver hosts in nmulticast sites will join nmulticast content the
way they do today -- they use IGW. When they use | GWv3 where
t hey specify source addresses, they use source ElDs; that is,
they join (S EID,G. |If the nulticast source is external to this
receiver site, the PIM Join/Prune nessage flows toward t he ETRs,
finding the shortest exit (that is, the closest exit for the
Joi n/ Prune nessage and the cl osest entrance for the nulticast
packet to the receiver).

2. The ETR does a nmappi ng database | ookup for S-EID. |f the mapping
is cached froma previous | ookup (fromeither a previous Join/
Prune for the source nulticast site or a unicast packet that went
to the site), it will use the RLOC information fromthe mapping.
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The ETR will use the sanme priority and wei ghting nmechani smas for
uni cast. So, the source site can decide which way nulticast
packet s egress.

3. The ETR will build two PIM Join/Prune nessages, one that contains
an (S-EID,G entry that is unicast to the TR that nmatches the
RLOC the ETR selects, and the other that contains an (S-RLCC, G
entry so the core network can create nmulticast state fromthis
ETR to the I TR

4. Wen the I TR gets the unicast Join/Prune nessage (see Section 3
for formal definition), it will process (S-EID,G entries in the
message and propagate theminside of the site where it has
explicit routing information for EIDs via the IGP. Wen the ITR
receives the (S-RLCC, G PIM Join/Prune nessage, it will process
it like any other join it would get in today’'s Internet. The
S-RLOC address is the IP address of this ITR

5. At this point, there is (S-EID G state fromthe joining host in
the receiver nulticast site to the ETR of the receiver nulticast
site. There is (S-RLOC, G state across the core network fromthe
ETR of the nulticast receiver site to the ITRin the nulticast
source site and (S-EID,G state in the source nulticast site.
Note, the (S-EID, G state is the sane S EID in each nulticast
site. As other ETRs join the sane nulticast tree, they can join
t hrough the sanme ITR (in which case the packet replication is
done in the core) or a different ITR (in which case the packet
replication is done at the source site).

6. Wen a packet is originated by the nulticast host in the source
site, the packet will flowto one or nore | TRs that will prepend
a LI SP header. By copying the group address to the outer
destination address field, the ITRinserts its own |ocator
address in the outer source address field. The ITRwll |ook at
its (SS-RLCC, G state, where S-RLOC is its own | ocator address,
and replicate the packet on each interface on which an (S-RLCC, G
join was received. The core has (S-RLOC, G so where fan-out
occurs to nultiple sites, a core router will do packet
replication.

7. \Wen either the source site or the core replicates the packet,
the ETR will receive a LISP packet with a destination group
address. It will decapsul ate packets because it has receivers
for the group. Oherwise, it would not have received the packets
because it would not have joined. The ETR decapsul ates and does
an (S-EID,G lookup in its nulticast Forwardi ng Information Base
(FIB) to forward packets out one or nore interfaces to forward
the packet to internal receivers.
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This architecture is consistent and scal able with the architecture
presented in [ RFC6830] where nulticast state in the core operates on
Locators, and multicast state at the sites operates on El Ds.

Al ternatively, [RFC6830] also has a nmechanismwhere (S-EID, G state
can reside in the core through the use of RPF Vectors [RFC5496] in
Pl M Joi n/ Prune nessages. However, few PIMinplenentations support
RPF Vectors, and LISP should avoid S-EID state in the core. See
Section 5 for details.

However, sonme observations can be nade on the algorithm above. The
control plane can scale but at the expense of sending data to sites
that may have not joined the distribution tree where the encapsul at ed
data is being delivered. For exanple, one site joins (S-EIDL, G, and
another site joins (S-EID2,G. Both EIDs are in the sanme nulticast
source site. Both nulticast receiver sites join to the sane ITR with
state (S-RLOC,G where S-RLOC is the RLOC for the ITR The ITR joins
both (S-EID1,G and (S-EID2,G inside of the site. The |ITR receives
(S-RLOC, G joins and populates the OF-list state for the (S-RLCC Q
entry. Since both (S-EID1,G and (S-EID2, G nmap to the one
(S-RLOC, G, packets will be delivered by the core to both multicast
recei ver sites even though each have joined a single source-based
distribution tree. This behavior is a consequence of the nmany-to-one
mappi ng between S-EIDs and a S-RLOC

There is a possible solution to this problemthat reduces the number
of many-to-one occurrences of (S-EID, G entries aggregating into a
single (SSRLOC,G entry. |If a physical |ITR can be assigned multiple
RLOC addresses and these addresses are advertised in mappi ng dat abase
entries, then ETRs at receiver sites have nore RLOC address options
and therefore can join different (RLOC, G entries for each (S-EID G
entry joined at the receiver site. It would not scale to have a one-
to-one rel ati onship between the nunber of S-EID sources at a source
site and the nunber of RLOCs assigned to all ITRs at the site, but

"n" can reduce to a snaller nunber in the "n-to-1" relationship. And
in turn, this reduces the opportunity for data packets to be
delivered to sites for groups not joined.

5. Source Addresses versus G oup Addresses

Mul ticast group addresses don’'t have to be associated with either the
ElI D or RLOC nanespace. They actually are a nanmespace of their own
that can be treated as logical with relatively opaque all ocation

So, by their nature, they don’t detract from an increnental

depl oynent of LISP-Milticast.
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As for source addresses, as in the unicast LISP scenario, there is a

decoupling of identification fromlocation. In a LISP site, packets

are originated fromhosts using their allocated EIDs. ElID addresses

are used to identify the host as well as where in the site’s topol ogy
the host resides but not how and where it is attached to the

I nternet.

Therefore, when nulticast distribution tree state is created anywhere
in the network on the path fromany nulticast receiver to a nulticast
source, EID state is maintained at the source and receiver multicast
sites, and RLOC state is maintained in the core. That is, a
nmulticast distribution tree will be represented as a 3-tuple of
{(S-EID,G (S-RLOC,G (S-EID, G}, where the first elenent of the
3-tuple is the state stored in routers fromthe source to one or nore
ITRs in the source multicast site; the second el enent of the 3-tuple
is the state stored in routers downstreamof the ITR in the core, to
all LISP receiver nmulticast sites; and the third elenment in the
3-tuple is the state stored in the routers downstream of each ETR, in
each receiver nulticast site, reaching each receiver. Note that
(S-EID,G is the same in both the source and receiver nulticast

sites.

The concat enati on/ mapping fromthe first element to the second
el ement of the 3-tuples is done by the ITR and fromthe second
elenment to the third elenment is done at the ETRs.

6. Locator Reachability Inplications on LISP-Milticast

Miulticast state as it is stored in the core is always (S,G state as
it exists today or (S-RLOC, G state as it will exist when LISP sites
are deployed. The core routers cannot distinguish one fromthe
other. They don't need to because it is state that uses RPF agai nst
the core routing tables in the RLOC nanespace. The difference is
where the root of the distribution tree for a particular source is.
In the traditional nulticast core, the source Sis the source host’s
| P address. For LISP-Milticast, the source Sis a single ITR of the
nmul ti cast source site.

An TR is selected based on the LISP El D-to-RLOC mappi ng used when an
ETR propagates a PI M Joi n/ Prune nmessage out of a receiver nulticast
site. The selection is based on the same algorithman |I TR woul d use
to select an ETR when sending a uni cast packet to the site. 1In the
uni cast case, the I TR can change on a per-packet basis dependi ng on
the reachability of the ETR So, an |ITR can change relatively easily
using local reachability state. However, in the nulticast case, when
an | TR beconmes unreachabl e, new distribution tree state nust be built
because the encapsul ating root has changed. This is nore significant
than an RPF-change event, where any router would typically locally

Fari nacci, et al. Experi ment al [ Page 11]



RFC 6831 LI SP for Milticast Environnents January 2013

change its RPF-interface for its existing tree state. But when an
encapsul ating LI SP-Milticast | TR goes unreachabl e, new distribution
state nust be built and reflect the new encapsul ator. Therefore,
when an | TR goes unreachable, all ETRs that are currently joined to
that ITRwill have to trigger a new Join/Prune nessage for (S-RLOC QG
to the new ITR as well as send a uni cast encapsul ated Joi n/ Prune
message telling the new | TR which (S-EID, G is being joined.

This issue can be mitigated by using anycast addressing for the |ITRs,
so the probl em does reduce to an RPF change in the core, but stil
requires a uni cast encapsul ated Joi n/ Prune nmessage to tell the new

| TR about (S-EID,G. The problemw th this approach is that the ETR
really doesn’t know when the I TR has changed, so the new anycast | TR
will get the (S-EID, G state only when the ETR sends it the next tine
during its periodic sending procedures.

7. Milticast Protocol Changes

A nunber of protocols are used today for inter-donmain nulticast
routing:

| GWv1-v3, M.Dv1-v2: These protocol s [ RFC4604] do not require any
changes for LISP-Milticast for two reasons. One is that they are
link-1ocal and not used over site boundaries, and the second is
that they advertise group addresses that don’t need translation
Where source addresses are supplied in | GWwv3 and Mil ti cast
Li stener Discovery version 2 (M.Dv2) nessages, they are
semantically regarded as ElIDs and don’t need to be converted to
RLOCs until the nmulticast tree-building protocol, such as PIM is
received by the ETR at the site boundary. Addresses used for | GW
and MLD cone out of the source site's allocated addresses, which
are therefore fromthe ElID nanespace.

VBGP: Even though the Ml tiprotocol Extensions for BGP-4 (MBGP)
[ RFCA760] are not part of a nulticast routing protocol, they are
used to find nmulticast sources when the uni cast BGP peering
topol ogy and the multicast MBGP peering topol ogy are not
congruent. Wen MBGP is used in a LISP-Milticast environment, the
prefixes that are advertised are fromthe RLOC namespace. This
all ows receiver nmulticast sites to find a path to the source
multicast site’s ITRs. MBGP peering addresses will be fromthe
RLOC nanmespace. There are no MBGP changes required to support
LI SP- Mul ti cast.

MSDP: MSDP [ RFC3618] is used to announce active nulticast sources
to other routing domains (or LISP sites). The announcenents cone
fromthe PI M Rendezvous Points (RPs) fromsites where there are
active nulticast sources sending to various groups. In the
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context of LISP-Milticast, the source addresses advertised in MSDP
will semantically be fromthe ElID nanespace since they describe
the identity of a source nulticast host. It will be true that the
state stored in MSDP caches fromcore routers will be fromthe EID
nanespace. An RP address inside of the site will be fromthe EID
nanespace so it can be advertised and reached by an interna

uni cast routing nmechanism However, for MSDP peer-RPF checking to
wor k properly across sites, the RP addresses nust be converted or
mapped into a routabl e address that is advertised and nai ntai ned
in the BGP routing tables in the core. MSDP peering addresses can
come out of either the EID or a routabl e address nanespace. Al so,
the choice can be nmade unilaterally because the ITR at the site

wi Il determ ne which nanespace the destination peer address is out
of by looking in the nmappi ng database service. There are no MsSDP
changes required to support LISP-Milticast.

Pl M SSM In the sinplest formof distribution tree building, when
Pl M operates in SSM node [ RFC4607], a source distribution tree is
built and maintai ned across site boundaries. |n this case, there

is a small nodification to how Pl M Joi n/ Prune nessages are sent by
the LI SP-Milticast conponent. No nodifications to any nmessage
format, but to support taking a Join/Prune nessage origi nated
inside of a LISP site with enbedded addresses fromthe EID
nanespace and converting themto addresses fromthe RLOC nanespace
when the Join/Prune nessage crosses a site boundary. This is
simlar to the requirenents docunented in [ RFC5135].

Bl DI R- PI M Bi directional PIM[RFC5015] is typically run inside of a
routi ng domain, but if deployed in an inter-domain environment,
one woul d have to decide if the RP address of the shared tree
woul d be fromthe EID nanespace or the RLOC nanespace. |If the RP
resides in a site-based router, then the RP address is fromthe
El D namespace. |If the RP resides in the core where RLOC addresses
are routed, then the RP address is fromthe RLOC nanespace. This
could be easily distinguishable if the EID address were in a well -
known address allocation block fromthe RLOC nanespace. Al so,
when usi ng Enbedded-RP for RP deternination [ RFC3956], the fornat
of the group address could indicate the nanespace the RP address
is from However, refer to Section 10 for considerations core
routers need to make when using Enbedded-RP | Pv6 group addresses.
When using BIDIR-PIM for inter-domain nmulticast routing, it is
recomended to use statically configured RPs. This allows core
routers to associate a Bidir group’s RP address with an ITR s RLOC
address, and site routers to associate the Bidir group’s RP
address as an EID address. Wth respect to Designated Forwarder
(DF) election in BIDIR-PIM no changes are required since all
messagi ng and addressing is |ink-1Iocal
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Pl M ASM The ASM node of PIM[RFC4601], the nost popul ar form of
PIM is deployed in the Internet today by having shared trees
within a site and using source trees across sites. By the use of
MSDP and PI M SSM t echni ques descri bed above, nulticast
connectivity can occur across LISP sites. Having said that, that
means there are no special actions required for processing (*,Q
or (S,GR) Join/Prune nessages since they all operate against the
shared tree that is site resident. Just like with ASM there is
no (*,GQ in the core when LISP-Milticast is in use. This is also
true for the RP-mappi ng nechani sns Aut o- RP and Bootstrap Router
(BSR) [ RFC5059].

Based on the protocol description above, the conclusion is that there
are no protocol nmessage format changes, just a translation function
performed at the control plane. This will rmake for an easier and
faster transition for LISP since fewer components in the network have
to change

It should also be stated just like it is in [ RFC6830] that no host
changes, whatsoever, are required to have a nulticast source host
send mul ticast packets and for a nulticast receiver host to receive
mul ti cast packets.

8. LISP-Miulticast Data-Plane Architecture

The LI SP-Mul ticast data-plane operation conforns to the operation and
packet formats specified in [ RFC6830]. However, encapsulating a
mul ti cast packet froman ITRis a much sinpler process. The process
is sinply to copy the inner group address to the outer destination
address. And to have the ITR use its own |P address (its RLOC) as
the source address. The process is sinpler for nulticast because
there is no EIDto-RLOC nappi ng | ookup perforned during packet

f or war di ng.

In the decapsul ation case, the ETR sinply renoves the outer header
and perforns a nulticast routing table | ookup on the inner header
(S-EID,G addresses. Then, the OF-list for the (S-EID,G entry is
used to replicate the packet on site-facing interfaces leading to
mul ti cast receiver hosts.

There is no Data-Probe logic for ETRs as there can be in the unicast
forwardi ng case.
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8.

8.

8.

1. |TR Forwarding Procedure

The followi ng procedure is used by an ITR, when it receives a
mul ti cast packet froma source inside of its site:

1. A multicast data packet sent by a host in a LISP site will have
the source address equal to the host’s EID and the destination
address equal to the address of the nmulticast group. It is
assuned the group information is obtained by current nethods.
The sane is true for a nmulticast receiver to obtain the source
and group address of a multicast flow

2. Wen the ITR receives a nulticast packet, it will have both S-EID
state and S-RLOC state stored. Since the packet was received on
a site-facing interface, the RPF | ookup is based on the S-EID
state. |If the RPF check succeeds, then the O F-list contains
interfaces that are site facing and external facing. For the
site-facing interfaces, no LISP header is prepended. For the
external -facing interfaces a LI SP header is prepended. Wen the
| TR prepends a LI SP header, it uses its own RLOC address as the
source address and copies the group address supplied by the IP
header that the host built as the outer destination address.

1.1. Miltiple RLOCs for an ITR

Typically, an ITRwill have a single RLOC address, but in sone cases
there could be multiple RLOC addresses assigned fromeither the sane
or different service providers. 1In this case, when (S-RLOC, G Join/
Prune messages are received for each RLOC, there is a OF-list
mergi ng action that nust take place. Therefore, when a packet is
received froma site-facing interface that matches on an (S-EID QG
entry, the interfaces of the O F-list fromall (RLOCC, G entries
joined to the ITR as well as the site-facing OF-1ist joined for
(S-EID,G nust be included in packet replication. |In addition to
replicating for all types of OF-lists, each OF-list entry nmust be
tagged with the RLOC address, so encapsul ati on uses the outer source
address for the RLOC joi ned.

1.2. Miltiple ITRs for a LISP Source Site
Note that when ETRs fromdifferent nulticast receiver sites receive

(SS-EID,G joins, they may select a different S-RLOC for a nulticast
source site due to policy (the nmulticast ITR can return different

mul ticast priority and wei ght val ues per ETR Map-Request). In this
case, the sane (S-EID,G is being realized by different (S-RLCC, G
state in the core. This will not result in duplicate packets because
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each ITRin the nmulticast source site will choose their own RLOC for
the source address for encapsulated multicast traffic. The RLOC
addresses are the ones joined by renpte nulticast ETRs.

When different (S-EID,G traffic is conbined into a single (RLOC Q
core distribution tree, this may cause traffic to go to a receiver

mul ticast site when it does not need to. This happens when one
receiver multicast site joins (S1-EID, G) through a core distribution
tree of (RLOCL, G) and another nulticast receiver site joins
(S2-EID,G) through the same core distribution tree of (RLOCL, G)
When ETRs decapsul ate such traffic, they should know fromtheir |oca
(S-EID,G state if the packet should be forwarded. If there is no
(S-EID,G state that matches the inner packet header, the packet is
di scarded

8.2. ETR Forwarding Procedure

The follow ng procedure is used by an ETR, when it receives a
mul ti cast packet froma source outside of its site:

1. When a multicast data packet is received by an ETR on an
external -facing interface, it will do an RPF | ookup on the S-RLCC
state it has stored. |If the RPF check succeeds, the interfaces
fromthe OF-list are used for replication to interfaces that are
site facing as well as interfaces that are external facing (this
ETR can also be a transit nulticast router for receivers outside
of its site). Wen the packet is to be replicated for an
external -facing interface, the LISP encapsul ati on header is not
stripped. When the packet is replicated for a site-facing
interface, the encapsul ati on header is stripped.

2. The packet without a LISP header is now forwarded down the
(S-EID,G distribution tree in the receiver nulticast site.

8.3. Replication Locations

Mul ti cast packet replication can happen in the follow ng topol ogi ca
| ocati ons:

0o Inan IGP multicast router inside a site that operates on S-ElDs.

0o In atransit nmulticast router inside of the core that operates on
S- RLOCs.

0o At one or nore ETR routers depending on the path a Join/Prune
nmessage exits a receiver nulticast site.
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0o At one or nore ITRrouters in a source multicast site dependi ng on
what priorities are returned in a Map-Reply to receiver nulticast
sites.

In the last case, the source nulticast site can do replication rather
than having a single exit fromthe site. But this can occur only
when the priorities in the Map-Reply are nodified for different
receiver multicast sites so that the PIM Join/Prune nmessages arrive
at different |TRs.

This policy technique, also used in [RFC6836] for unicast, is usefu
for multicast to mtigate the problens of changing distribution tree
state as discussed in Section 6.

9. LISP-Milticast Interworking

This section describes the nulticast corollary to [ RFC6832] regarding
the interworking of nulticast routing anong LISP and non-LISP sites.

9.1. LISP and Non-LISP M xed Sites

Since multicast conmunication can involve nore than two entities to
communi cate together, the conbinations of interworking scenarios are
nore involved. However, the state maintained for distribution trees
at the sites is the sane, regardl ess of whether or not the site is

LI SP enabl ed. So, nobst of the inplications are in the core with
respect to storing routable EID Prefixes fromeither PA or Pl bl ocks.

Bef ore enunerating the nulticast interworking scenarios, let’s define
three depl oynment states of a site:

0 Anon-LISP site that will run PIMSSMor PIMASMw th MSDP as it
does today. The addresses for the site are globally routable.

0 A site that deploys LISP for unicast routing. The addresses for
the site are not globally routable. Let’'s define the nane for
this type of site as a uLISP site.

0o A site that deploys LISP for both unicast and multicast routing.
The addresses for the site are not globally routable. Let’s
define the nanme for this type of site as a LISP-Milticast site.

A LISP site enabled for nulticast purposes only will not be
considered in this docunent, but a uLlISP site as docunmented in

[ RFC6832] will be considered. In this section there is no discussion
of how a LISP site sends nulticast packets when all receiver sites
are LI SP-Milticast enabl ed; that has been discussed in previous
sections.
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The followi ng scenarios exist to make LI SP-Milticast sites interwork
with non-LISP-Milticast sites:

1. A LISP site nmust be able to send nmulticast packets to receiver
sites that are a mix of non-LISP sites and uLI SP sites.

2. A non-LISP site nust be able to send nulticast packets to
receiver sites that are a m x of non-LISP sites and uLlSP sites.

3. A non-LISP site nust be able to send nulticast packets to
receiver sites that are a mx of LISP sites, uLlISP sites, and
non- LI SP si tes.

4., A uLISP site must be able to send multicast packets to receiver
sites that are a mx of LISP sites, uLlISP sites, and non-LISP
sites.

5. A LISP site nust be able to send nmulticast packets to receiver
sites which are a nmix of LISP sites, uLlISP sites, and non-LISP
sites.

9.1.1. LI SP Source Site to Non-LlI SP Receiver Sites

In the first scenario, a site is LISP enabled for both unicast and
mul ticast traffic and as such operates on ElIDs. Therefore, there is
a possibility that the EID- Prefix block is not routable in the core.
For LISP receiver nulticast sites, this isn't a problem but for non-
LI SP or uLlSP receiver nulticast sites, when a Pl M Join/Prune nmessage
is received by the edge router, it has no route to propagate the
Joi n/ Prune nessage out of the site. This is no different than the
uni cast case that LISP Network Address Translation (LISP-NAT) in

[ RFC6832] sol ves.

LI SP- NAT all ows a uni cast packet that exits a LISP site to get its
source address mapped to a globally routable address before the ITR
realizes that it should not encapsul ate the packet destined to a non-
LISP site. For a nulticast packet to leave a LISP site, distribution
tree state needs to be built so the ITR can know where to send the
packet. So, the receiver nulticast sites need to know about the
mul ti cast source host by its routable address and not its EID
address. Wen this is the case, the routable address is the
(S-RLOC,G state that is stored and naintained in the core routers.
It is inmportant to note that the routable address for the host cannot
be the same as an RLOC for the site because it is desirable for ITRs
to process a PIM Join/Prune nessage that is received froman

external -facing interface. |If the nessage will be propagated inside
of the site, the site-part of the distribution tree is built.
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Using a globally routable source address allows non-LISP and uLl SP
mul ticast receivers to join, create, and naintain a nulticast
distribution tree. However, the LISP-Milticast receiver site wll
want to perform an El D-to-RLOC mappi ng table | ookup when a PI M Joi n/
Prune message is received on a site-facing interface. It does this
because it wants to find an (S-RLOC, G entry to Join in the core.
So, there is a conflict of behavior between the two types of sites.

The solution to this problemis the sanme as when an | TR wants to send
a uni cast packet to a destination site but needs to deternmine if the
site is LISP enabled or not. Wen it is not LISP enabled, the ITR
does not encapsul ate the packet. So, for the nulticast case, when
the ETR receives a PI M Join/Prune nessage for (S-EID G state, it

will do a mapping table | ookup on S-EID. 1In this case, S-EID is not
in the mappi ng dat abase because the source multicast site is using a
rout abl e address and not an EID-Prefix address. So, the ETR knows to
simply propagate the PIM Join/ Prune nmessage to an external -facing
interface without converting the (S-EID, G because it is an (S, G,
where S is routable and reachable via core routing tables.

Now that the nulticast distribution tree is built and maintained from
any non-LISP or uLlSP receiver nmulticast site, the way the packet
forwardi ng nodel is used can be expl ai ned.

Since the ITRin the source nulticast site has never received a

uni cast encapsul ated PI M Joi n/ Prune nmessage fromany ETRin a
receiver nmulticast site, it knows there are no LI SP-Milticast
receiver sites. Therefore, there is no need for the ITRto
encapsul ate data. Since it will know a priori (via configuration)
that its site’s EIDs are not routable (and not registered to the
mappi ng dat abase system), it assunes that the nulticast packets from
the source host are sent by a routable address. That is, it is the
responsibility of the nmulticast source host’s systemadnministrator to
ensure that the source host sends nmulticast traffic using a routable
source address. \Wen this happens, the ITR acts sinply as a router
and forwards the nulticast packet like an ordinary nulticast router.

There is an alternative to using a LI SP-NAT schenme just as there is
an alternative to using unicast [RFC6832] forwarding by enploying
Proxy Tunnel Routers (PxTRs). This can work the sanme way for

mul ticast routing as well, but the difference is that non-LISP and
uLl SP sites will send PIM Join/Prune nessages for (S-EID, G that nake
their way in the core to nulticast PxTRs. Let's call this use of a
PxTR as a "Ml ticast Proxy-ETR' (or nmPETR). Since the nPETRs
advertise very coarse EID Prefixes, they draw the PIM Join/Prune
control traffic making themthe target of the distribution tree. To
get nulticast packets fromthe LISP source nulticast sites, the tree
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9.

1

needs to be built on the path fromthe nPETR to the LI SP source
mul ticast site. To nake this happen, the nPETR acts as a "Proxy-ETR
(where in unicast it acts as a "Proxy-ITR', or an uPlI TR [ RFC6832]).

The existence of MPETRs in the core allows source nulticast site I TRs
to encapsul ate nulticast packets according to (S-RLOC, G state. The
(S-RLOC, G state is built fromthe nPETRs to the nulticast ITRs. The
encapsul ated mul ti cast packets are decapsul ated by nPETRs and t hen
forwarded according to (S-EID,G state. The (S-EID,G state is built
fromthe non-LI SP and uLl SP receiver nulticast sites to the nPETRs.

2. Non-LISP Source Site to Non-LISP Receiver Sites

Clearly non-LISP-Milticast sites can send multicast packets to non-
LI SP receiver multicast sites. That is what they do today. However,
di scussion is required to show how non-LI SP-Milticast sites send
mul ti cast packets to uLlSP receiver nulticast sites.

Since uLl SP receiver nmulticast sites are not targets of any (S, Q
state, they sinply send (S,G PIMJoin/Prune nessages toward the non-
LI SP source nulticast site. Since the source nmulticast site in this
case has not been upgraded to LISP, all nulticast source host
addresses are routable. So, this case is sinplified to where a uLISP
receiver nmulticast site appears to the source nulticast site to be a
non- LI SP receiver multicast site.

9.1.3. Non-LISP Source Site to Any Receiver Site

When a non-LI SP source nulticast site has receivers in either a non-
LI SP/uLlI SP site or a LISP site, one needs to decide how the LISP
receiver nmulticast site will attach to the distribution tree. It is
known from Section 9.1.2 that non-LISP and uLl SP receiver multicast
sites can join the distribution tree, but a LISP receiver nulticast
site ETR will need to know if the source address of the nulticast
source host is routable or not. 1t has been shown in Section 9.1.1
that an ETR, before it sends a PIM Join/Prune nessage on an external -
facing interface, does an ElID-to-RLOC nmapping | ookup to determne if
it should convert the (S,G state froma PIMJoin/Prune nessage
received on a site-facing interface to an (S-RLOC,G. |If the | ookup
fails, the ETR can conclude the source nulticast site is a non-LISP
site, so it sinply forwards the Join/Prune nessage. (It also doesn’t
need to send a uni cast encapsul ated Joi n/ Prune nessage because there
is no ITRin a non-LISP site and there is nanespace continuity

bet ween the ETR and source.)

For a non-LISP source multicast site, (S-EID,G state could be
limted to the edges of the network with the use of nulticast proxy-
ITRs (nPITRs). The nPITRs can take native, unencapsul ated nul ticast
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packets from non-LI SP source multicast and ulLl SP sites and
encapsul ate themto ETRs in receiver nmulticast sites or to nPETRs
that can decapsul ate for non-LISP receiver nulticast or uLlISP sites.
The nPI TRs are responsible for sending (S-EID,G joins to the non-
LI SP source nmulticast site. To connect the distribution trees
together, nmulticast ETRs will need to be configured with the nPITR s
RLOC addresses so they can send both (S-RLOC,G joins to build a
distribution tree to the nPITR as well as configured for sending
unicast joins to nPITRs so they can propagate (S-EID, G joins into
source multicast sites. The use of nmPITRs is undergoing nore study
and is a work in progress.

9.1.4. Unicast LISP Source Site to Any Receiver Sites

In the last section, it was explained how an ETR in a multicast
receiver site can deternmine if a source nulticast site is LISP
enabl ed by | ooking into the mappi ng dat abase. When the source
multicast site is a uLISP site, it is LISP enabled, but the ITR by
definition, is not capable of doing nulticast encapsulation. So, for
t he purposes of multicast routing, the uLISP source nulticast site is
treated as a non-LISP source nulticast site.

Non- LI SP receiver nulticast sites can join distribution trees to a
uLl SP source nulticast site since the source site behaves, froma
forwardi ng perspective, as a non-LISP source site. This is also the
case for a uLISP receiver nulticast site since the ETR does not have
mul ticast functionality built-in or enabl ed.

Speci al considerations are required for LISP receiver nulticast
sites; since they think the source nulticast site is LISP enabl ed,
the ETR cannot know if the ITRis LISP-Milticast enabled. To solve
this problem each mapping database entry will have a nulticast
2-tuple (Mriority, Mwmeight) per RLOC [ RFC6830]. When the Miriority
is set to 255, the site is considered not multicast capable. So, an
ETR in a LISP receiver nulticast site can distinguish whether a LISP
source nulticast site is a LISP-Miulticast site or a uLISP site.

9.1.5. LISP Source Site to Any Receiver Sites

When a LISP source nulticast site has receivers in LISP, non-LISP
and uLl SP receiver nmulticast sites, it has a conflict about how it
sends nulticast packets. The ITR can either encapsulate or natively
forward nulticast packets. Since the receiver nulticast sites are
het er ogeneous in their behavior, one packet-forwarding nechani sm
cannot satisfy both. However, if a LISP receiver nulticast site acts
like a uLISP site, then it could receive packets |like a non-LISP
receiver nmulticast site, thereby nmaking all receiver nmulticast sites
have honbgeneous behavior. However, this poses the foll ow ng issues:
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0 LI SP-NAT techniques with routable addresses would be required in
all cases.

o O, alternatively, nPETR depl oynent woul d be required, thus
forcing coarse EID Prefix advertisenent in the core.

0 But, what is nost disturbing is that when all sites that
participate are LI SP-Multicast sites but a non-LISP or uLISP site
joins the distribution tree, then the existing joined LISP
receiver multicast sites would have to change their behavior.
This would create too nmuch dynamic tree-building churn to be a
viable alternative

So, the solution space options are:

1. Mke the LISP ITR in the source nulticast site send two packets,
one that is encapsulated with (S-RLOC,G to reach LISP receiver
nmul ticast sites and another that is not encapsulated with
(S-EID,G to reach non-LISP and uLl SP receiver nulticast sites.

2. Make the LISP I TR al ways encapsul ate packets with (S-RLOC, G to
reach LISP-Multicast sites and to reach nPETRs that can
decapsul ate and forward (S-EI D, G packets to non-LISP and uLl SP
receiver multicast sites.

9.2. LISP Sites with M xed Address Fanilies

A LI SP dat abase mapping entry that describes the Locator- Set,
Mpriority, and Maei ght per |ocator address (RLOC), for an ElI D Prefix
associated with a site could have RLOC addresses in either |Pv4 or

| Pv6 fornmat. Wen a napping entry has a mx of RLOC-fornmatted
addresses, it is an inplicit advertisenent by the site that it is a
dual -stack site. That is, the site can receive |Pv4 or |Pv6 unicast
packets.

To distinguish if the site can receive dual -stack uni cast packets as
wel |l as dual -stack nulticast packets, the Mrriority value setting
will be relative to an | Pv4 or | Pv6 RLOC See [ RFC6830] for packet
format details.

I f one considers the conbinations of LISP, non-LISP, and uLlSP sites
sharing the sane distribution tree and considering the capabilities
of supporting IPv4, 1Pv6, or dual-stack, the nunber of tota

conbi nati ons grows beyond conprehensi on

Usi ng sone conbi natorial math, the followi ng profiles of a site and
t he conbi nati ons that can occur
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1. LISP-Milticast IPv4 Site

2. LISP-Miulticast IPv6 Site

3. LISP-Miulticast Dual-Stack Site
4. uLISP IPv4 Site

5. UuLISP IPv6 Site

6. uLISP Dual -Stack Site

7. non-LISP IPv4 Site

8. non-LISP IPv6 Site

9. non-LISP Dual -Stack Site

Let's define (mn) = m/(n'*(mn)!), pronounced "m choose n" to
illustrate some conbinatorial math bel ow.

When 1 site talks to another site, the conmbinatorial is (9 2), when 1
site talks to another 2 sites, the conbinatorial is (9 3). If we sum
this up to (9 9), then:

(92 +(93) +(94) +(95) +(96) +(97) +(98 + (99 =
36 + 84 + 126 + 126 + 84 + 36 + 9 + 1
which results in 502 as the total nunber of cases to be consi dered.

This conbinatorial gets even worse when one considers a site using
one address fanmily inside of the site and the XxTRs using the other
address famly (as in using IPv4 EIDs with IPv6 RLOCs or | Pv6 ElDs
with | Pv4 RLOCs).

To rationalize this conbinatorial nightmare, there are sone
gui delines that need to be put in place:

0 Each distribution tree shared between sites will either be an |IPv4
distribution tree or an I Pv6 distribution tree. Therefore, head-
end replication can be avoided by building and sendi ng packets on
each address-fam |y-based distribution tree. Even though there
m ght be an urge to do nulticast packet translation fromone
address family format to the other, it is a non-viable over-

complicated urge. Milticast ITRs will only encapsul ate packets
where the inner and outer headers are fromthe sane address
famly.
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9. 3.

10.

Far

o Al LISP sites on a nulticast distribution tree nust share a
common address fanmily that is determ ned by the source site’'s
Locator-Set in its LI SP database mapping entry. Al receiver
multicast sites will use the best RLOC priority controlled by the
source nmulticast site. This is true when the source site is
either LISP-Multicast or uLlSP enabled. This neans that priority-
based policy nodification is prohibited. Wen a receiver
multicast site ETR receives an (S-EID,G join, it must select a
S-RLOC for the same address fanily as S-EID

0 When a nulticast Locator-Set has nore than one |ocator, only
| ocators fromthe sane address fam|ly MJST be set to the sane best
priority value. A nixed Locator-Set can exist (for unicast use),
but the multicast priorities MJST be the set for the sane address
famly locators

0 \When the source site is not LISP enabled, determ ning the address
famly for the flowis up to how receivers find the source and
group information for a multicast flow.

Maki ng a Mul ticast |nterworking Decision

Thus far, Section 9 has shown all conbinations of nulticast
connectivity that could occur. As already concluded, this can be
quite conplicated, and, if the design is too anbitious, the dynanics
of the protocol could cause a lot of instability.

The trade-of f decisions are hard to make, and so the sane single
solution is desirable to work for both IPv4 and IPv6 nulticast. It
is inperative to have an increnentally depl oyable solution for all of
| Pv4 unicast and nulticast and | Pv6 unicast and nulticast while
mninzing (or elimnating) both unicast and nulticast El D nanmespace
state.

Therefore, the design decision to go with uPl TRs [ RFC6832] for
uni cast routing and nPETRs for nulticast routing seens to be the
sweet spot in the solution space in order to optimze state
requi renents and avoi d head-end data replication at |TRs.

Consi derati ons When RP Addresses Are Enbedded in G oup Addresses

Wien ASM and PIMBIDIR are used in an | Pv6 inter-donain environnment,
a techni que exists to enbed the unicast address of an RP in an | Pv6
group address [ RFC3956]. Wien routers in end sites process a PIM

Joi n/ Prune nessage that contains an Enbedded- RP group address, they
extract the RP address fromthe group address and treat it fromthe
El D namespace. However, core routers do not have state for the EID
nanespace and need to extract an RP address fromthe RLOC nanespace.
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11.

12.

13.

Therefore, it is the responsibility of ETRs in nulticast receiver
sites to map the group address into a group address where the
Enbedded- RP address is fromthe RLOC nanespace. The nmapped RP
address is obtained froman El D-to-RLOC mappi ng dat abase | ookup. The
ETR will also send a unicast (*, G Join/Prune nmessage to the I TR so
the branch of the distribution tree fromthe source site resident RP
tothe ITRis created

This technique is no different than the techniques described in this
specification for translating (S, G state and propagating Joi n/Prune
messages into the core. The only difference is that the (*, G state
in Join/Prune nessages are nmapped because they contain unicast
addresses encoded in an Enbedded- RP group address.

Taki ng Advant age of Upgrades in the Core

If the core routers are upgraded to support [RFC5496], then the EID
specific data can be passed through the core without, possibly,
having to store the state in the core.

By doing this, one can elininate the ETR from uni cast encapsul ated
PI M Joi n/ Prune nmessages to the source site’'s I TR

However, this solution is restricted to a small set of workabl e cases
that would not be good for general use of LISP-Milticast. In
addition, due to slow convergence properties, it is not recomended
for LISP-Milticast.

M race Consi derations

Mrace functionality MJUST be consistent with unicast traceroute
functionality where all hops fromnulticast receiver to nulticast
source are visible.

The design for ntrace for use in LISP-Miulticast environments is to be
det erm ned but should build upon ntrace version 2 specified in
[ MTRACE] .

Security Considerations

The security concerns for LISP-Milticast are mainly the sane as for
the base LISP specification [RFC6830] and for nulticast in general
i ncluding Pl M ASM [ RFC4601] .

There nay be a security concern with respect to unicast Pl M nessages.
When multiple receiver sites are joining an (S-EID1,Q distribution

tree that maps to a (RLOCL, G core distribution tree, and a malicious
receiver site joins an (S-EID2,G distribution tree that also naps to
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14.

15.

15.

the (RLOCL, G core distribution tree, the legitinate sites wll
receive data from S-El D2 when they did not ask for it.

O her than as noted above, there are currently no known security

di fferences between nmulticast with LISP and nmulticast w thout LISP.
However, this has not been a topic that has been investigated deeply
so far; therefore, additional issues might arise in future.
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