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Abstract

This docunent provides information for those wi shing to use DHCPv6 to
support their deploynent of IPv6. In particular, it discusses the
provi sion of seni-redundant DHCPv6 services.

Status of This Meno
This nmeno docunents an Internet Best Current Practice.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Further information on
BCPs is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc6853

Copyright Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1. I nt roducti on

Redundancy and high availability for many conponents of |Pv6
infrastructure are desirable and, in sone depl oynents, nandatory.
Unfortunately, for DHCPv6 there is currently no standards-based
fail over or redundancy protocol. An interimsolution is to provide
sem -redundant services: this docunent specifies an architecture by
whi ch this can be achi eved.

2. Scope and Assunptions

DHCPv6 redundancy may be useful in a w de range of scenari os.

Al t hough the architecture suggested in this docunent is able to be
used in a wide range of networks, just two depl oynent environments
are di scussed here: service provider and enterprise network. Al

ot her scenarios may be generalized to one of these two cases.

In the rest of the docunent, the follow ng assunptions are nmade with
regards to the existing DHCPv6 infrastructure, regardl ess of the
envi ronnent bei ng consi der ed:

1. At least two DHCPv6 servers provide a service to the sane

clients. (The architecture does not linmit the nunber of servers,
and nore may be provided if required.)
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2. The existing DHCPv6 servers will not directly comunicate or
interact with one another in the assignnent of |Pv6 addresses and
the provision of configuration information to requesting clients.

3. DHCPv6 clients are instructed to run stateful DHCPv6 to request
at least one | Pv6 address. Configuration information and ot her
options (such as a delegated | Pv6 prefix) may al so be requested
as part of the stateful DHCPv6 operation

4. Cients participating in DHCPv6 configurati on have to properly
handl e the preference option, including the processing of
ADVERTI SE nessages as required by [ RFC3315].

5. A DHCPv6 server failure does not inply a failure of any other
network service or protocol (e.g., TFTP servers). The redundancy
of any additional services configured by neans of DHCPv6 are
out side the scope of this docunent. (For exanple, a single
DHCPv6 server may configure multiple TFTP servers, with
preference for each TFTP server, as specified in [ RFC5970].)

Whil e the techniques described in this docunment provide sone aspects
of redundancy, it should be noted that conplete redundancy will not

be avail able until a DHCPv6 failover protocol is standardized. The

requirenents for such a protocol are described in [FA LREQ.

2.1. Applicability to Prefix Del egation

The sane approaches di scussed in this docunent can potentially be
applied to prefix delegation (PD) [RFC3633]. One obvi ous drawback of
using a split prefix nodel for PDis that use of resources is
doubled. It should be noted that such applicability remains
theoretical and was not investigated thoroughly during work on this
docunent. As such, the applicability of presented nechanisns to the
prefix delegation is outside of the scope of this docunent.

3. Service Provider Deploynent

The service provider nodel represents cases where the network and
end- user devices nay be adninistered by separate entities.

The DHCPv6 clients include cabl e nodens, customer gateways or home
routers, and end-user devices: these are collectively referred to as
Custoner Prenises Equipnent (CPE). |In some cases hosts nay be
configured directly using the service provider DHCPv6 infrastructure;
in others, configuration may be via an internmediate router that is
bei ng configured by the provider DHCPv6 infrastructure. Either way,
the service provider DHCPv6 infrastructure may be sem -redundant.
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In discussing this environnent, additional assunptions to those
listed in Section 2 have been nade:

1. The service provider edge routers and access routers are | Pv6
enabl ed when required. These routers are, for exanple, CMIS
(Cabl e Mbdem Termi nati on Systen) for cable or DSLAM BRAS (Digita
Subscri ber Link Access Multiplexer / Broadband Renote Access
Server) for DSL.

2. CPE devices are instructed to performstateful DHCPv6 to request
at |l east one | Pv6 address, delegated prefix, and/or configuration
informati on. CPE devices may also be instructed to use statel ess
DHCPv6 [ RFC3736] to acquire configuration information only, a
situation that assunmes the | Pv6 address and prefix information
has been acquired using other means.

3. The primary application of this architecture is for native |Pv6
services. (Use and applicability to transition nechanisns are
out of scope for this docunent.)

4. The CPE devices nust inplenent a stateful DHCPv6 client
[ RFC3315]. Support for DHCPv6 prefix del egati on [ RFC3633] or
statel ess DHCPv6 [ RFC3736] may al so be inpl emented

4. Enterprise Depl oynent

The enterprise depl oynent environnent covers cases where end-user
devices are direct consumers of the configuration provided by the
DHCP servers without any internedi ate devices (as was the case wth
hone routers used in the service provider environnent). Although
enterprise |Pv6 environnments quite often use or require DHCPv6 rel ay
agents, the relays do not influence or process the configuration in
any way and nerely act as a transport nechani sm

The additional assunptions made for this nodel beyond those listed in
Section 2 are:

1. DHCPv6 clients are hosts and are considered end nodes, i.e., they
consume provided configuration and do not use it to provision
ot her devices. Exanples of such clients include desktop
computers, laptops, printers, other typical office equipnent, and
sone nobil e devices

2. The DHCPv6 clients generally do not require the assignnent of an

| Pv6 prefix del egation, and as such they typically do not support
DHCPv6 prefix del egation [ RFC3633].
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5. Protocol Requirenents

I mpl enent ation of the architecture for seni-redundant DHCPv6 services
using existing protocols requires the conponent DHCPv6 clients,

rel ays, and servers to have certain capabilities. The follow ng
sections describe the requirenents of such devices.

5.1. DHCPv6 Servers

This interimarchitecture requires the DHCPv6 servers that are

[ RFC3315] conpliant and support the necessary options. Support for
stateful DHCPv6 and the DHCPv6 preference option [RFC3315] is
essential to the architecture. For depl oynent scenarios where | Pv6
prefix delegation is needed, DHCPv6 servers nust support DHCPv6
prefix del egation as defined by [RFC3633]. Furthernore, the DHCPv6
servers must support [RFC3736] if statel ess DHCPv6 is used.

5.2. DHCPv6 Rel ays

DHCPv6 rel ay agents must be [ RFC3315] conpliant and nust support the
ability to relay DHCPv6 nmessages to nore than one destination.

5.3. DHCPv6 dients
DHCPv6 clients are required to be conpliant with [ RFC3315] and
support the necessary options required to support the solution
dependi ng on the node of operations and desired behavior

o If prefix delegation is required, DHCPv6 clients must support
DHCPv6 prefix del egation as defined in [ RFC3633].

0o Cdients nust support the acquisition of at |east one | Pv6 address
and configuration information using stateful DHCPv6 as specified
by [ RFC3315].

0 Stateless DHCPv6 [ RFC3736] nmay al so be supported.

o DHCPv6 clients nust recognize and adhere to the processing of the
adverti sed DHCPv6 preference option sent by the DHCPv6 servers.
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6.

6.

Depl oynment Model s

At the time of witing, a standards-based DHCPv6 redundancy protoco
is not available. |In the interimsolution presented here, existing
DHCPv6 server inplenmentations are used as-is to provide best effort,
sem -redundant DHCPv6 services. The behavior of these services wll,
in part, be governed by the configuration of each of the servers.
Various aspects of the DHCPv6 protocol [RFC3315] are used to yield

t he desired behavior, although there is no inter-server or inter-
process conmuni cation to coordi nate DHCPv6 events and/or activities.

The sol ution does not inpact DHCPv4, so DHCP services for both | Pv4
and | Pv6 nmay operate sinultaneously on the same physical server(s) or
may operate on different ones.

This section defines three sem -redundant nodels. Although /64
prefixes are used throughout the follow ng sections as exanpl es,
other prefix lengths may be used as well.

1. Split Prefixes

In the split prefixes nodel, each DHCPv6 server is configured with a
uni que, non-overl appi ng pool derived fromthe /64 prefix depl oyed for
use within an | Pv6 network. For exanple, distributing an all ocated
/64 such as 2001:db8:1:1::/64 between two servers would require that
it be split into two /65 pools, 2001:db8:1:1:0000::/65 and 2001: db8:
1:1:8000: :/65.

Bot h DHCPv6 servers are sinultaneously active and operational, and
each allocates I Pv6 addresses fromthe correspondi ng pools per device
class. The address allocation is governed |argely through the use of
the DHCPv6 preference option, so the server with the higher
preference value is always preferred. Additional proprietary
mechani sms can be used to further enforce the favoring of one DHCP
server over another. An exanmple of such a scenario is presented in
Fi gure 1.

It is inportant to note that, over time, it is possible that bindings
wi Il be unevenly distributed anongst the DHCPv6 servers, and no one
server will be authoritative for all of them

As defined in [ RFC3315], a DHCPv6 ADVERTI SE nessage with a preference
option of 255 is an indicator to a DHCPv6 client to i mmedi ately begin
aclient-initiated nessage exchange by transnitting a REQUEST nessage
to the server that sent the ADVERTISE. Alternatively, a DHCPv6

ADVERTI SE nessage with no preference option (or one with a value |ess
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than 255) is an indicator to the client that it nust wait for
subsequent ADVERTI SE nessages before choosing the server to which is
responds, as described in Section 17.1.2 of [RFC3315].

In the event of a DHCPv6 server failure, it is desirable (but not
essential) for a server other than the server that originally
responded to be able to rebind the client’s | ease. G ven the
proposed architecture, the remaining active DHCPv6 server will have a
di fferent address pool configured, making it technically incorrect to
rebind the client inits current state. Utimtely, the rebinding
will fail and the client will acquire a new binding fromthe poo
configured in the active server.

To reduce the possibility that a client or sone other elenent on the
network will experience a disruption in service or access to rel evant
bi ndi ng data, shorter values for T1, T2, valid, and preferred
lifetinmes can be used. The values for the last three can be adjusted
or configured to nminimze service disruption. ldeally, setting them
equal (or nearly equal) can be used to trigger a DHCPv6 client to
reacquire the | Pv6 address, prefix, and/or configuration infornmation
al rost i mMmediately after the rebinding fails. It is inportant to
note, however, that shorter values will create an additional |oad on
the DHCPv6 servers

While using a split prefix configuration nodel, the dynam c updates
to DNS [ RFC2136] can be coordinated to ensure that the DNS is
properly updated with the current binding information. Challenges
arise with regards to the update of the PTR resource record for |Pv6
addresses since the DNS informati on may need to be overwitten in a
failure condition. The use of split prefixes enables the
differentiation of bindings and binding tinmng to deternine which
represents the current state. This becomes particularly inportant
when DHCPv6 Leasequery [RFC5007] and/or DHCPv6 Bul k Leasequery

[ RFC5460] are used to determine |ease or binding state.

Finally, a benefit of this schene is that the use of separate pools

per DHCPv6 server nmkes failure conditions nore obvious and
det ect abl e.
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Prefix, pool, and preference would
vary based on prefix definition

Figure 1: Split prefixes approach

6.2. Miltiple Unique Prefixes

In the multiple prefix nodel, each DHCPv6 server is configured with a
uni que, non-overl apping prefix. A /64 pool equal to the prefix is

configured on each server. For exanpl e,

the 2001:db8:1:1::/64 poo

woul d be assigned to a single DHCPv6 server for allocation to clients
equal to its parent prefix 2001:db8:1:1::/64. The second DHCPv6
server could use 2001:db8:1:5::/64 as both pool and prefix. This
woul d be repeated for each active DHCP server. An exanple of this

scenario is presented in Figure 2.
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The major difference between the split prefixes approach and the
mul ti pl e uni que prefixes approach is that the latter does not require
prefixes to be adjacent. 1In fact, the split prefixes approach can be
consi dered a special case of the nultiple unique prefixes approach

Thi s approach uses a unique prefix and ultimately a single pool per
DHCPv6 server with the correspondi ng prefixes configured for use in
the network. The corresponding network infrastructure nust in turn
be configured to use nmultiple prefixes on the interface(s) facing the
DHCPv6 clients. The configuration is simlar on all the servers, but
a different prefix and a different preference are used for each
DHCPv6 server

Thi s approach drastically increases the rate of consunption of |Pv6
prefixes and al so yi el ds operational and nanagenent chal |l enges
related to the underlying network since a significantly higher nunber
of prefixes need to be configured and routed. It also does not
provide a clean migration path to the desired solution using a

st andar ds- based DHCPv6 redundancy or failover protocol (which, of
course, has yet to be specified).

The use of nultiple unique prefixes provides benefits related to
dynami ¢ updates to DNS sinmilar to those referred to in Section 6.1.
The use of nultiple unique prefixes enables the differentiation of

bi ndi ngs and binding tining to deternm ne which represents the current
state. This becones particularly inportant when DHCPv6 Leasequery

[ RFC5007] and/or DHCPv6 Bul k Leasequery [RFC5460] are used to
determ ne | ease or binding state. The use of separate prefixes and
pool s per DHCPv6 server makes failure conditions nore obvious and

det ect abl e.
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Figure 2: Miltiple unique prefix approach

cal Prefixes

In the identical prefix nodel, each DHCPv6 server is configured with
overl apping prefix and pool deployed for use within an | Pv6

t he sane
net wor k.

woul d require that the sanme /64 prefix and poo

Di stribution between two or nobre servers,

for example,

be configured on all

DHCP servers. For instance, the 2001:db8:1:1::/64 pool would be
to all the DHCPv6 servers for allocation to clients derived
2001: db8:1:1::/64 prefix. This would be repeated for each

assi gned
fromthe

active DHCP server.

Fi gure 3.
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Thi s approach uses the sane prefix, length, and pool definition
across nultiple DHCPv6 servers. All other configuration paraneters
remain the same, with the exception of the DHCPv6 preference. Such
an approach conceivably eases the migration of DHCPv6 services to
fully support a standards-based redundancy or failover protocol once
such sol ution becones available. Simlar to the split prefix
architecture descri bed above, this approach does not place any
addi ti onal addressing requirenents on the network infrastructure.

The use of identical prefixes provides no benefit or advantage
related to dynami ¢ DNS updates, support of DHCPv6 Leasequery

[ RFC5007] or DHCPv6 Bul k Leasequery [RFC5460]. |In this case, al
DHCP servers will use the sanme prefix and pool configurations making
it less obvious that a failure condition or event has occurred.
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Figure 3: Identical prefix approach

Chal | enges and | ssues

The lack of interaction between DHCPv6 servers introduces a nunber of
chal l enges related to the operations of the sanme service instances in
a production environnment. The follow ng areas are of particul ar
concern

(o]

In the identical prefixes scenario, both servers nust followthe
same address allocation procedure, i.e., they both nust use the
same al gorithmand the sane policy to determ ne which address is
going to be assigned to a specific client. Oherwi se, there is a
di stinct chance that each server will assign the sane address to
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two different clients. It is expected that both servers will
recei ve each incom ng REQUEST nessage. Usually, no special action
is required to achieve this as REQUEST nessages are sent to a

mul ticast address by clients. Relays are expected to forward
incomng client messages to all servers. The client indicates the
chosen server by including its DHCP Unique Identifier (DUD) in
the Server-I1D option. The chosen server assigns the address and
ot her configuration options, while the other server discards the
inconm ng request. In case of a failure of one server, the other
server will assign the sane address by follow ng the sane

al gorithm and the sanme policy.

0 Interactions with DNS server(s) using dynam c update for the sane
address when one or nore DHCPv6 servers have becone unavail abl e.
This specifically becones a chall enge when (or if) nodes that were
initially granted a | ease:

1. Attenpt to renew or rebind the lease originally granted, or
2. Attenpt to obtain a new | ease

The DHCI D resource record [ RFC4701] allows identification of the
current owner of the specific DNS data that is the target of an
update [ RFC2136]. [RFC4704] specifies how DHCPv6 servers and/ or
clients may performupdates. [RFC4703] provides a way to solve
conflicts between clients. Although [ RFC4703] deal s with nost
cases, it is still possible to | eave abandoned resource records.
Consi der the follow ng scenario: there are two i ndependent
servers, A and B. Server A assigns a lease to a client and
updates the DNS with an AAAA record for the assigned address.
Wien the client renews, server Ais not available and server B
assigns a different | ease. The DNS is again updated, so now two
AAAA resource records are present for the client: there is no

i ndication as to which of the two | eases is active. |If server A
never recovers, its information may never be renoved (although it
shoul d be noted that this case is somewhat simlar to that of a
singl e server crashing and | eavi ng abandoned resource records).

0 Interactions with DHCPv6 servers to facilitate the acquisition of
| Pv6 | ease data by way of the DHCPv6 Leasequery [RFC5007] or
DHCPv6 Bul k Leasequery [ RFC5460] protocols when one or nore DHCPv6
servers have granted | eases to DHCPv6 clients and | ater becane
unavailable. |If the |lease data is required and the granting
server is unavailable, it will not be possible to obtain any
i nformati on about |eases granted until one of the follow ng has
t aken pl ace:
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8.

1. The granting DHCPv6 server becones available with all |ease
i nformati on restored.

2. The client has renewed or rebound its | ease against a
di fferent DHCPv6 server.

It is inportant to note that any exchange of avail able | eases and
synchroni zati on between DHCPv6 servers is not possible until a
redundancy or failover protocol is standardized or proprietary
sol uti ons becone avail abl e.

Security Considerations

Addi tional security considerations are created through the use of
this interimarchitecture beyond what has been cited in Section 23 of
[ RFC3315]. In particular, the dynam ¢ DNS update using the nodel s
defined in this docunment allows for the possibility of not renoving
abandoned DNS records even when using the conflict resolution
mechani sm defined in [ RFC4703]. However, this is no worse than a
case where a single depl oyed server crashes and its | ease database
cannot be recovered.

When using the identical prefixes nodel, care nmust be taken to ensure
that all servers use the sane | ease allocation procedure and are

configured with the sane policy. |If this guidance is not followed,
there is a risk of assignment of the sane |lease to two separate
clients. In sone cases, that situation can be recovered by using

Duplicate Address Detection (Neighbor Discovery) and the DECLI NE
mechani sm ( DHCPv6) .
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