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Abst ract
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(IPFIX) protocol to the handling of Aggregated Flows, which are | PFI X
Fl ows representing packets frommnultiple Oiginal Flows sharing sonme
set of common properties. It does this through a detailed
term nol ogy and a descriptive Internedi ate Aggregati on Process
architecture, including a specification of nethods for Oiginal Flow
counting and counter distribution across intervals.
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I nt roducti on

The assenbly of packet data into Flows serves a variety of different
pur poses, as noted in the requirenents [RFC3917] and applicability
statenent [RFC5472] for the IP Flow Informati on Export (I PFIX)
protocol [RFC7011]. Aggregation beyond the Flow | evel, into records
representing nmultiple Flows, is a common anal ysis and data reduction
technique as well, with applicability to |large-scale network data
anal ysis, archiving, and inter-organizati on exchange. This
applicability in large-scale situations, in particular, led to the

i nclusion of aggregation as part of the | PFI X Medi ati on Probl em
Statenent [RFC5982], and the definition of an Internediate
Aggregation Process in the Mediator framework [RFC6183].

Aggregation is used for analysis and data reduction in a wide variety
of applications, for exanple, in traffic matrix cal cul ation
generation of tinme series data for visualizations or anonaly
detection, or data reduction for long-termtrending and storage.
Dependi ng on the keys used for aggregation, it nay additionally have
an anonymi zing effect on the data: for exanple, aggregation
operations that elimnate | P addresses nmake it inpossible to |ater
directly identify nodes using those addresses.
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Aggregation, as defined and described in this docunent, covers the
applications defined in [ RFC5982], including Sections 5.1 "Adjusting
Flow Granularity", 5.4 "Tine Conposition", and 5.5 "Spati al
Conmposition". However, Section 4.2 of this docunent specifies a nore
flexible architecture for an Internedi ate Aggregati on Process than
that envisioned by the original Mdiator work [ RFC5982]. |Instead of
a focus on these specific linmted use cases, the Internediate
Aggregation Process is specified to cover any activity comonly
described as "Fl ow aggregation”". This architecture is intended to
describe any such activity without reference to the specific

i npl ement ati on of aggregati on.

An Internedi ate Aggregation Process nay be applied to data collected
frommltiple Cbhservation Points, as it is natural to use aggregation
for data reducti on when concentrating nmeasurenent data. This
docunent specifically does not address the protocol issues that arise
when conbining | PFI X data fromnultiple Qobservation Points and
exporting froma single Mediator, as these issues are general to

| PFI X Medi ation; they are therefore treated in detail in the

Medi ati on Protocol document [I|PFI X- MED- PROTQ .

Since Aggregated Flows as defined in the follow ng section are
essentially Flows, the I PFI X protocol [RFC7011] can be used to
export, and the IPFIX File Format [ RFC5655] can be used to store,
aggregated data "as is"; there are no changes necessary to the
protocol. This docunent provides a comon basis for the application
of IPFIX to the handling of aggregated data, through a detailed
term nol ogy, Intermedi ate Aggregati on Process architecture, and

met hods for Original Flow counting and counter distribution across
intervals. Note that Sections 5, 6, and 7 of this docunent are
normati ve.

1.1. | PFI X Protocol Overview

In the I PFI X protocol, { type, length, value } tuples are expressed
in Tenpl ates containing { type, length } pairs, specifying which

{ value } fields are present in data records confornmng to the
Tenpl ate, giving great flexibility as to what data is transmtted.
Since Tenpl ates are sent very infrequently conpared with Data
Records, this results in significant bandw dth savings. Various
different data formats may be transmitted sinply by sendi ng new
Tenpl ates specifying the { type, length } pairs for the new data
format. See [RFC7011] for nore infornation.

The I PFI X Information El enent Registry [I ANA-IPFI X] defines a large
nunber of standard Information El ements that provide the necessary {
type } information for Tenplates. The use of standard el enents
enabl es interoperability anong different vendors’ inplenentations.
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Additionally, non-standard enterprise-specific elenents nay be
defined for private use.

1. 2. | PFI X Docunents Overvi ew

"Specification of the IP Flow Information Export (IPFIX) Protocol for
t he Exchange of Flow Information" [RFC7011] and its associ ated
document s define the | PFI X protocol, which provides network engineers
and admi nistrators with access to IP traffic Flow information

| PFI X has a formal description of IPFIX Information El enents, their
nanes, types, and additional semantic information, as specified in
the I PFI X I nfornmation Mddel [RFC7012]. The IPFIX Information El enent
registry [IANA-IPFIX] is maintained by | ANA.  New Infornmation El enent
definitions can be added to this registry subject to an Expert Review
[ RFC5226], with additional process considerations described in

[ RFC7013] .

"Architecture for IP Flow I nformati on Export" [RFC5470] defines the
architecture for the export of neasured IP Flow information out of an
| PFI X Exporting Process to an | PFI X Collecting Process and the basic
term nol ogy used to describe the elenents of this architecture, per
the requirenents defined in "Requirenents for IP Flow I nformation
Export" [RFC3917]. The IPFI X protocol docunent [RFC7011] covers the
details of the method for transporting | PFl X Data Records and

Tenpl ates via a congestion-aware transport protocol froman | PFI X
Exporting Process to an | PFl X Coll ecting Process.

"I'P Flow Information Export (IPFIX) Mediation: Problem Statenent”

[ RFC5982] introduces the concept of |IPFIX Mediators, and defines the
use cases for which they were designed; "IP Flow Information Export
(I'PFI X) Mediation: Framework" [RFC6183] then provides an
architectural framework for Mediators. Protocol-Ievel issues (e.g.,
Tenpl at e and Cbservati on Domai n handling across Mediators) are
covered by "Operation of the IP Flow Information Export (IPFIX)
Protocol on | PFI X Medi ators" [I PFI X- MED- PROTQ .

Thi s docunent specifies an Internediate Process for Flow aggregation
that may be applied at an | PFI X Mediator, as well as at an original
bservation Point prior to export, or for analysis and data reduction
pur poses after receipt at a Collecting Process.

2. Term nol ogy
Terns used in this docunment that are defined in the Term nol ogy

section of the IPFI X protocol docunment [RFC7011] are to be
interpreted as defined there.
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The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [RFC2119].

In addition, this docunment defines the follow ng terns:

Aggregated Flow. A Flow, as defined by [RFC7011], derived froma set
of zero or nmore Original Flows within a defined Aggregation
Interval. Note that an Aggregated Flow is defined in the context
of an Intermedi ate Aggregati on Process only. Once an Aggregated
Flowis exported, it is essentially a Flow as in [RFC7011] and can
be treated as such.

I nt ermedi at e Aggregation Process: an |Internedi ate Aggregation
Process (1 AP), as in [RFC6183], that aggregates records, based
upon a set of Flow Keys or functions applied to fields fromthe

record

Aggregation Interval: A tine interval inposed upon an Aggregated
Flow. Internedi ate Aggregation Processes nay use a regul ar
Aggregation Interval (e.g., "every five nminutes", "every cal endar

mont h"), though regularity is not necessary. Aggregation
intervals may al so be derived fromthe tine intervals of the
Oiginal Flows being aggregated.

Partially Aggregated Flow. A Flow during processing within an
I nt er medi at e Aggregation Process; refers to an internedi ate data
structure during aggregation within the Internmedi ate Aggregation
Process architecture detailed in Section 4.2.

Oiginal Flow. A Flow given as input to an |Internedi ate Aggregation
Process in order to generate Aggregated Fl ows.

Contributing Flow. An Oiginal Flowthat is partially or conpletely
represented within an Aggregated Fl ow. Each Aggregated Flow is
made up of zero or nore Contributing Flows, and an Original Flow
may contribute to zero or nore Aggregated Fl ows.

Oiginal Exporter: The Exporter fromwhich the Oiginal Flows are
recei ved; neani ngful only when an I AP is deployed at a Medi ator.

The terninol ogy presented herein inproves the precision of, but does
not supersede or contradict the ternms related to, Mediation and
aggregation defined in the Mediation Problem Statenent [ RFC5982] and
the Medi ation Franework [ RFC6183] docunments. Wthin this docunment,
the term nol ogy defined in this section is to be considered
normat i ve.
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3. Use Cases for |PFI X Aggregation

Aggregation, as a comon data reduction nmethod used in traffic data
anal ysis, has many applications. Wen used with a regul ar
Aggregation Interval and Oiginal Flows containing timnng
information, it generates tine series data froma collection of Flows
with discrete intervals, as in the exanple in Section 8.1. This tinme
series data is itself useful for a wide variety of analysis tasks,
such as generating input for network anonmaly detection systens or
driving visualizations of volune per tinme for traffic with specific
characteristics. As a second exanple, traffic matrix cal cul ation
fromFlow data, as shown in Section 8.2 is inherently an aggregation
action, by spatially aggregating the Flow Key down to input or output
interface, address prefix, or autononobus system (AS).

Irregul ar or data-dependent Aggregation Intervals and key aggregation
operations can al so be used to provide adaptive aggregati on of
network Flow data. Here, full Flow Records can be kept for Flows of
interest, while Flows deened "less interesting" to a given
application can be aggregated. For exanple, in an |IPFI X Mediator

equi pped with traffic classification capabilities for security

pur poses, potentially malicious Flows could be exported directly,
whi | e known- good or probabl y-good Flows (e.g., normal web browsing)
could be exported sinply as tine series volunes per web server

Aggregation can al so be applied to final analysis of stored Fl ow
data, as shown in the exanple in Section 8.3. Al such aggregation
applications in which timng information is not avail able or not

i mportant can be treated as if an infinite Aggregation Interva
appl i es.

Note that an Internediate Aggregation Process that renpves
potentially sensitive information as identified in [ RFC6235] may tend
to have an anonym zing effect on the Aggregated Flows as well;
however, any application of aggregation as part of a data protection
schene should ensure that all the issues raised in [ RFC6235] are
addressed, specifically Sections 4 ("Anonym zation of IP Flow Data"),
7.2 ("I PFI X-Specific Anonynization Quidelines"), and 9 ("Security
Consi derations").

VWil e nuch of the discussion in this docunment, and all of the

exanpl es, apply to the conmmon case that the Original Flows to be
aggregated are all of the same underlying type (i.e., are represented
with identical Tenplates or conpatible Tenplates containing a core
set Information Elenents that can be freely converted to one

anot her), and that each packet observed by the Metering Process
associated with the Original Exporter is represented, this is not a
necessary assunption. Aggregation can also be applied as part of a
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techni que usi ng both aggregation and correlation to pull together
mul tiple views of the sane traffic fromdifferent Cbservation Points
using different Tenplates. For exanple, consider a set of
applications running at different Qbservation Points for different
pur poses -- one generating Flows with round-trip times for passive
perfornmance neasurenent, and one generating billing records. Once
correlated, these Flows could be used to produce Aggregated Fl ows
cont ai ni ng both volunme and perfornance i nformation together. The
correlation and normalization operation described in Section 4.2.1
handl es this specific case of correlation. Flow correlation in the
general case is outside the scope of this docunent.

4. Architecture for Flow Aggregation

This section specifies the architecture of the Internediate
Aggregation Process and how it fits into the | PFI X architecture.

4.1. Aggregation within the IPFI X Architecture

An I nternedi ate Aggregation Process could be deployed at any of three
pl aces within the I PFI X architecture. Wile aggregation is nost
commonly done within a Mediator that collects Oiginal Flows froman
Original Exporter and exports Aggregated Fl ows, aggregation can al so
occur before initial export, or after final collection, as shown in
Figure 1. The presence of an | AP at any of these points is, of
course, optional
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+ +
| I1PFIX Exporter R +
| | Metering Proc. | |
| B + [ TS + |
| | Metering Proc. | or | | AP |
R Fom e e oo a oo + |
| | Exporting Process | |
| |-+ |
+=== | +
| |
=== + |
| | Aggregating Medi ator | |
4+ - Vem e e e e e e + | |
| | Collecting Process | | |
T T + | |
|| | AP | | |
S + | |
| | Exporting Process | | |
Rl T I ue ety + | |
+=== + |
| |
$=== | +
| | Collector | |
I S e V- + |
| | Col I ecting Process |
[ - +
| | | AP .
| B + |
| (Aggregation | File Witer | |
for Storage) Fommee - [------- +
+ | +
oo b ----------- +
| IPFIX File
Fom e e e e e o +

Figure 1: Potential Aggregation Locations

The Medi ator use case is further shown in Figures A and B in
[ RFC6183] .

Aggregation can be applied for either internediate or final analytic
purposes. |n certain circunstances, it nmay nake sense to export
Aggregated Flows directly after metering, for exanple, if the
Exporting Process is applied to drive a tinme series visualization, or
when Fl ow data export bandwidth is restricted and Fl ow or packet
sanmpling is not an option. Note that this case, where the
Aggregation Process is essentially integrated into the Metering
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Process, is basically covered by the IPFIX architecture [RFC5470]:
the Fl ow Keys used are sinply a subset of those that would normally
be used, and tine intervals nay be chosen other than those avail able
fromthe cache policies customarily offered by the Metering Process.
A Metering Process in this arrangenent MAY choose to sinulate the
generation of larger Flows in order to generate Oiginal Flow counts,
if the application calls for conpatibility with an Internediate
Aggregati on Process deployed in a separate |ocation

In the specific case that an Internedi ate Aggregation Process is
enpl oyed for data reduction for storage purposes, it can take
Oiginal Flows froma Collecting Process or File Reader and pass
Aggregated Flows to a File Witer for storage.

Depl oynment of an Internedi ate Aggregation Process within a Mediator

[ RFC5982] is a nuch nore flexible arrangenent. Here, the Mediator
consunmes Original Flows and produces Aggregated Flows; this
arrangenent is suited to any of the use cases detailed in Section 3.
In a Mediator, Original Flows fromnultiple sources can al so be
aggregated into a single stream of Aggregated Flows. The
architectural specifics of this arrangenent are not addressed in this
docunent, which is concerned only with the aggregati on operation
itself. See [|PFIX-MED-PROTQ for details.

The data paths into and out of an Internedi ate Aggregati on Process
are shown in Figure 2.
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packets --+ | PFI X Messages | PFI X Files
| | |
Y Y Y
+ + + + + +
| Metering Process | | Collecting Process | | File Reader
| | + + + +
| (Original Flows |
| or direct | | Original Flows
| aggregati on) | \Y Y
+ - - - - - - - - -+ +
| I nt ernedi at e Aggregation Process (1 AP)
+ +
| Aggregated Aggr egat ed
| Flows Fl ows |
Y Y
+ + + +
| Exporting Process | | File Witer |
+ + + +
| |
\% \%
| PFI X Messages | PFI X Files

Figure 2: Data Paths through the Aggregation Process

Note that as Aggregated Flows are | PFI X Flows, an Internediate
Aggregation Process nmay aggregate al ready Aggregated Flows from an
upstream | AP as well as Oiginal Flows froman upstream Original
Exporter or Metering Process.

Aggregation may also need to correlate Original Flows fromnultiple
Met ering Processes, each according to a different Tenplate with
different Flow Keys and values. This arrangenent is shown in Figure
3; in this case, the correlation and normnalization operation
described in Section 4.2.1 handles nerging the Oiginal Flows before
aggr egati on.
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packets --4------------------ R L R T +
| | |
Y Y Y
+ + + + + +
| Metering Process 1 | | Metering Process 2 | | Metering Process n
+ + + + + +
| | Oiginal Flows |
\% \% \%
+ +
| I'ntermedi ate Aggregation Process + correlation / normalization
+ +
| Aggregated Aggr egat ed
| Flows Fl ows |
\% \%
+ + + +
| Exporting Process | | File Witer |
+ + + +
| |
R R > | PFI X Messages <---------- +

Figure 3: Aggregating Oiginal Flows fromMiltiple Metering Processes
4.2. Internediate Aggregation Process Architecture

Wthin this docunent, an |Intermedi ate Aggregati on Process can be seen
as hosting a function conposed of four types of operations on
Partially Aggregated Flows, as illustrated in Figure 4: interval
distribution (tenporal), key aggregation (spatial), value aggregation
(spatial), and aggregate conbination. "Partially Aggregated Fl ows",
as defined in Section 2, are essentially the internediate results of
aggregation, internal to the Internedi ate Aggregati on Process.
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Oiginal Flows / Oiginal Flows requiring correlation

+ | | | +
| | I nternedi ate | Aggr egati on | Process

| | \Y \Y |
| | e + |
| | | (optional) correlation and normalization |

| | b + ]
| | | |
| \Y \Y |
| oo m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ee e o +|
| | interval distribution (tenporal) |

| s +|
| | 7 | 7 | |
| | | Partially Aggregated | | | |
| V| Fl ows V| | |
| B + B + | |
| | key aggregation |<------ | value aggregation | | |
| (spatial) [ ------ >| (spatial) | | |
| SO + o e e e e ae e + | |
| | |
| | |
| |
| |
| |
| |
| |

\% Fl ows \% \%
o e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m o +
| aggr egat e conbi nation
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee e +
+ I +
Y

Aggr egat ed Fl ows
Fi gure 4: Conceptual Mdel of Aggregation Operations within an | AP

Interval distribution: a tenporal aggregation operation that inposes
an Aggregation Interval on the Partially Aggregated Flow. This
Aggregation Interval may be regular, irregular, or derived from
the tinming of the Original Flows thenselves. Interva
distribution is discussed in detail in Section 5.1.

Key aggregation: a spatial aggregation operation that results in the
addition, nodification, or deletion of Flow Key fields in the
Partially Aggregated Fl ows. New Fl ow Keys may be derived from
exi sting Fl ow Keys (e.g., looking up an AS nunber (ASN) for an IP
address), or "pronoted" from specific non-key fields (e.g., when
aggregating Flows by packet count per Flow). Key aggregation can
al so add new non-key fields derived fromFl ow Keys that are
del eted during key aggregation: mainly counters of unique reduced
keys. Key aggregation is discussed in detail in Section 5.2.

Tranmel |, et al. St andards Track [ Page 13]



RFC 7015 | PFI X Aggregation Sept ember 2013

Val ue aggregation: a spatial aggregation operation that results in
the addition, nodification, or deletion of non-key fields in the
Partially Aggregated Flows. These non-key fields nmay be "denoted"
fromexisting key fields, or derived fromexisting key or non-key
fields. Value aggregation is discussed in detail in Section 5.3.

Aggregat e conbi nation: an operation conbining nultiple Partially
Aggr egat ed Fl ows havi ng undergone interval distribution, key
aggregation, and val ue aggregati on that share Fl ow Keys and
Aggregation Intervals into a single Aggregated Fl ow per set of
Fl ow Key val ues and Aggregation Interval. Aggregate conbination
is discussed in detail in Section 5.4.

Correlation and nornalization: an optional operation that applies
when accepting Original Flows from Metering Processes that export
different views of essentially the same Fl ows before aggregation
The details of correlation and normalization are specified in
Section 4.2.1, bel ow

The first three of these operations may be carried out any nunber of
times in any order, either on Oiginal Flows or on the results of one
of the operations above, with one caveat: since Flows carry their own
interval data, any spatial aggregation operation inplies a tenpora
aggregation operation, so at least one interval distribution step
even if inplicit, is required by this architecture. This is shown as
the first step for the sake of sinplicity in the diagram above. Once
al | aggregation operations are conpl ete, aggregate conbination
ensures that for a given Aggregation Interval, set of Flow Key

val ues, and Qbservation Domain, only one Flow is produced by the

I nt ernedi at e Aggregation Process.

Thi s nodel describes the operations within a single Internediate
Aggregation Process, and it is anticipated that nost aggregation will
be applied within a single process. However, as the steps in the
nodel may be applied in any order and aggregate conbination is

i denpotent, any nunber of Internedi ate Aggregati on Processes
operating in series can be nodel ed as a single process. This allows
aggregation operations to be flexibly distributed across any nunber
of processes, should application or depl oyment considerations so
dictate.

4.2.1. Correlation and Nornalization
When accepting Original Flows fromnultiple Metering Processes, each
of which provides a different view of the Original Flow as seen from

the point of view of the IAP, an optional correlation and
normal i zati on operati on conbi nes each of these single Fl ow Records
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into a set of unified Partially Aggregated Fl ows before applying
interval distribution. These unified Flows appear as if they had
been neasured at a single Metering Process that used the union of the
set of Flow Keys and non-key fields of all Metering Processes sending
Oiginal Flows to the IAP.

Since, due to export errors or other slight irregularities in Flow
metering, the multiple views may not be conpletely consistent;
normal i zati on invol ves applying a set of corrections that are
specific to the aggregation application in order to ensure
consistency in the unified Fl ows.

In general, correlation and nornalization should take multiple views
of essentially the same Flow, as deternined by the configuration of
the operation itself, and render theminto a single unified Fl ow
Flows that are essentially different should not be unified by the
correlation and nornalization operation. This operation therefore
requi res enough informati on about the configuration and depl oynent of
Metering Processes fromwhich it correlates Original Flows in order
to make this distinction correctly and consistently.

The exact steps perfornmed to correlate and normalize Flows in this
step are application, inplenentation, and depl oynent specific, and
will not be further specified in this docunent.

5. | P Flow Aggregati on Operations

As stated in Section 2, an Aggregated Flow is sinply an |IPFI X Fl ow
generated from Oiginal Flows by an Internedi ate Aggregati on Process.
Here, we detail the operations by which this is achieved within an

I nt ernedi at e Aggregation Process.

5.1. Tenporal Aggregation through Interval Distribution

Interval distribution inposes a tine interval on the resulting
Aggregated Flows. The selection of an interval is specific to the

gi ven aggregation application. Intervals nmay be derived fromthe
Oiginal Flows thenselves (e.g., an interval may be selected to cover
the entire time containing the set of all Flows sharing a given Key,
as in Time Conposition, described in Section 5.1.2) or externally

i mposed; in the latter case the externally inposed interval may be
regular (e.g., every five mnutes) or irregular (e.g., to allow for
different tine resolutions at different tinmes of day, under different
network conditions, or indeed for different sets of Oiginal Flows).

The length of the inposed interval itself has trade-offs. Shorter

interval s all ow higher-resol ution aggregated data and, in stream ng
applications, faster reaction tine. Longer intervals generally |ead

Tranmel |, et al. St andards Track [ Page 15]



RFC 7015 | PFI X Aggregation Sept ember 2013

to greater data reduction and sinplified counter distribution
Specifically, counter distribution is greatly sinplified by the
choice of an interval |onger than the duration of [ongest Oiginal
Flow, itself generally determned by the Original Flow s Metering
Process active tinmeout; in this case, an Original Flow can contribute
to at nbost two Aggregated Flows, and the nore conpl ex val ue

di stribution nethods becone inapplicable.

| |
| |<--Flow A-->| | | |
| | <--Fl ow B-->| | |
| [<---emmmmem - Flow G ------------- >|

| |
| |

I I
interval O | interval 1 | interval 2
Figure 5: Illustration of Interval Distribution
In Figure 5, we illustrate three common possibilities for interva

distribution as applies with regular intervals to a set of three
Oiginal Flows. For Flow A the start and end tines lie within the
boundaries of a single interval 0; therefore, Flow A contributes to
only one Aggregated Flow. Flow B, by contrast, has the sane duration
but crosses the boundary between intervals 0 and 1; therefore, it

will contribute to two Aggregated Flows, and its counters nust be

di stributed anong these Flows; though, in the two-interval case, this
can be sinplified sonewhat sinply by picking one of the two intervals
or proportionally distributing between them Only Flows like Flow A
and Flow B will be produced when the interval is chosen to be | onger
than the duration of |ongest Oiginal Flow as above. Mre
conplicated is the case of Flow C, which contributes to nore than two
Aggregated Fl ows and nust have its counters distributed according to
some policy as in Section 5.1.1.

5.1.1. Distributing Values across Intervals

In general, counters in Aggregated Flows are treated the sane as in
any Flow. Each counter is independently calculated as if it were
derived fromthe set of packets in the Original Flow For exanple,
delta counters are sumed, the nost recent total count for each
Original Flow taken then sumred across Fl ows, and so on

When the Aggregation Interval is guaranteed to be |onger than the

| ongest Original Flow, a Flow can cross at nobst one Interva

boundary, and will therefore contribute to at nost two Aggregated
Flows. Mst comon in this case is to arbitrarily but consistently
choose to account the Original Flow s counters either to the first or
to the last Aggregated Flow to which it could contribute.
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However, this becones nore conplicated when the Aggregation Interva
is shorter than the longest Original Flowin the source data. In
such cases, each Original Flow can inconpletely cover one or nore
time intervals, and apply to one or nore Aggregated Flows. In this
case, the Internmedi ate Aggregation Process nust distribute the
counters in the Original Flows across one or nore resulting
Aggregated Flows. There are several nethods for doing this, listed
here in roughly increasing order of conplexity and accuracy; nost of
these are necessary only in specialized cases.

End Interval: The counters for an Oiginal Flow are added to the
counters of the appropriate Aggregated Flow containing the end
tinme of the Original Flow

Start Interval: The counters for an Original Flow are added to the
counters of the appropriate Aggregated Fl ow containing the start
time of the Oiginal Flow

Md Interval: The counters for an Original Flow are added to the
counters of a single appropriate Aggregated Fl ow containing sone
ti mestanp between start and end time of the Original Flow

Sinmple UniformDistribution: Each counter for an Original Flowis
di vided by the nunber of tine intervals the Oiginal Flow covers
(i.e., of appropriate Aggregated Fl ows sharing the same Fl ow
Keys), and this nunber is added to each correspondi ng counter in
each Aggregated Fl ow.

Proportional UniformDistribution: This is |like sinple uniform
di stribution, but accounts for the fractional portions of a tine
interval covered by an Original Flowin the first and last tine
interval. Each counter for an Original Flow is divided by the
nunber of tinme _units_ the Original Flow covers, to derive a nean
count rate. This rate is then multiplied by the nunber of tine
units in the intersection of the duration of the Oiginal Flow and
the tine interval of each Aggregated Fl ow

Si mul at ed Process: Each counter of the Original Flowis distributed
anong the intervals of the Aggregated Fl ows according to sone
function the Internedi ate Aggregati on Process uses based upon
properties of Flows presuned to be like the Oiginal Flow For
exanpl e, Fl ow Records representing bulk transfer mght follow a
nore or | ess proportional uniformdistribution, while interactive
processes are far nore bursty.

Direct: The Internediate Aggregati on Process has access to the

original packet timngs fromthe packets making up the O ginal
Fl ow, and uses these to distribute or recalculate the counters.
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A nethod for exporting the distribution of counters across nultiple
Aggregated Flows is detailed in Section 7.4. In any case, counters
MUST be distributed across the nultiple Aggregated Flows in such a
way that the total count is preserved, within the Iimts of accuracy
of the inplenentation. This property allows data to be aggregated
and re-aggregated with negligible loss of original count information.
To avoid confusion in interpretation of the aggregated data, all the
counters in a given Aggregated Flow MJUST be distributed via the sane
nmet hod.

More conpl ex counter distribution nethods generally require that the
interval distribution process track nultiple "current” tine intervals
at once. This may introduce sonme delay into the aggregation
operation, as an interval should only expire and be avail able for
export when no additional Original Flows applying to the interval are
expected to arrive at the Intermedi ate Aggregati on Process.

Not e, however, that since there is no guarantee that Flows fromthe
Oiginal Exporter will arrive in any given order, whether for
transport-specific reasons (i.e., UDP reordering) or reasons specific
to the inplementation of the Metering Process or Exporting Process,
even sinpler distribution nmethods may need to deal with Fl ows
arriving in an order other than start tine or end tinme. Therefore,
the use of larger intervals does not obviate the need to buffer
Partially Aggregated Flows within "current" tinme intervals, to ensure
the | AP can accept Flow time intervals in any arrival order. More
generally, the interval distribution process SHOULD accept Flow start
and end times in the Original Flows in any reasonable order. The
expiration of intervals in interval distribution operations is
dependent on inplenentation and depl oynent requirenents, and it MJST
be nmade configurable in contexts in which "reasonable order" is not
obvious at inplenmentation time. This operation may lead to delay and
| oss introduced by the | AP, as detailed in Section 6. 2.

5.1.2. Time Conposition

Time Conposition, as in Section 5.4 of [RFC5982] (or interva
conmbination), is a special case of aggregation, where interva

di stribution inposes longer intervals on Flows with matching keys and
"chai ned" start and end tinmes, w thout any key reduction, in order to
join long-lived Flows that nmay have been split (e.g., due to an
active tineout shorter than the actual duration of the Flow). Here,
no Key aggregation is applied, and the Aggregation Interval is chosen
on a per-Flow basis to cover the interval spanned by the set of
Aggregated Flows. This may be applied alone in order to nornalize
split Flows, or it may be applied in conbination with other
aggregation functions in order to obtain nore accurate Oiginal Flow
counts.
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5.1.3. External Interval D stribution

Note that nuch of the difficulty of interval distribution at an | AP
can be avoided sinply by configuring the original Exporters to
synchronize the time intervals in the Oiginal Flows with the desired
aggregation interval. The resulting Oiginal Flows would then be
split to align perfectly with the time intervals inposed during
interval inposition, as shown in Figure 6, though this may reduce
their useful ness for non-aggregati on purposes. This approach all ows
the Internmedi ate Aggregati on Process to use Start Interval or End
Interval distribution, while having equivalent information to that
available to direct interval distribution

|
| <----Flow D---->|<----Flow E---->| <----Flow F---->
| | | |
| interval 0O | interval 1 | interval 2 |
Figure 6: Illustration of External Interval Distribution

5.2. Spatial Aggregation of Flow Keys

Key aggregation generates a new set of Flow Key values for the
Aggregated Flows fromthe Oiginal Flow Key and non-key fields in the
Oiginal Flows or fromcorrelation of the Original Flow infornation
with some external source. There are two basic operations here.
First, Aggregated Fl ow Keys nmay be derived directly from Oigina

FIl ow Keys through reduction, or they may be derived by the dropping
of fields or precision in the Oiginal Flow Keys. Second, Aggregated
Fl ow Keys may be derived through replacenent, e.g., by renoving one
or nore fields fromthe Original Flow and replacing themwth fields
derived fromthe renoved fields. Replacenment nmay refer to externa
information (e.g., IP to AS nunber mappings). Replacenent may apply
to Fl ow Keys as well as non-key fields. For exanple, consider an
application that aggregates Oiginal Flows by packet count (i.e.
generating an Aggregated Flow for all one-packet Flows, one for al

t wo- packet Flows, and so on). This application would pronote the
packet count to a Fl ow Key.

Key aggregation may also result in the addition of new non-key fields
to the Aggregated Fl ows, nanely, Oiginal Flow counters and unique
reduced key counters. These are treated in nore detail in Sections
5.2.1 and 5. 2.2, respectively.

In any key aggregati on operation, reduction and/or replacenent nay be
appl i ed any nunber of times in any order. \hich of these operations
are supported by a given inplenentation is inplenentation and
appl i cati on dependent.
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Oiginal Fl ow Keys

I I Fommemeaa Fommemeaa o - +oeem - +
| src ipd | dst ip4 | src port | dst port | proto | tos
Fomm e e o Fomm e e o Fom e e - Fom e e - Fomm - L +
| | | | |
retain mask /24 X X X X
| |
Y Y
f S Fom e e e e e o oo +
| src ipd | dst ipd /24
Fomm e e o S +

Aggregat ed Fl ow Keys (by source address and destination /24 network)
Figure 7: Illustration of Key Aggregation by Reduction

Figure 7 illustrates an exanple reduction operation, aggregation by
source address and destination /24 network. Here, the port,
protocol, and type-of-service information is renoved fromthe Fl ow
Key, the source address is retained, and the destination address is
masked by dropping the |ower 8 bits.

Oiginal Flow Keys

[ TS [ TS [ T [ T Fomm e +-- o - +
| src ipd | dst ip4 | src port | dst port | proto | tos
f S f S S S S F--- - +
| | | | | |
v v | | | |
R + X X X X
| ASN | ookup table
ook +
| |
Y Y
Fomm e e o Fomm e e o +
| src asn | dst asn
[ TS [ TS +

Aggregat ed Fl ow Keys (by source and destinati on ASN)

Figure 8: Illustration of Key Aggregation
by Reduction and Repl acenent

Figure 8 illustrates an exanple reduction and repl acenment operation
aggregation by source and destination Border Gateway Protocol (BGP)
Aut ononobus System Number (ASN) wi thout ASN information available in
the Oiginal Flow Here, the port, protocol, and type-of-service
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information is renoved fromthe Fl ow Keys, while the source and

destinati on addresses are run though an | P address to ASN | ookup
table, and the Aggregated Fl ow Keys are nade up of the resulting
source and destination ASNs.

5.2.1. Counting Oiginal Flows

When aggregating multiple Original Flows into an Aggregated Flow, it
is often useful to know how many Oiginal Flows are present in the
Aggregated Flow. Section 7.2 introduces four new Information El ements
to export these counters.

There are two possible ways to count Original Flows, which we cal
conservative and non-conservative. Conservative Flow counting has
the property that each Oiginal Flow contributes exactly one to the
total Flow count within a set of Aggregated Flows. |n other words
conservative Flow counters are distributed just as any other counter
during interval distribution, except each Original Flowis assuned to
have a Fl ow count of one. Wien a count for an Oiginal Flow nust be
distributed across a set of Aggregated Flows, and a distribution

nmet hod i s used that does not account for that Original Flow
completely within a single Aggregated Fl ow, conservative Fl ow
counting requires a fractional representation

By contrast, non-conservative Flow counting is used to count how nany
Contributing Flows are represented in an Aggregated Flow Fl ow
counters are not distributed in this case. An Oiginal Flowthat is
present within N Aggregated Fl ows would add N to the sum of non-
conservative Fl ow counts, one to each Aggregated Flow. In other
words, the sum of conservative Flow counts over a set of Aggregated
Fl ows is always equal to the nunber of Original Flows, while the sum
of non-conservative Flow counts is strictly greater than or equal to
t he nunber of Oiginal Flows.

For exanple, consider Flows A, B, and C as illustrated in Figure 5.
Assunme that the key aggregation step aggregates the keys of these
three Flows to the sane aggregated Flow Key, and that start interva
counter distribution is in effect. The conservative Flow count for
interval 0 is 3 (since Flows A, B, and C all begin in this interval),
and for the other two intervals is 0. The non-conservative Fl ow
count for interval O is also 3 (due to the presence of Flows A B,
and C), for interval 1is 2 (Flows B and C), and for interval 2 is 1
(Flow Q. The sumof the conservative counts 3 + 0 + 0 = 3, the
nunber of Original Flows; while the sumof the non-conservative
counts 3 + 2 + 1 = 6.
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Note that the active and inactive tinmeouts used to generate Origi nal
Fl ows, as well as the cache policy used to generate those Flows, have
an effect on how neani ngful either the conservative or non-
conservative Flow count will be during aggregation. In general
Original Exporters using the | PFI X Configuration Mddel SHOULD be
configured to export Flows with equal or simlar activeTi mneout and

i nactiveTi neout configuration values, and the sane cacheMde, as
defined in [RFC6728]. Oiginal Exporters not using the |IPFIX
Configurati on Mbdel SHOULD be configured equival ently.

5.2.2. Counting Distinct Key Val ues

One comon case in aggregation is counting distinct key val ues that
were reduced away during key aggregation. The nbst commpn use case
for this is counting distinct hosts per Flow Key; for exanple, in
host characterization or anonaly detection, distinct sources per
destination or distinct destinations per source are common netrics.
These new non-key fields are added during key aggregation

For such applications, Information Elenments for distinct counts of

| Pv4 and | Pv6 addresses are defined in Section 7.3. These are naned
di stinct Count O (KeyNane). Additional such Information El ements
shoul d be registered with I ANA on an as-needed basis.

5.3. Spatial Aggregation of Non-key Fields

Aggregation operations may also lead to the addition of value fields
that are denoted fromkey fields or are derived from other val ue
fields in the Oiginal Flows. Specific cases of this are treated in
the subsections bel ow

5.3.1. Counter Statistics

Some applications of aggregation may benefit from conputing different
statistics than those native to each non-key field (e.g., flags are
natively conbined via union and delta counters by sunming). For
exanpl e, m ni rum and nmaxi num packet counts per Flow, nean bytes per
packet per Contributing Flow, and so on. Certain Information

El ements for these applications are already provided in the | ANA

| PFI X I nformation El enents registry [I1ANA-1PFIX] (e.qg.

m ni mum pTot al Lengt h) .

A conpl ete specification of additional aggregate counter statistics
is outside the scope of this docunent, and should be added in the
future to the 1ANA | PFI X Information El enents registry on a per-
application, as-needed basis.
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5.3.2. Derivation of New Values from Fl ow Keys and Non-key fiel ds

More conpl ex operations nmay lead to other derived fields being
generated fromthe set of values or Flow Keys reduced away during
aggregation. A prine exanple of this is sanple entropy cal cul ation
This counts distinct values and frequency, so it is simlar to

di stinct key counting as in Section 5.2.2; however, it may be applied
to the distribution of values for any Flow field.

Sanpl e entropy cal cul ati on provi des a one-nunber normalized
representation of the value spread and is useful for anomaly
detection. The behavior of entropy statistics is such that a snal
nunber of keys showing up very often drives the entropy val ue down
towards zero, while a | arge nunber of keys, each showing up with

| ower frequency, drives the entropy val ue up

Entropy statistics are generally useful for identifier keys, such as
| P addresses, port nunbers, AS nunbers, etc. They can al so be
calculated on Flow Il ength, Flow duration fields, and the like, even
if this generally yields less distinct value shifts when the traffic
m X changes.

As a practical exanple, one host scanning a |l ot of other hosts wll
drive source | P entropy dowmn and target IP entropy up. A sinmlar

ef fect can be observed for ports. This pattern can al so be caused by
the scan-traffic of a fast Internet worm A second exanple would be
a Distributed Denial of Service (DDoS) flooding attack against a
single target (or small nunber of targets) that drives source IP
entropy up and target IP entropy down.

A compl ete specification of additional derived values or entropy
Information El ements is outside the scope of this docunment. Any such
I nformati on El ements should be added in the future to the | ANA | PFI X
Information El ements registry on a per-application, as-needed basis.

5.4. Aggregation Conbination

Interval distribution and key aggregation together nmay generate
multiple Partially Aggregated Fl ows covering the sane tinme interva
with the same set of Flow Key values. The process of conbining these
Partially Aggregated Flows into a single Aggregated Flowis called
aggregation conbination. |In general, non-Key values frommultiple
Contributing Flows are conbi ned using the same operation by which

val ues are conbi ned from packets to form Flows for each Infornation
Elenent. Delta counters are sumred, flags are unioned, and so on
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6. Additional Considerations and Special Cases in Flow Aggregation
6.1. Exact versus Approxinmate Counting during Aggregation

In certain circunstances, particularly involving aggregation by
devices with limted resources, and in situations where exact
aggregated counts are |less inportant than relative nagnitudes (e.g.
driving graphical displays), counter distribution during key
aggregation nay be perforned by approximate counting neans (e.g.
Bloomfilters). The choice to use approxi mate counting is

i npl ement ati on and application dependent.

6.2. Delay and Loss Introduced by the | AP

When accepting Oiginal Flows in export order fromtraffic captured
live, the Internediate Aggregation Process waits for all Oiginal

Fl ows that may contribute to a given interval during interva
distribution. This is generally dom nated by the active tinmeout of
the Metering Process neasuring the Original Flows. For exanple, with
Met ering Processes configured with a five-ninute active tinmeout, the
I nternedi ate Aggregation Process introduces a delay of at |east five
mnutes to all exported Aggregated Flows to ensure it has received
all Oiginal Flows. Note that when aggregating Flows fromnultiple
Metering Processes with different active tineouts, the delay is
determi ned by the nmaxi num active tineout.

In certain circunstances, additional delay at the original Exporter
may cause an | AP to close an interval before the last Oiginal

Fl owm(s) accountable to the interval arrives. |In this case, the | AP
MAY drop the late Original Flowms). Accounting of Flows |ost at an
I nternmedi ate Process due to such issues is covered in

[ | PFI X- MED- PROTQ .

6.3. Considerations for Aggregation of Sanpled Flows

The accuracy of Aggregated Flows nay al so be affected by sanpling of
the Original Flows, or sanpling of packets naking up the O ginal
Flows. At the tinme of witing, the effect of sanpling on Flow
aggregation is still an open research question. However, to naxinze
the conparability of Aggregated Fl ows, aggregation of sanpled Fl ows
shoul d only be applied to Oiginal Flow sanpled using the sane
sanpling rate and sanpling algorithm Flows created from packets
sanpl ed using the sanme sanpling rate and sanpling algorithm or
Oiginal Flows that have been nornalized as if they had the sane
sanmpling rate and al gorithm before aggregation. For nore on packet
sampling within | PFI X, see [ RFC5476]. For nore on Fl ow sanpling
within the I PFI X Medi ator framework, see [ RFC7014].

Tranmel |, et al. St andards Track [ Page 24]



RFC 7015 | PFI X Aggregation Sept ember 2013

6.4. Considerations for Aggregation of Heterogeneous Fl ows

Aggregation may be applied to Oiginal Flows fromdifferent sources
and of different types (i.e., represented using different, perhaps
wildly different Tenplates). Wen the goal is to separate the

het er ogeneous Original Flows and aggregate theminto heterogeneous
Aggregat ed Fl ows, each aggregation should be done at its own

I nternedi ate Aggregation Process. The CObservation Domain ID on the
Messages contai ning the output Aggregated Flows can be used to
identify the different Processes and to segregate the output.

However, when the goal is to aggregate these Flows into a single
stream of Aggregated Fl ows representing one type of data, and if the
Oiginal Flows may represent the sane original packet at two
different Qobservation Points, the Oiginal Flows should be correl ated
by the correlation and normalization operation within the 1AP to
ensure that each packet is only represented in a single Aggregated

Fl ow or set of Aggregated Flows differing only by aggregation

i nterval .

7. Export of Aggregated IP Flows Using | PFI X

In general, Aggregated Flows are exported in IPFI X as any other Fl ow.
However, certain aspects of Aggregated Fl ow export benefit from
addi ti onal guidelines or new Infornmation Elenents to represent
aggregati on nmetadata or informati on generated during aggregation.
These are detailed in the foll ow ng subsections.

7.1. Tinme Interval Export

Since an Aggregated Flowis sinply a Flow, the existing tinestanp
Information Elements in the I PFI X I nformati on Model (e.g.

flowStartM I1iseconds, flowEndNanoseconds) are sufficient to specify
the tine interval for aggregation. Therefore, no new aggregation-
specific Information El ements for exporting tinme interval information
are necessary.

Each Aggregated Flow carrying timng information SHOULD contain both
an interval start and interval end tinestanp.

7.2. Flow Count Export

The following four Information Elenents are defined to count Oiginal
Fl ows as discussed in Section 5.2.1.
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7.2.1. original Fl owsPresent
Descri ption: The non-conservative count of Original Flows
contributing to this Aggregated Fl ow. Non-conservative counts
need not sumto the original count on re-aggregation
Abstract Data Type: unsighed64
Data Type Semantics: deltaCounter
El erentI D. 375
7.2.2. original Flowslnitiated
Description: The conservative count of Oiginal Flows whose first
packet is represented within this Aggregated Flow. Conservative
counts must sumto the original count on re-aggregation
Abstract Data Type: unsighed64
Data Type Semantics: deltaCounter
El erentI D. 376
7.2.3. original Fl owsConpl et ed
Description: The conservative count of Oiginal Flows whose |ast
packet is represented within this Aggregated Flow. Conservative
counts nmust sumto the original count on re-aggregation
Abstract Data Type: unsighed64
Data Type Semantics: deltaCounter
El ement|I D. 377
7.2.4. del taFl onCount
Descri ption: The conservative count of Original Flows contributing
to this Aggregated Flow, may be distributed via any of the nethods
expressed by the val ueDi stributi onMet hod | nformati on El enent.
Abstract Data Type: unsighed64
Data Type Semantics: deltaCounter

El enentID: 3
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7.3. Distinct Host Export
The following six Information El enents represent the distinct counts
of source and destination network-1layer addresses used to export
di stinct host counts reduced away during key aggregation
7.3.1. distinctCount Of Sour cel PAddr ess
Description: The count of distinct source | P address val ues for
Oiginal Flows contributing to this Aggregated Fl ow, wi thout
regard to IP version. This Information Elenment is preferred to
the I P-version-specific counters, unless it is inportant to
separate the counts by version.
Abstract Data Type: unsigned64
Data Type Semantics: total Counter
El ement I D. 378
7.3.2. distinctCount O Destinationl PAddress
Description: The count of distinct destination |IP address val ues for
Oiginal Flows contributing to this Aggregated Flow, wi thout
regard to IP version. This Information Elenent is preferred to
the version-specific counters below, unless it is inportant to
separate the counts by version.
Abstract Data Type: unsigned64
Data Type Semantics: total Counter
El enrentI D: 379
7.3.3. distinctCount Of Sour cel Pv4Addr ess

Description: The count of distinct source | Pv4 address val ues for
Oiginal Flows contributing to this Aggregated Fl ow

Abstract Data Type: unsigned32
Data Type Semantics: total Counter

El enentI D: 380
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7.3.4. distinctCount Of Destinati onl Pv4Addr ess

Description: The count of distinct destination |IPv4 address val ues
for Oiginal Flows contributing to this Aggregated Fl ow.

Abstract Data Type: unsigned32
Data Type Semantics: total Counter
El ementI D: 381
7.3.5. distinctCountOf Sour cel Pv6Addr ess

Description: The count of distinct source | Pv6 address val ues for
Oiginal Flows contributing to this Aggregated Fl ow

Abstract Data Type: unsigned64
Data Type Semantics: total Counter
El ement| D: 382
7.3.6. distinctCount O Destinationl Pv6Address

Description: The count of distinct destination |IPv6 address val ues
for Original Flows contributing to this Aggregated Fl ow.

Abstract Data Type: unsigned64
Data Type Semantics: total Counter
El ement I D. 383
7.4. Aggregate Counter Distribution Export

When exporting counters distributed anong Aggregated Fl ows, as
described in Section 5.1.1, the Exporting Process NMAY export an
Aggregate Counter Distribution Option Record for each Tenpl ate

descri bi ng Aggregated Fl ow records; this Options Tenplate is

descri bed below. It uses the val uebDi stributi onMet hod I nfornmation

El ement, al so defined below. Since, in many cases, distribution is
sinmpl e, accounting the counters from Contributing Flows to the first
Interval to which they contribute, this is the default situation, for
whi ch no Aggregate Counter Distribution Record is necessary;
Aggregate Counter Distribution Records are only applicable in nore
exotic situations, such as using an Aggregation Interval smaller than
the durations of Oiginal Flows.
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7.4.1. Aggregate Counter Distribution Options Tenpl ate

This Options Tenpl ate defines the Aggregate Counter Distribution
Record, which allows the binding of a value distribution method to a
Tenplate ID. The scope is the Tenplate I D, whose uni queness, per

[ RFC7011], is local to the Transport Session and Cbservation Donain
that generated the Tenplate ID. This is used to signal to the

Col l ecting Process how the counters were distributed. The fields are

as bel ow

o e e e e e e e e e e - o e e e e e e e e e e e e e e e e e e e e m o +
| 1E | Description |
T oo o e e e e e e e e e e e e e aaa +

The Tenplate ID of the Tenpl ate |
defining the Aggregated Flows to
which this distribution option |
applies. This Information El enent
MJUST be defined as a Scope field.

The met hod used to distribute the
counters for the Aggregated Fl ows
defined by the associated Tenpl at e.

7.4.2. valueDistributionMethod I nformation El enent

Description: A description of the nmethod used to distribute the
counters from Contributing Flows into the Aggregated Flow records
descri bed by an associ ated scope, generally a Tenplate. The
method is deenmed to apply to all the non-Key Information El ements
in the referenced scope for which value distributionis a valid
operation; if the original Flowslnitiated and/or
ori gi nal Fl owsConpl eted I nformation El enents appear in the
Tenpl ate, they are not subject to this distribution nmethod, as
they each infer their own distribution method. This is intended
to be a conplete set of possible value distribution nethods; it is
encoded as foll ows:
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| Unspecified: The counters for an Original Flow are

| explicitly not distributed according to any other nethod
| defined for this Information Elenent; use for arbitrary

| distribution, or distribution algorithnms not described by
| any ot her codepoint.

|
| Start Interval: The counters for an Original Flow are
| added to the counters of the appropriate Aggregated Fl ow
| containing the start tinme of the Original Flow This
| should be assuned the default if value distribution

| information is not available at a Collecting Process for
| an Aggregated Fl ow.

to the counters of the appropriate Aggregated Fl ow

|

2 | End Interval: The counters for an Original Flow are added

|
| containing the end tine of the Original Flow

|

| Md Interval: The counters for an Original Flow are added
| to the counters of a single appropriate Aggregated Fl ow

| containing sone tinmestanp between start and end tine of

| the Oiginal Flow

|

| Sinple UniformDistribution: Each counter for an Original
| Flowis divided by the nunber of tinme intervals the

| Original Flow covers (i.e., of appropriate Aggregated

| Flows sharing the same Flow Key), and this nunber is

| added to each correspondi ng counter in each Aggregated

| Flow

|
| Proportional UniformDistribution: Each counter for an

| Oiginal Flowis divided by the nunber of time units the
| Original Flow covers, to derive a nean count rate. This
| mean count rate is then nultiplied by the nunber of time
| units in the intersection of the duration of the Original
| Flow and the tine interval of each Aggregated Fl ow.

| This is like sinple uniformdistribution, but accounts

| for the fractional portions of a tinme interval covered by
| an Original Flowin the first and last time interval
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Si nul at ed Process: Each counter of the Original Flowis
di stributed anong the intervals of the Aggregated Fl ows
according to sonme function the |Intermnmedi ate Aggregation
Process uses based upon properties of Flows presuned to
be like the Original Flow. This is essentially an

assertion that the Internedi ate Aggregati on Process has
no direct packet timng information but is neverthel ess

not using one of the other sinpler distribution nethods.

The I nternedi ate Aggregati on Process specifically nakes
no assertion as to the correctness of the sinulation

Direct: The Internedi ate Aggregation Process has access

to the original packet tinmings fromthe packets maki ng up

the Original Flow, and uses these to distribute or
recal cul ate the counters.

Abstract Data Type: unsignhed8

El enent | D

8. Examples

384

In these exanples, the sane data, described by the sanme Tenpl at e,
will be aggregated multiple different ways; this illustrates the

various different functions that could be inplenmented by Internediate

Aggregati on Processes. Tenplates are shown in | ESpec format as
i ntroduced in [RFC7013]. The source data fornmat is a sinplified

Fl ow. tinestanps, traditional 5-tuple, and octet count; the Fl ow Key

fields are the 5-tuple. The Tenplate is shown in Figure 9.

flowStartM | 1iseconds(152)] 8]

fl owEndM |

| i seconds(153)] 8]

sour cel Pv4Addr ess(8) [ 4] { key}
destinati onl Pv4Addr ess(12)[ 4] { key}
sourceTransport Port (7)[ 2] { key}
destinationTransportPort (11)[ 2] {key}
protocol I dentifier(4)[1]{key}

oct et Del t aCount (1) [ 8]

The data records given as input to the exanples in this section are
shown bel ow, tinmestanps are given in H MM SS. sss fornmat.

Figure 9: Input Tenplate for Exanples

subsequent figures, flowStartMIliseconds is shown in H MM SS. sss

format as

Trammel |, et

"start tinme’, floweEndM I liseconds is shown in H M\ SS. sss

al . St andards Track [ Page 31]

In this and



RFC 7015 | PFI X Aggregation Sept ember 2013

8.

format as 'end time’', sourcel Pv4Address is shown as 'source ipd4d’ with
the following 'port’ representing sourceTransportPort,
destinati onl Pv4Address is shown as 'dest ip4 with the follow ng
"port’ representing destinationTransportPort, protocolldentifier is
shown as ’pt’, and octetDeltaCount as ’oct’.

start tinme |end tinme | source ip4 |port |dest ip4 | port|pt| oct
9: 00: 00. 138 9:00: 00.138 192.0.2.2 47113 192.0.2.131 53 17 119
9: 00: 03. 246 9:00: 03.246 192.0.2.2 22153 192.0.2.131 53 17 83
9: 00: 00.478 9:00:03.486 192.0.2.2 52420 198.51.100.2 443 6 1637
9:00: 07.172 9:00:07.172 192.0.2.3 56047 192.0.2.131 53 17 111
9: 00: 07.309 9:00:14.861 192.0.2.3 41183 198.51.100.67 80 6 16838
9: 00: 03. 556 9:00:19.876 192.0.2.2 17606 198.51.100.68 80 6 11538
9: 00: 25. 210 9:00: 25.210 192.0.2.3 47113 192.0.2.131 53 17 119
9: 00: 26. 358 9:00: 30.198 192.0.2.3 48458 198.51.100.133 80 6 2973
9:00:29.213 9:01:00.061 192.0.2.4 61295 198.51.100.2 443 6 8350
9: 04: 00. 207 9:04:04. 431 203.0.113.3 41256 198.51.100.133 80 6 778
9: 03:59. 624 9:04:06.984 203.0.113.3 51662 198.51.100.3 80 6 883
9: 00: 30. 532 9:06:15.402 192.0.2.2 37581 198.51.100.2 80 6 15420
9: 06: 56.813 9:06:59.821 203.0.113.3 52572 198.51.100.2 443 6 1637
9: 06: 30. 565 9: 07: 00. 261 203.0.113.3 49914 198.51.100.133 80 6 561
9: 06:55.160 9:07:05.208 192.0.2.2 50824 198.51.100.2 443 6 1899
9: 06:49. 322 9:07:05.322 192.0.2.3 34597 198.51.100.3 80 6 1284
9: 07: 05.849 9:07:09.625 203.0.113.3 58907 198.51.100.4 80 6 2670
9:10:45.161 9:10:45.161 192.0.2.4 22478 192.0.2.131 53 17 75
9:10:45.209 9:11:01.465 192.0.2.4 49513 198.51.100.68 80 6 3374
9:10:57.094 9:11:00.614 192.0.2.4 64832 198.51.100.67 80 6 138
9:10:59.770 9:11:02.842 192.0.2.3 60833 198.51.100.69 443 6 2325
9:02:18.390 9:13:46.598 203.0.113.3 39586 198.51.100.17 80 6 11200
9:13:53.933 9:14: 06. 605 192.0.2.2 19638 198.51.100.3 80 6 2869
9:13:02.864 9:14:08.720 192.0.2.3 40429 198.51.100.4 80 6 18289

Fi gure 10: Input Data for Exanples
1. Traffic Time Series per Source

Aggregating Flows by source |P address in tinme series (i.e., with a
regul ar interval) can be used in subsequent heavy-hitter analysis and
as a source paraneter for statistical anomaly detection techniques.
Here, the Internedi ate Aggregati on Process inposes an interval
aggregates the key to renove all key fields other than the source IP
address, then conbines the result into a stream of Aggregated Fl ows.
The inposed interval of five mnutes is |onger than the najority of

Fl ows; for those Flows crossing interval boundaries, the entire Flow
is accounted to the interval containing the start tine of the Fl ow
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In this exanple, the Partially Aggregated Fl ows after each conceptua
operation in the Internediate Aggregation Process are shown. These
are meant to be illustrative of the conceptual operations only, and
not to suggest an inplenentation (indeed, the exanple shown here
woul d not necessarily be the nost efficient nethod for performng
these operations). Subsequent exanples will onit the Partially
Aggregated Flows for brevity.

The input to this process could be any Fl ow Record containing a
source | P address and octet counter; consider for this exanple the
Tenpl ate and data fromthe introduction. The Intermediate
Aggregation Process would then output records containing just

ti mestanps, source |IP, and octetDeltaCount, as in Figure 11

flowStartM 1 1iseconds(152)] 8]
fl owendM I |i seconds(153)[ 8]
sour cel Pv4Addr ess(8)[ 4]

oct et Del t aCount (1) [ 8]

Figure 11: CQutput Tenplate for Time Series per Source
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Assume the goal is to get 5-minute (300 s) tine series of octet

counts per source | P address. The aggregation operations would then
be arranged as in Figure 12.

Original Flows

| interval distribution
| * inpose uniform |
| 300s tine interval

| key aggregation |
| * reduce key to only
| sour cel Pv4Addr ess

| aggregate conbination
| * sum oct et Del t aCount

Aggr egat ed Fl ows
Fi gure 12: Aggregation Operations for Tine Series per Source

After applying the interval distribution step to the source data in
Figure 10, only the time intervals have changed; the Partially
Aggregated Flows are shown in Figure 13. Note that interva
distribution follows the default Start Interval policy; that is, the

entire Flow is accounted to the interval containing the Flow s start
tinme.
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After the key aggregation step, all Flow
address have been discarded, as shown in
duplicate Partially Aggregated Flows to be conbined in the fina
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Fi gure 14: Key Aggregation for Tinme Series per Source

Aggregat e conbi nation suns the counters per key and interval; the

sunmmations of the first two keys and intervals are shown in detail in
Fi gure 15.
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Fi gure 15: Sunmmation during Aggregate Conbination

This can be applied to each set of Partially Aggregated Flows to

produce the fina

exported by the Tenplate in Figure 11
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Aggregated Flows that are shown in Figure 16, as

Aggregated Flows for Tinme Series per Source

Aggregating Fl ows by source and destination ASNin tine series is

used to generate core traffic matrices.

The core traffic matrix

provides a view of the state of the routes within a network, and it
can be used for long-term planning of changes to network design based

on traffic demand
| onger than active Flow timeouts.
terms of octets,
a subtly different effect

Tr anmel

et

al .

Her e,

packets,

i mposed tine intervals are generally nuch
The traffic matrix is reported in

and fl ows,
on capacity planning.

St andards Track

as each of these values may have
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Thi s exanpl e denonstrates key aggregati on using derived keys and
Oiginal Flow counting. Wile sonme Oiginal Flows nay be generated
by Exporting Processes on forwarding devices, and therefore contain
t he bgpSour ceAsNunber and bgpDesti nati onAsNurber | nformation

El ements, Original Flows from Exporting Processes on dedicated
measur enent devices without routing data contain only a
destinationl Pv[ 46] Address. For these Flows, the Mediator nust | ook
up a next-hop AS froman |P-to-AS table, replacing source and
destination addresses with ASNs. The table used in this exanple is
shown in Figure 17. (Note that due to limted exanple address space,
in this exanple we ignore the common practice of routing only bl ocks
of /24 or larger.)

prefix | ASN

192.0.2.0/ 25 64496
192.0.2.128/25 64497
198. 51. 100/ 24 64498

203.0.113.0/ 24 64499
Figure 17: Exanple ASN Map

The Tenpl ate for Aggregated Fl ows produced by this exanple is shown
in Figure 18.

flowSstartM | |iseconds(152)] 8]
flowendM I Ii seconds(153)[ 8]
bgpSour ceAsNunber (16) [ 4]
bgpDesti nati onAsNunber (17) [ 4]
oct et Del t aCount (1) [ 8]

Figure 18: Qutput Tenplate for Traffic Matrix
Assume the goal is to get 60-mnute time series of octet counts per

source/ destination ASN pair. The aggregation operations would then
be arranged as in Figure 19.
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Oiginal Flows

| interval distribution
| * inpose uniform |
| 3600s tinme interval

| key aggregation |
| * reduce key to only

| sour cel Pv4Address +

| dest | Pv4Addr ess |

| key aggregation |
| * replace addresses
| with ASN from map |

| aggregate conbination
| * sum oct et Del t aCount

Aggr egat ed Fl ows
Fi gure 19: Aggregation Operations for Traffic Matrix

After applying the interval distribution step to the source data in
Figure 10, the Partially Aggregated Flows are shown in Figure 20.
Note that the Flows are identical to those in the interva
distribution step in the previous exanple, except the chosen interva
(1 hour, 3600 seconds) is different; therefore, all the Flows fit
into a single interval
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start tinme |end tinme |source ip4 |port |dest ip4 | port|pt| oct
9: 00: 00 10: 00: 00 192.0.2.2 47113 192.0.2.131 53 17 119
9: 00: 00 10: 00: 00 192.0.2.2 22153 192.0.2.131 53 17 83
9: 00: 00 10: 00: 00 192.0.2.2 52420 198.51.100.2 443 6 1637
9: 00: 00 10: 00: 00 192.0.2.3 56047 192.0.2.131 53 17 111
9: 00: 00 10: 00: 00 192.0.2.3 41183 198.51.100.67 80 6 16838
9: 00: 00 10: 00: 00 192.0.2.2 17606 198.51.100.68 80 6 11538
9: 00: 00 10: 00: 00 192.0.2.3 47113 192.0.2.131 53 17 119
9: 00: 00 10: 00: 00 192.0.2.3 48458 198.51.100.133 80 6 2973
9: 00: 00 10: 00: 00 192.0.2.4 61295 198.51.100.2 443 6 8350
9: 00: 00 10: 00: 00 203.0.113.3 41256 198.51.100.133 80 6 778
9: 00: 00 10: 00: 00 203.0.113.3 51662 198.51.100.3 80 6 883
9: 00: 00 10: 00: 00 192.0.2.2 37581 198.51.100.2 80 6 15420
9: 00: 00 10: 00: 00 203.0.113.3 52572 198.51.100.2 443 6 1637
9: 00: 00 10: 00: 00 203.0.113.3 49914 197.51.100.133 80 6 561
9: 00: 00 10: 00: 00 192.0.2.2 50824 198.51.100.2 443 6 1899
9: 00: 00 10: 00: 00 192.0.2.3 34597 198.51.100.3 80 6 1284
9: 00: 00 10: 00: 00 203.0.113.3 58907 198.51.100.4 80 6 2670
9: 00: 00 10: 00: 00 192.0.2.4 22478 192.0.2.131 53 17 75
9: 00: 00 10: 00: 00 192.0.2.4 49513 198.51.100.68 80 6 3374
9: 00: 00 10: 00: 00 192.0.2.4 64832 198.51.100.67 80 6 138
9: 00: 00 10: 00: 00 192.0.2.3 60833 198.51.100.69 443 6 2325
9: 00: 00 10: 00: 00 203.0.113.3 39586 198.51.100.17 80 6 11200
9: 00: 00 10: 00: 00 192.0.2.2 19638 198.51.100.3 80 6 2869
9: 00: 00 10: 00: 00 192.0.2.3 40429 198.51.100.4 80 6 18289

Figure 20: Interval Inposition for Traffic Matrix

The next steps are to discard irrelevant key fields and to repl ace
the source and destination addresses with source and destinati on ASNs
in the map; the results of these key aggregation steps are shown in
Fi gure 21.
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start tinme |end tinme |source ASN | dest ASN |octets

9: 00: 00 10: 00: 00 AS64496 AS64497 119
9: 00: 00 10: 00: 00 AS64496 AS64497 83
9: 00: 00 10: 00: 00 AS64496 AS64498 1637
9: 00: 00 10: 00: 00 AS64496 AS64497 111
9: 00: 00 10: 00: 00 AS64496 AS64498 16838
9: 00: 00 10: 00: 00 AS64496 AS64498 11538
9: 00: 00 10: 00: 00 AS64496 AS64497 119
9: 00: 00 10: 00: 00 AS64496 AS64498 2973
9: 00: 00 10: 00: 00 AS64496 AS64498 8350
9: 00: 00 10: 00: 00 AS64499 AS64498 778
9: 00: 00 10: 00: 00 AS64499 AS64498 883
9: 00: 00 10: 00: 00 AS64496 AS64498 15420
9: 00: 00 10: 00: 00 AS64499 AS64498 1637
9: 00: 00 10: 00: 00 AS64499 AS64498 561
9: 00: 00 10: 00: 00 AS64496 AS64498 1899
9: 00: 00 10: 00: 00 AS64496 AS64498 1284
9: 00: 00 10: 00: 00 AS64499 AS64498 2670
9: 00: 00 10: 00: 00 AS64496 AS64497 75
9: 00: 00 10: 00: 00 AS64496 AS64498 3374
9: 00: 00 10: 00: 00 AS64496 AS64498 138
9: 00: 00 10: 00: 00 AS64496 AS64498 2325
9: 00: 00 10: 00: 00 AS64499 AS64498 11200
9: 00: 00 10: 00: 00 AS64496 AS64498 2869
9: 00: 00 10: 00: 00 AS64496 AS64498 18289

Fi gure 21: Key Aggregation for Traffic Matrix:
Reducti on and Repl acenent

Fi nal |l y, aggregate conbination sunms the counters per key and
interval. The resulting Aggregated Flows containing the traffic
matrix, shown in Figure 22, are then exported using the Tenplate in
Figure 18. Note that these Aggregated Fl ows represent a sparse
matrix: AS pairs for which no traffic was recei ved have no
correspondi ng record in the output.

start tine end tine source ASN dest ASN octets

9: 00: 00 10: 00: 00 AS64496 AS64497 507
9: 00: 00 10: 00: 00 AS64496 AS64498 86934
9: 00: 00 10: 00: 00 AS64499 AS64498 17729

Fi gure 22: Aggregated Flows for Traffic Matrix

The out put of this operation is suitable for re-aggregation: that is,
traffic matrices fromsingle links or Observation Points can be
aggregated through the sane interval inposition and aggregate
conmbination steps in order to build a traffic matrix for an entire
net wor K.
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8.3. Distinct Source Count per Destination Endpoint

Aggregating Fl ows by destination address and port, and counting

di stinct sources aggregated away, can be used as part of passive
service inventory and host characterization. This exanple shows
aggregation as an anal ysis techni que, perforned on source data stored
inan IPFIX File. As the Transport Session in this File is bounded,
removal of all tinmestanp information allows summarization of the

entire time interval contained within the interval. Renoval of
timng information during interval inposition is equivalent to an
infinitely long inposed tinme interval. This denonstrates both how

infinite intervals work, and how uni que counters work. The
aggregation operations are sumuari zed in Figure 23.
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Oiginal Flows

| interval distribution
| * discard tinmestanps |

| val ue aggregation
| * discard octetDeltaCount

| key aggregation |
| * reduce key to only

| dest | Pv4Address + |
| dest Transport Port, |
| * count distinct sources

| aggregate conbination
| * no-op (distinct sources already counted)

Aggr egat ed Fl ows
Fi gure 23: Aggregation Operations for Source Count

The Tenpl ate for Aggregated Fl ows produced by this exanple is shown
in Figure 24,

destinati onl Pv4Address(12)[ 4]
destinationTransportPort(11)[ 2]
di stinct Count Of Sour cel PAddr ess(378) [ 8]

Fi gure 24: Cutput Tenplate for Source Count
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Interval distribution, in this case, nerely discards the tinmestanp
information fromthe Oiginal Flows in Figure 10, and as such is not
shown. Likew se, the val ue aggregation step sinply discards the
octet Del taCount value field. The key aggregation step reduces the
key to the destinationl Pv4Address and destinati onTransportPort,
counting the distinct source addresses. Since this is essentially
the out put of this aggregation function, the aggregate conbi nation
operation is a no-op; the resulting Aggregated Flows are shown in

Fi gure 25

dest ip4 | port |dist src
192.0.2.131 53
198.51.100.2 80
198.51.100.2 443
198. 51. 100. 67 80
198.51. 100. 68 80
198. 51. 100. 133 80
198.51.100.3 80
198.51.100.4 80
198.51.100.17 80
198.51. 100. 69 443

PERPNWONNMNNWE®

Fi gure 25: Aggregated Flows for Source Count
8.4. Traffic Time Series per Source with Counter Distribution

Returning to the exanple in Section 8.1, note that our source data
contains some Flows with durations |onger than the inposed interva
of five mnutes. The default nethod for dealing with such Flows is
to account themto the interval containing the Flow s start tine.

In this exanple, the sane data is aggregated using the sane
arrangenent of operations and the sanme output Tenplate as in

Section 8.1, but using a different counter distribution policy,
Sinmple UniformDistribution, as described in Section 5.1.1. In order
to do this, the Exporting Process first exports the Aggregate Counter
Distribution Options Tenplate, as in Figure 26.

tenpl atel d(12)[ 2] { scope}
val ueDi stri buti onMet hod(384)[ 1]

Fi gure 26: Aggregate Counter Distribution Options Tenplate
This Tenplate is followed by an Aggregate Counter Distribution Record

described by this Tenplate; assum ng the output Tenplate in Figure 11
has ID 257, this record would appear as in Figure 27.
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val ue distribution nethod
4 (sinple uniform

Fi gure 27: Aggregate Counter Distribution Record

Fol | owi ng netadata export, the aggregation steps follow as before.
However,
the interval

di stribution step.

start time |en

9: 00: 00.
: 00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
05: 00.
05: 00.
05: 00.
05: 00.
05: 00.
05: 00.
05: 00.
10: 00.
10: 00.
10: 00.
10: 00.
10: 00.
10: 00.
10: 00.

LLLLLLLLLLLLLLOLLLLOLVOVOLOLOVOVWOVO

Fi gure

000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000

LLLLLLLLLLLLLLLLLLOLOLOLOLOLVOLOWO®

two long Flows are distributed across nmultiple intervals in

i mposition step, as indicated with "*" in Figure 28.
Not e the uneven distribution of the three-interval, 11200-octet Fl ow
into three Partially Aggregated Fl ows of 3733, 3733, and 3734 octets;
this ensures no cunulative error is injected by the interva

dtine

05:
05:
05:
05:
05:
05:
05:
05:
05:
05:
05:
05:
10:
10:
10:
10:
10:
10:
10:
15:
15:
15:
15:
15:
15:
15:

00. 000

00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.
00.

000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000
000

28: Distributed

| source ip4 |port |dest ip4 | port|pt| oct

192.0.2.2 47113 192.0.2.131 53 17 119
192.0.2.2 22153 192.0.2.131 53 17 83
192.0.2.2 52420 198.51.100.2 443 6 1637

192.0.2.3 56047 192.0.2.131 53 17 111
192.0.2.3 41183 198.51.100.67 80 6 16838
192.0.2.2 17606 198.51.100.68 80 6 11538
192.0.2.3 47113 192.0.2.131 53 17 119
192.0.2.3 48458 198.51.100.133 80 6 2973
192.0.2.4 61295 198.51.100.2 443 6 8350
203.0.113.3 41256 198.51.100.133 80 6 778
203.0.113.3 51662 198.51.100.3 80 6 883
192.0.2.2 37581 198.51.100.2 80 6 7710%
203.0.113. 3 39586 198.51.100.17 80 6  3733*
203.0.113.3 52572 198.51.100.2 443 6 1637

203.0.113. 3 49914 197.51.100.133 80 6 561
192.0.2.2 50824 198.51.100.2 443 6 1899
192.0.2.3 34597 198.51.100.3 80 6 1284
203.0.113. 3 58907 198.51.100.4 80 6 2670
192.0.2.2 37581 198.51.100.2 80 6 7710%
203.0.113.3 39586 198.51.100.17 80 6  3733*
192.0.2.4 22478 192.0.2.131 53 17 75
192.0.2.4 49513 198.51.100.68 80 6 3374
192.0.2.4 64832 198.51.100.67 80 6 138
192.0.2.3 60833 198.51.100.69 443 6 2325
192.0.2.2 19638 198.51.100.3 80 6 2869
192.0.2.3 40429 198.51.100.4 80 6 18289
203.0.113.3 39586 198.51.100.17 80 6  3734¢

Interval Inposition for Tine Series per Source

Subsequent steps are as in Section 8.1; the results, to be exported
using the Tenplate shown in Figure 11, are shown in Figure 29, with
Aggregated Flows differing fromthe exanple in Section 8.1 indicated
by "*".

Tramel |,
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start tinme |end tinme | source ip4 |octets
9: 00: 00. 000 9: 05: 00. 000 192.0.2.2 21087*
9: 00: 00. 000 9: 05: 00. 000 192.0.2.3 20041
9: 00: 00. 000 9: 05: 00. 000 192.0.2.4 8350
9: 00: 00. 000 9: 05: 00.000 203.0.113.3  5394*
9: 05: 00. 000 9:10: 00. 000 192.0.2.2 9609*
9: 05: 00. 000 9: 10: 00. 000 192.0.2.3 1284
9: 05: 00. 000 9: 10: 00. 000 203.0.113.3  8601*
9:10: 00. 000 9: 15: 00. 000 192.0.2.2 2869
9:10: 00. 000 9: 15: 00. 000 192.0.2.3 20614
9:10: 00. 000 9: 15: 00. 000 192.0.2.4 3587
9:10: 00. 000 9: 15: 00. 000 203.0.113.3  3734*

Fi gure 29: Aggregated Flows for Time Series per Source
with Counter Distribution

9. Security Considerations

This docunent specifies the operation of an Internedi ate Aggregation
Process with the I PFI X protocol; the Security Considerations for the
protocol itself in Section 11 of [RFC7011] therefore apply. 1In the

common case that aggregation is perforned on a Mediator, the Security
Consi derations for Mediators in Section 9 of [RFC6183] apply as well.

As nentioned in Section 3, certain aggregation operations may tend to
have an anonym zing effect on Fl ow data by obliterating sensitive
identifiers. Aggregation may al so be conmbi ned wi th anonyni zation
within a Mediator, or as part of a chain of Mediators, to further

| everage this effect. In any case in which an Internediate
Aggregation Process is applied as part of a data anonym zation or
protection schene, or is used together with anonynization as
described in [ RFC6235], the Security Considerations in Section 9 of

[ RFC6235] apply.

10. | ANA Consi derations

Thi s docunent specifies the creation of new | PFl X I nformation
Elenents in the IPFI X Information El enent registry [I ANA-IPFI X], as
defined in Section 7 above. |ANA has assigned Information El enent
nunbers to these Information Elenents, and entered theminto the
registry
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