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Aut o- Di scovery VPN Probl em St at enent and Requirenents
Abstr act

Thi s docunent describes the problem of enabling a | arge nunber of
systens to comunicate directly using IPsec to protect the traffic
between them It then expands on the requirenments for such a

sol uti on.

Manual configuration of all possible tunnels is too cunbersone in
many such cases. |n other cases, the |P addresses of endpoints
change, or the endpoints nmay be behind NAT gateways, naking static
configuration inpossible. The Auto-Di scovery VPN solution will
address these requirenents.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc7018
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Copyright Notice

Copyright (c) 2013 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1. Introduction

| Psec [ RFC4301] is used in several different cases, including

tunnel -node site-to-site VPNs and renote access VPNs. Both tunneling
nodes for | Psec gateways and host-to-host transport node are
supported in this docunent.

The subject of this docunent is the problem presented by |arge-scale
depl oynents of |IPsec and the requirenents on a solution to address
the problem These nmay be a | arge collection of VPN gateways
connecting various sites, a |large nunber of renote endpoints
connecting to a nunber of gateways or to each other, or a mix of the
two. The gateways and endpoints may belong to a single

adm ni strative donain or several donmains with a trust rel ationship.
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Section 4.4 of RFC 4301 describes the najor |Psec databases needed
for | Psec processing. |t requires extensive configuration for each
tunnel, so nmanually configuring a system of many gateways and
endpoi nts becones infeasible and inflexible.

The difficulty is that a | ot of configuration nentioned in RFC 4301
is required to set up a Security Association. The Internet Key
Exchange Protocol (IKE) inplenentations need to know the identity and
credentials of all possible peer systens, as well as the addresses of
hosts and/ or networks behind them A sinplified nechanism for
dynamical |l y establishing point-to-point tunnels is needed. Section 2
contains several use cases that notivate this effort.

1.1. Termnol ogy

Aut o- Di scovery Virtual Private Network (ADVPN) - A VPN solution that
enabl es a | arge nunmber of systems to comunicate directly, wth
m ni mal configuration and operator intervention, using |IPsec to
protect conmuni cation between them

Endpoint - A device that inplements IPsec for its own traffic but
does not act as a gateway.

Gateway - A network device that inplenents |Psec to protect traffic
flowi ng through the device

Poi nt-to-Point - Comuni cation between two parties w thout active
participation (e.g., encryption or decryption) by any other
parties.

Hub - The central point in a star topol ogy/dynanic full-nesh

topol ogy, or one of the central points in the full-nmesh style VPN
i.e., a gateway to which nmultiple other hubs or spokes connect.
The hubs usually forward traffic conming fromencrypted links to
other encrypted links, i.e., there are no devices connected to
themin the clear.

Spoke - The endpoint in a star topol ogy/dynam ¢ full-mesh topol ogy
or gateway that forwards traffic fromnultiple cleartext devices
to other hubs or spokes, and sonme of those other devices are
connected to it in the clear (i.e., it encrypts data comng from
cleartext devices and forwards it to the ADVPN).

ADVPN Peer - Any nmenber of an ADVPN, including gateways, endpoints,
hubs, or spokes.
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Star Topology - Topology in which there is direct connectivity only
bet ween the hub and spoke, and where conmuni cati on between the 2
spokes happens through the hub.

Al lied and Federated Environnents - Environnents where we have
nmultiple different organi zati ons that have cl ose associ ati ons and
need to connect to each ot her

Ful | - Mesh Topol ogy - Topology in which there is direct connectivity
bet ween every spoke to every other spoke, without the traffic
bet ween the spokes having to be redirected through an internedi ate
hub devi ce.

Dynanmi ¢ Full - Mesh Topol ogy - Topol ogy in which direct connections
exi st in a hub-and-spoke manner but dynanic connections are
created/ renmoved between the spokes on an as-needed basis.

Security Association (SA) - Defined in [ RFC4301].
1.2. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. Use Cases

This section presents the key use cases for |arge-scale
poi nt -t o- poi nt VPNSs.

In all of these use cases, the participants (endpoints and gat eways)
may be from a single organization (administrative domain) or from
mul tiple organi zations with an established trust relationship. Wen
mul tiple organi zations are involved, products fromnmultiple vendors
are enpl oyed, so open standards are needed to provide
interoperability. Establishing conmmunications between participants
with no established trust relationship is out of scope for this
effort.

2.1. Use Case 1: Endpoint-to-Endpoint VPN
Two endpoints wi sh to communi cate securely via a point-to-point SA
The need for secure endpoi nt-to-endpoint communications is often
driven by a need to enpl oy hi gh-bandwi dth, [owlatency |oca
connectivity instead of using slow, expensive links to renote

gat eways. For exanple, two users in close proximty may wsh to
pl ace a direct, secure video or voice call w thout needing to send

Manral & Hanna I nf or mat i onal [ Page 4]



RFC 7018 Aut o- Di scovery VPN Sept ember 2013

the call through renote gateways, as the renote gateways woul d add
latency to the call, consume precious renote bandw dth, and increase
overall costs. Such a use case al so enables connectivity when both
users are behind NAT gateways. Such a use case ought to allow for
seanl ess connectivity even as endpoints roam and even if they are
novi ng out from behind a NAT gateway, from behind one NAT gateway to
behi nd anot her, or froma standal one position to behind a NAT

gat enay.

In a star topol ogy, when two endpoi nts comuni cate, they need a
mechani sm for aut hentication such that they do not expose thensel ves
to inpersonation by the other spoke endpoint.

2.2. Use Case 2: Gateway-to-Gateway VPN

A typical Enterprise traffic nodel follows a star topology, with the
gat eways connecting to each other using I Psec tunnels.

However, for voice and other rich nedia traffic that require a | ot of
bandwi dth or is performance sensitive, the traffic tronboning (taking
a suboptinmal path) to the hub can create traffic bottlenecks on the
hub and can lead to an increase in cost. A fully meshed sol ution
woul d make best use of the avail abl e network capacity and
perfornmance, but the deploynent of a fully nmeshed sol ution invol ves
consi derabl e configuration, especially when a | arge nunber of nodes
are involved. It is for this purpose that spoke-to-spoke tunnels are
dynamically created and torn down. For the reasons of cost and
manual error reduction, it is desired that there be ni nimal
configuration on each gateway.

The solution ought to work in cases where the endpoints are in
different adninistrative donains that have an existing trust

rel ati onship (for exanmple, two organizations that are coll aborating
on a project may wish to join their networks while retaining

i ndependent control over configuration). It is highly desirable that
the solution works for the star, full-mesh, and dynamic full-nesh

t opol ogi es.

The solution ought to al so address the case where gateways use
dynani c | P addresses.

Additionally, the routing inplications of gateway-to-gateway

communi cati on need to be addressed. In the sinple case, selectors
provide sufficient information for a gateway to forward traffic
appropriately. In other cases, additional tunneling (e.g., Ceneric

Routi ng Encapsul ation (GRE)) and routing (e.g., Open Shortest Path
First (OSPF)) protocols are run over |IPsec tunnels, and the
configuration inpact on those protocols needs to be considered.
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There is also the case where Layer 3 Virtual Private Networks
(L3VPNs) operate over |Psec tunnels.

When two gat eways communi cate, they need to use a nechanism for
aut henti cation such that they do not expose thenselves to the risk of
i mpersonation by the other entities.

2.3. Use Case 3: Endpoint-to-Gateway VPN

A nobi | e endpoi nt ought to be able to use the nost efficient gateway
as it roams in the Internet.

A nobil e user roanming on the Internet may connect to a gateway that,
because of roanming, is no longer the nost efficient gateway to use
(reasons could be cost, efficiency, latency, or sonme other factor).
The mobil e user ought to be able to discover and then connect to the
current, nost efficient gateway in a seanl ess way w thout having to
bring down the connection.

3. I nadequacy of Existing Sol utions

Several solutions exist for the problens described above. However,
none of these solutions is adequate, as described here.

3.1. Exhaustive Configuration

One sinple solution is to configure all gateways and endpoints in
advance with all the informati on needed to determ ne which gateway or
endpoint is optimal and to establish an SA with that gateway or
endpoi nt. However, this solution does not scale in a | arge network
wi th hundreds of thousands of gateways and endpoi nts, especially when
mul ti ple administrative domains are involved and things are rapidly
changing (e.g., nobile endpoints). Such a solution is also limted
by the small est endpoint/gateway, as the sanme exhaustive
configuration is to be applied on all endpoints/gateways. A nore

dynanmi c, secure, and scal able system for establishing SAs between
gat eways i s needed.

3.2. Star Topol ogy

The npost conmon way to address a part of this problemtoday is to use

what has been terned a "star topology". |In this case, one or a few
gat eways are defined as "hub gateways", while the rest of the systens
(whet her endpoints or gateways) are defined as "spokes". The spokes

never connect to other spokes. They only open tunnels with the hub
gateways. Also, for a large nunber of gateways in one administrative
domai n, one gateway may be defined as the hub, and the rest of the
gateways and renote access clients connect only to that gateway.
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This solution, however, is conplicated by the case where the spokes
use dynam c | P addresses and DNS with dynam ¢ updates needs to be
used. It is also desired that there is ninimal to no configuration
on the hub as the nunber of spokes increases and new spokes are added
and del eted randonly.

Anot her problemwi th the star topology is that it creates a high | oad
on the hub gateways, as well as on the connection between the spokes
and the hub. This load inpacts both processi ng power and network
bandwi dth. A single packet in the hub-and-spoke scenari o can be
encrypted and decrypted nmultiple tines. 1t would be nmuch preferable
if these gateways and clients could initiate tunnels between them
bypassi ng the hub gateways. Additionally, the path bandwidth to

t hese hub gateways nay be |lower than that of the path between the
spokes. For exanple, two renpte access users nmay be in the same
buil ding with high-speed WFi (for exanple, at an | ETF neeting).
Channel i ng their conversation through the hub gateways of their
respective enpl oyers seens extrenely wasteful, given that a nore
optinal direct path exists.

The challenge is to build |l arge-scal e | Psec-protected networks that
can dynamically change with mnimal adninistrative overhead.

3.3. Proprietary Approaches

Several vendors offer proprietary solutions to these problens.
However, these solutions offer no interoperability between equi pnent
from one vendor and another. This neans that they are generally
restricted to use within one organization, and it is harder to nove
away from such solutions, as the features are not standardized.

Besi des, nultiple organizati ons cannot be expected to all choose the
same equi pnent vendor.

4. Requirenents

This section defines the requirenents on which the solution will be
based.

4.1. Gateway and Endpoi nt Requirenents

1. For any network topol ogy (star, full mesh, and dynam c ful
mesh), when a new gateway or endpoint is added, renoved, or
changed, configuration changes are mninized as follows. Adding
or renoving a spoke in the topol ogy MJST NOT require
configuration changes to hubs ot her than where the spoke was
connected and SHOULD NOT require configuration changes to the
hub to which the spoke was connected. The changes al so MUST NOT
require configuration changes in other spokes.
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Specifically, when evaluating potential proposals, we wll
conpare them by | ooki ng at how nmany endpoi nts or gateways nust
be reconfigured when a new gateway or endpoint is added,
renoved, or changed and how substantial this reconfiguration is,
in addition to the anpbunt of static configuration required.

This requirenent is driven by use cases 1 and 2 and by the
scaling limtations pointed out in Section 3.1.

2. ADVPN Peers MJST allow | Psec tunnels to be set up with other
menbers of the ADVPN wi t hout any configuration changes, even
when peer addresses get updated every tinme the device cones up
This inplies that Security Policy Database (SPD) entries or
ot her configuration based on a peer |P address will need to be
aut omati cal |l y updated, avoided, or handled in sone nanner to
avoid a need to manual |l y update policy whenever an address
changes.

3. In many cases, additional tunneling protocols (e.g., GRE) or
routing protocols (e.g., OSPF) are run over the |Psec tunnels
Gat eways MUST allow for the operation of tunneling and routing
prot ocol s operating over spoke-to-spoke |IPsec tunnels with
m ni mal or no configuration inpact. The ADVPN sol uti on SHOULD
NOT i ncrease the anount of information required to configure
protocol s running over |Psec tunnels.

4, In the full-mesh and dynanic full-nesh topol ogi es, spokes MJST
all ow for direct communi cation with other spoke gateways and
endpoints. In the star topol ogy node, direct conmmunication

bet ween spokes MUST be disal | owed.

This requirenment is driven by use cases 1 and 2 and by the
limtations of a star topology as pointed out in Section 3.2.

5. ADVPN Peers MJST NOT have a way to get the long-term
aut hentication credentials for any other ADVPN Peers. The
conprom se of an endpoint MJST NOT affect the security of
conmmuni cati ons between other ADVPN Peers. The conproni se of a
gat eway SHOULD NOT affect the security of the conmunications
bet ween ADVPN Peers not associated with that gateway.

This requirenent is driven by use case 1. ADVPN Peers
(especially spokes) becone conprom sed fairly often. The
conproni se of one ADVPN Peer SHOULD NOT affect the security of
ot her unrel ated ADVPN Peers.
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6. Gat eways SHOULD al | ow for seamnl ess handoff of sessions in cases
where endpoints are roanming, even if they cross policy
boundaries. This would nean the data traffic is mnimlly
af fected even as the handoff happens. External factors like
firewal | s and NAT boxes that will be part of the overal
sol uti on when ADVPN is deployed will not be considered part of
this sol ution.

Such endpoint roam ng may affect not only the endpoint-to-
endpoi nt SA but also the rel ationship between the endpoints and
gat eways (such as when an endpoint roans to a new network that
is handl ed by a different gateway).

This requirenment is driven by use case 1. Today’'s endpoints are
nmobil e and transition often between different networks (from 4G
to WFi and anong various WF networks).

7. Gat eways SHOULD al | ow for easy handoff of a session to another
gateway, to optim ze |latency, bandw dth, | oad bal anci ng,
availability, or other factors, based on policy.

This ability to mgrate traffic fromone gateway to another
appl i es regardl ess of whether the gateways in question are hubs

or spokes. It even applies in the case where a gateway (hub or
spoke) noves in the network, as may happen with a vehicl e-based
net wor k.

This requirenment is driven by use case 3.

8. Gat eways and endpoi nts MJST have the capability to participate
in an ADVPN even when they are | ocated behi nd NAT boxes.
However, in some cases they may be deployed in such a way that
they will not be fully reachable behind a NAT box. It is
especially difficult to handle cases where the hub is behind a
NAT box. When the two endpoints are both behind separate NATs,
conmmuni cati on between these spokes SHOULD be supported using
wor karounds such as port forwarding by the NAT or detecting when
two spokes are behind uncooperative NATs, and using a hub in
t hat case

This requirement is driven by use cases 1 and 2. Endpoints are
of ten behi nd NATs, and gateways sonetines are. |Psec SHOULD
continue to work seanl essly regardl ess, using ADVPN t echni ques
whenever possible and providing graceful fallback to hub-and-
spoke techni ques as needed.
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10.

11.

12.

13.

14.

15.

Manr al

Changes such as establishing a new | Psec SA SHOULD be reportabl e
and nanageabl e. However, creating a MB or other managenent
technique is not within scope for this effort.

This requirement is driven by manageability concerns for all the
use cases, especially use case 2. As |Psec networks becone nore
dynani ¢, nanagenent tools becone nore essenti al

To support allied and federated environments, endpoints and
gateways fromdifferent organizati ons SHOULD be able to connect
to each ot her.

This requirenment is driven by denmand for all the use cases in
federated and allied environnents.

The adnini strator of the ADVPN SHOULD al l ow for the
configuration of a star, full-nesh, or partial full-nmesh
t opol ogy, based on which tunnels are allowed to be set up

This requirement is driven by denmand for all the use cases in
federated and allied environments.

The ADVPN sol uti on SHOULD be able to scale for nulticast
traffic.

This requirement is driven by use case 2, where the anount of
rich media nmulticast traffic is increasing.

The ADVPN sol ution SHOULD al | ow for easy nonitoring, |ogging,
and reporting of the dynanic changes to help with
t roubl eshooti ng such environnents.

This requirenment is driven by denand for all the use cases in
federated and allied environnents.

There is also the case where L3VPNs operate over |Psec tunnels,
for exanple, Provider-Edge-based VPNs. An ADVPN MJST support
L3VPNs as applications protected by the |IPsec tunnels.

This requirenment is driven by denmand for all the use cases in
federated and allied environments.

The ADVPN sol ution SHOULD al l ow t he enforcenent of per-peer QS
in both the star and full-nmesh topol ogi es.

This requirenment is driven by denmand for all the use cases in
federated and allied environments.
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5.

16. The ADVPN sol ution SHOULD take care of not letting the hub be a
single point of failure.

This requirenment is driven by denmand for all the use cases in
federated and allied environments.

Security Considerations

This is a problem statenment and requirenments docunent for the

ADVPN solution and in itself does not introduce any new security
concerns. The solution to the problens presented in this docunent
may i nvol ve dynam ¢ updates to databases defined by RFC 4301

such as the Security Policy Database (SPD) or the Peer Authorization
Dat abase (PAD).

RFC 4301 is silent about the way these databases are popul ated, and
it is inplied that these databases are static and preconfigured by a
human. Al lowi ng dynam ¢ updates to these dat abases nust be thought
out carefully because it allows the protocol to alter the security
policy that the |IPsec endpoints inplenent.

One obvious attack to watch out for is stealing traffic to a
particular site. The IP address for ww. exanple.comis 192.0. 2. 10.
If we add an entry to an | Psec endpoint’s SPD that says that traffic
to 192.0.2.10 is protected through peer G+ Mallory, then this all ows
GwMallory to either pretend to be ww. exanpl e. com or proxy and read
all traffic to that site. Updates to this database require a clear
trust nodel

Hubs can be a single point of failure that can cause | oss of
connectivity of the entire system this can be a big security issue.
Any ADVPN sol ution design should take care of these concerns.
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