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Abstract

Thi s docunent describes a nmechanismcalled Public 4over6, which is
designed to provide IPv4 Internet connectivity over an | Pv6 access
networ k using global |Pv4 addresses. Public 4over6 was devel oped in
the 1ETF and is in use in sonme existing deploynents but is not
recommended for new deploynments. Future deploynments of simlar
scenari os shoul d use Lightweight 4over6. Public 4over6 follows the
Hub and Spoke softwire nodel and uses an |Pv4-in-1Pv6 tunnel to
forward | Pv4 packets over an | Pv6 access network. The
bidirectionality of the IPv4 conmunication is achieved by explicitly
al | ocati ng gl obal non-shared | Pv4 addresses to end users and by

mai nt ai ni ng | Pv4-1Pv6 address binding on the border relay. Public
4over6 ains to provide uninterrupted | Pv4 services to users, like
Internet Content Providers (ICPs), etc., while an operator makes the
access network transition to an | Pv6-only access network.

Status of This Meno

This docunment is not an Internet Standards Track specification; it is
published for infornational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Goup (IESG. Not all docunents
approved by the I ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc7040
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1. Introduction

When operators nake the access network transition to an |IPv6-only
access network, they nust continue to provide |IPv4 services to their
users to access |IPv4 contents. |Pv4 connectivity is required when
communi cating with the IPv4-only Internet. This docunent describes a
mechani sm cal | ed Public 4over6 for providing | Pv4d connectivity over a
native | Pv6-only access network. This nmeno focuses on interactions
bet ween Public 4over6 elenents as well as the depl oynent

architecture.
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Public 4over6 is in active deploynment in sone environnents,
particularly in China Next CGeneration Internet (CNGA) and China
Educati on and Research Network 2 (CERNET2), but it is not recomended
for new depl oynents. Docunenting this approach is intended to
benefit users and operators of existing deploynents as well as
readers of other |Pv4-over-1Pv6 docunments.

In addition to Public 4over6 and its deploynent architecture as
described in this neno, the |ETF is currently working on a nore
generic solution called Lightweight 4over6 [ SOFTW RE-LW6], which is
classified as a binding approach in the Unified I Pv4-in-1Pv6 Softwire
Cust oner Prenises Equi pnent (CPE) [ SOFTW RE- CPE]. Li ghtwei ght 4over6
covers both sharing and non-sharing global |Pv4 addresses in the Hub
and Spoke nodel. Future deploynments should use [ SOFTW RE- LW6] .

Public 4over6 utilizes the IPv4-in-1Pv6 tunnel technique defined in

[ RFC2473], which enables IPv4 datagranms to traverse through native

| Pv6 networks. 1Pv4 nodes connect to the Tunnel Entry-Point Node and
Tunnel Exit-Point Node to communi cate over the |Pv6-only network.
Therefore, the Internet Service Providers (ISPs) can run an |Pv6-only
infrastructure instead of a fully dual -stack network as well as avoid
the need to depl oy scarce | Pv4 address resources throughout the

net wor k.

Thi s mechani sm focuses on providing full end-to-end transparency to
the user side. Therefore, global |Pv4 addresses are expected to be
provisioned to end users, and carrier-side address translation can be
avoi ded. Furthernore, global non-shared |Pv4 addresses are
preferable to shared | Pv4 addresses, so that user-side address
translation is not necessary either. It is inportant, in particular
to users that are required to run their applications on an IP
protocol different from T TCP and UDP (e.g., |Psec, L2TP) or on certain
wel | -known TCP/ UDP ports (e.g., HITP, SMIP). For many |SPs that are
actual | y capabl e of provisioning non-shared unique |IPv4 addresses,

t he mechani sm provides a pure, suitable solution

Anot her focus of this mechanismis depl oynent and operationa
flexibility. Public 4over6 allows |Pv4 and | Pv6 address
architectures to be totally independent of each other; the end user’s
| Pv4 address is not enbedded in its IPv6 address. Therefore, |Pv4
address planning has no inplication for | Pv6 address planning.
Operators can nmanage the | Pv4 address resources in a flat,
centralized manner. This requires that the tunnel concentrator

[ RFC4925] mai ntain the binding between an | Pv4 address and an | Pv6
address, i.e., maintaining per-subscriber binding state.
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The mechani sm foll ows the Hub and Spoke softw re nodel [RFC4925] and
uses I Pv4-in-1Pv6 tunneling as the basic data-plane nethod. dd oba
non-shared | Pv4 addresses are allocated fromthe ISP to end hosts or
CPEs over an | Pv6 network. Sinultaneously, the binding between the
al l ocated |1 Pv4 address and the end user’s | Pv6 address is naintained
on the tunnel concentrator for encapsul ati on usage.

2. Terninol ogy

Public 4over6: A per-subscriber, stateful |Pv4-in-1Pv6 tunnel
mechani sm  Public 4over6 supports bidirectional comrunication
between the global IPv4 Internet and | Pv4 hosts or customner
networks via an | Pv6 access network by | everaging | Pvd-in-1Pv6e
tunneling [ RFC2473] and gl obal |Pv4 address all ocati on over |Pv6.
The term ' Public’ nmeans the allocated | Pv4 address is globally
rout abl e.

Full I Pv4 address: An IPv4 address that is not shared by nultiple
users. The user with this | Pv4 address has full access to all the
avai |l abl e TCP/ UDP ports, including the well-known TCP/UDP ports.

4over 6 Customer Edge (CE): A device functioning as the Custoner Edge
equi prent in a Public 4over6 environment. A 4over6 CE can be
ei ther a dual -stack capabl e host or a dual-stack CPE device, both
of which have a tunnel interface to support |Pv4-in-I|Pv6
encapsul ation. In the forner case, the host supports both |IPv4
and | Pv6 stacks but its uplink is IPv6 only. 1In the latter case,
the CPE has an I Pv6 interface connecting to the ISP network and an
| Pv4 or dual -stack interface connecting to the custoner network;
hosts in the custoner network can be I Pv4 only or dual stack

4over6 Border Relay (BR): A router deployed in the edge of the
operator’s | Pv6 access network that supports IPv4-in-I1Pv6 tunne
termnation. A 4over6 BR is a dual-stack router that connects to
both the I Pv6 access network and the I Pv4 Internet. The 4over6 BR
can al so work as a DHCPv4-over-1Pv6 [ DHCPv4-1Pv6] server/relay for
assigning and distributing global |Pv4 addresses to 4over6 CEs.

3. Scenario and Use Cases

The general Public 4over6 scenario is shown in Figure 1. Users in an
| Pv6 network take I Pv6 as their native service. Sone users are end
hosts that face the ISP network directly, while others are in private
net wor ks behi nd CPEs, such as a honme Local Area Network (LAN), an
enterprise network, etc. The ISP network is |Pv6 only rather than
dual stack, which nmeans the | SP cannot provide native |IPv4 service to
users. In order to support |egacy |IPv4 transport, some routers on

Cui, et al. I nf or mat i onal [ Page 4]



RFC 7040 Publ i c 4over6 Novenmber 2013

the carrier side are dual stack and are connected to the | Pv4
Internet. These routers act as 4over6 BRs. Network users that
require 1 Pv4 connectivity obtain it through these routers.

Hom oo +
| 4over 6| Host Fom - + L +
| CE | | | |
t------ + | | |
| | 4over 6 | | | Pv4
T + - + |Pv4-in-1Pv6 | BR |---| Internet
| Cust omer | | 4over 6| | | |
| Private IPv4 |--| CE | | | | |
| Net wor k | | CPE R + R +
B +  H------ + |
| |
| |
o e e e e e aa oo +
Figure 1: Public 4over6 Scenario
Public 4over6 can be applicable in several use cases. |If an ISP that
switches to IPv6 still has plenty of global |Pv4 address resources,
it can deploy Public 4over6 to provide transparent |Pv4 service for
all its custonmers. |If the ISP does not have enough | Pv4 addresses,

it can deploy Dual -Stack Lite [ RFC6333] as the basic |Pv4-over-1Pv6
service. Along with Dual -Stack Lite, Public 4over6 can be depl oyed
as a val ue-added service, overconm ng the service degradati on caused
by the Carrier Grade NAT (CGN). An IPv4 application server is a
typi cal high-end user of Public 4over6. Using a full, global |Pv4
address brings significant advantages in this case and is inportant
for Internet Content Providers (ICPs) making the transition to |Pv6:

0 The DNS registration can be direct, using a dedi cated address;

0 Accessing the application service can be straightforward, with no
transl ation invol ved;

o There will be no need to provide NAT traversal mechanisns for

incomng traffic, and no special handling is required for the
wel | - known TCP/ UDP ports.
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4. Public 4over6 Address Provi sioning
4.1. Basic Provisioning Steps
Figure 2 shows the basic provisioning steps for Public 4over6.

4over 6 DHCPv 6 4over 6 DHCPv4
CE Server BR Server
| Assign | Pv6 Addr/ Pref + |
| BR s IPv6 Addr Info | | |
| < | | |
| DHCPv6/ Ot her | | |
WAN | |
| Pv6 Configure |
| | |
| Assign Public |IPv4 Addr (DHCPv4 over v6/Static Conf)
| <mmmmmmr e | <--------o---- |
|

| 1Pv4-1Pv6 |
| | Binding SYN
Tunnel |
| Pv4 Configure Bi ndi ng Update

| Pv4-in-1Pv6 Tunnel

AN
]
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
I
—_v_

Figure 2: Public 4over6 Address Provisioning
The main steps are:

0 |Pve address/prefix is provisioned to 4over6 CE, along with
know edge of 4over6 BR s | Pv6 address, using DHCPv6 or other
neans.

0 4dover6 CE configures its WAN interface with a globally unique |IPv6
address, which is a result of IPv6 provisioning, including DHCPvG,
St at el ess Address Autoconfiguration (SLAAC), or nanual
configuration.

0 |Pv4 address is provisioned to 4over6 CE by DHCPv4 over |Pv6 or
static configuration.

0 4over6 BR obtains the IPv4 and | Pv6 addresses of the 4over6 CE
using information provided by the DHCPv4 server.
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4. 2.

Cui

0 4dover6 CE configures its tunnel interface as a result of |Pv4
provi si oni ng.

0 4dover6 BR updates the |IPv4-1Pv6 address-binding table according to
t he address-binding i nformati on acquired fromthe DHCPv4 server

Public | Pv4 Address Allocation

Usual |y, each CE is provisioned with one global |Pv4 address.
However, it is possible that a CE would require an | Pv4 prefix. The
key problemhere is the nmechanismfor |Pv4 address provisioning over
| Pv6 networks.

There are two possibilities: DHCPv4 over |Pv6, and static
configuration. Public 4over6 supports both these methods. DHCPv4
over | Pv6 allows DHCPv4 nessages to be transported in IPv6 rather
than | Pv4; therefore, the DHCPv4 process can be performed over an

| Pv6 network between the BR and the relevant CE. [ DHCPv4- | Pv6]
descri bes the DHCP protocol extensions needed to support this
operation. For static configuration, Public 4over6 users and |ISP
operators negotiate beforehand to authorize the | Pv4 address(es).
Then the tunnel interface and the address binding are configured by
the user and the |1SP, respectively.

Wil e regul ar users would probably opt for DHCPv4 over |Pv6, the
static configuration is particularly applicable in two cases: for
application servers, which require a stable |IPv4 address; and for
enterprise networks, which usually require an |IPv4 prefix rather than
one single address. (Note that DHCPv4 does not support prefix

al l ocation.)

4over 6 CE Behavi or

A CEis provisioned with IPv6 before the Public 4over6 process. It

al so learns the BR s | Pv6 address beforehand. This |IPv6 address can
be configured using a variety of nethods, ranging from an out-of -band
mechani sm nanual configuration, or via a DHCPv6 option. |n order to
guarantee interoperability, the CE el enent inplenents the AFTR- Name
DHCPv6 option defined in [ RFC6334].

A CE supports DHCPv4 over |Pv6 [DHCPv4-1Pv6] to dynamically acquire
an | Pv4 address over I Pv6 and assign it to the I Pv4d-in-1Pv6 tunne
interface. The CE regards the BR as its DHCPv4-over-|Pv6
server/relay, which is used to obtain its global |Pv4 address
allocation; its IPv6 address is |learned by the CE as descri bed above.
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A CE al so supports static configuration of the tunnel interface. In
the case of prefix provisioning, the tunnel interface is assigned
with the well-known | Pv4 address defined in Section 5.7 of [RFC6333],
rather than using an address fromthe prefix. |If the CE has multiple
| Pv6 addresses on its WAN interface, it uses one of the |Pv6
addresses for DHCPv4 over |Pv6 or negotiation of static
configuration. The CE then uses the sane | Pv6 address for data-plane
encapsul ati on.

A CE perforns |IPv4-in-1Pv6 encapsul ati on and decapsul ati on on the
tunnel interface. Wen sending out an | Pv4 packet, it perforns the
encapsul ati on using the I Pv6 address of the 4over6 BR as the | Pv6
destination address and its own | Pv6 address as the | Pv6 source
address. The decapsulation on the 4over6 CE is sinple. Wen
receiving an | Pv4-in-1Pv6 packet, the CE just renoves the | Pv6 header
and either hands it to a local upper layer or forwards it to the
customer network according to the I Pv4 destination address.

A CE runs a regular |IPv4d Network Address and Port Transl ation ( NAPT)
for its custoner network when it is provisioned with one single | Pv4d
address. In that case, the assigned | Pv4 address of the tunnel
interface woul d be the external |Pv4 address of the NAPT. Then the
CE perforns I Pv4 private-to-public translation before encapsul ation
of 1 Pv4 packets fromthe custoner network and | Pv4 public-to-private
transl ation after decapsul ation of |Pv4-in-1Pv6 packets.

| Pv4 NAPT is not necessary when the CE is provisioned with an | Pv4
prefix. In this case, detailed custonmer network planning is out of
scope for this docunent.

The 4over6 CE supports backward conpatibility with DS-Lite. A CE can
enpl oy the well-known | Pv4 address for the Basic Bridging BroadBand
(B4) element [RFC6333] and switch to Dual-Stack Lite for |Pv4d

communi cations if it can't get a global |Pv4 address fromthe DHCPv4
server (for instance, if the DHCPv4-over-1Pv6 process fails or the
DHCPv4 server refuses to allocate a global |1Pv4 address to it, etc.).

6. 4over6 BR Behavi or

The 4over6 BR nmai ntai ns the bindings between the CE | Pv6 address and
CE | Pv4 address (prefixes). The bindings are used to provide the
correct encapsul ati on destination address for inbound |IPv4 packets
and also to validate the | Pv6-1Pv4 source of the outbound | Pv4-in-

| Pv6 packets.
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The BR acquires the binding information through the | Pv4 address
provi sioning process. For static configuration, the operator
manual |y configures the BR using the binding infornmation obtained
t hrough negotiation with the custoner. As for DHCPv4 over |Pv6,
there are nmultiple possibilities, which are depl oynent-specific:

0o The BR can be co-located with the DHCPv4-over-|1Pv6 server. Then
t he synchroni zati on happens within the BR It installs a binding
when sendi ng out an ACK for a DHCP | ease and deletes it when the
| ease expires or a DHCP RELEASE nessage is received.

o The BR can play the role of |Pv6-Transport Relay Agent (TRA) as
descri bed in [DHCPv4-1Pv6] and snoop for the DHCPv4 ACK and
RELEASE nessages as well as keep a tiner for each binding
according to the DHCP | ease tine.

On the 1 Pv6 side, the BR decapsul ates | Pv4-in-1Pv6 packets com ng
fromdover6 CEs. It renoves the | Pv6 header of every |Pv4-in-I|Pv6
packet and forwards it to the IPv4 Internet. Before the

decapsul ation, the BR checks the inner |Pv4 source address agai nst
the outer |1Pv6 source address by matching such a binding entry in the
binding table. If no binding is found, the BR silently drops the
packet. On the IPv4 side, the BR encapsul ates the | Pv4 packets
destined to 4over6 CEs. Wen performng the |Pv4-in-IPv6

encapsul ation, the BR uses its own | Pv6 address as the | Pv6 source
address and uses the | Pv4 destination address in the packet to | ook
up the I Pv6 destination address in the address-binding table. After
t he encapsul ation, the BR sends the | Pv6 packet on its IPv6 interface
to reach a CE

The BR supports the hairpinning of traffic between two CEs by
perform ng decapsul ati on and re-encapsul ati on of packets.

In cases where the BR manages the gl obal |Pv4 address pool, the BR
advertises the routing information of |1Pv4 addresses to the |IPv4
I nternet.

7. Fragnmentation and Reassenbly

The sane consi derations as those described in Sections 5.3 and 6.3 of
[ RFC6333] are taken into account for the CE and the BR, respectively.

8. DNS

The procedure described in Sections 5.5 and 6.4 of [RFC6333] is
followed by the CE and the BR, respectively.
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9. Security Considerations

The 4over6 BR inplenents nmethods to linmt service only to registered
customers. On the control plane, the BR all ocates | Pv4 addresses
only to registered custonmers. The BR can filter on the I Pv6 source
addresses of inconming DHCP requests and only respond to the ones that
are conveyed by registered | Pv6 source addresses. But this doesn't
work in situations where multi-homing is present. 1In the networks
where Public 4over6 is deployed, multi-homing is disallowed to avoid
this issue.

Alternatively, the BR can filter out the unregistered CE s requests
during the DHCP process. For data packets, the BR does ingress
filtering by looking up addresses in the | Pv4-1Pv6 address-bindi ng
table for the related matches as described in Section 6.

In the case of fallback to DS-Lite, security considerations in
Section 11 of [RFC6333] are foll owed.
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