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Abst r act

Content distribution applications, such as those enpl oyi ng peer-to-
peer (P2P) technol ogies, are widely used on the Internet and make up
a large portion of the traffic in many networks. O ten, however,
content distribution applications use network resources
inefficiently. One way to inprove efficiency is to introduce storage
capabilities within the network and enabl e cooperation between end-
host and in-network content distribution nechanisns. This is the
capability provided by a DECoupl ed Application Data Enroute (DECADE)
system which is introduced in this docunent. DECADE enabl es
applications to take advantage of in-network storage when

di stributing data objects as opposed to using solely end-to-end
resources. This docunment presents the underlying principles and key
functionalities of such a systemand illustrates operation through a
set of exanpl es.
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Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This is a contribution to the RFC Series, independently of any other
RFC stream The RFC Editor has chosen to publish this docunent at
its discretion and nmakes no statenent about its value for

i npl enent ati on or depl oynent. Docunents approved for publication by
the RFC Editor are not a candidate for any level of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc7069

Copyright Notice

Copyright (c) 2013 I ETF Trust and the persons identified as the
document authors. All rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document.
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1. Introduction

Content distribution applications, such as peer-to-peer (P2P)
applications, are widely used on the Internet to distribute data
objects and nmake up a large portion of the traffic in many networKks.
Sai d applications can often introduce performance bottlenecks in
otherwi se wel |l -provi sioned networks. I n sone cases, operators are
forced to invest substantially in infrastructure to acconmodate the
use of such applications. For instance, in nany subscriber networks,
it can be expensive to upgrade network equi pnent in the "last nile"
because it can invol ve replaci ng equi pnent and upgrading wiring and
devi ces at individual hones, businesses, DSLAMs (Digital Subscriber
Li ne Access Miltipl exers), and CMISs (Cable Modem Term nation
Systens) in renote locations. It nmay be nore practical and
economi cal to upgrade the core infrastructure, instead of the "l ast
mle" of the network, as this involves fewer conponents that are
shared by many subscribers. See [RFC6646] and [ RFC6392] for a nore
conpl ete di scussion of the problemdomain and general discussions of
the capabilities envisioned for a DECADE system As a historica
point, it should be noted that [RFC6646] and [ RFC6392] cane out of

t he now cl osed DECADE Worki ng Group. This docunent ainms to advance
some of the val uable concepts fromthat now cl osed Wrking G oup

Thi s docunent presents nechani snms for providing in-network storage
that can be integrated into content distribution applications. The
primary focus is P2P-based content distribution, but DECADE may be
useful to other applications with sinilar characteristics and
requirenents (e.g., Content Distribution Networks (CDNs) or hybrid
P2P/ CDNs). The approach we adopt in this docunment is to define the
core functionalities and protocol functions that are needed to
support a DECADE system This docunent provides illustrative
exanpl es so that inplenenters can understand the main concepts in
DECADE, but it is generally assuned that readers are also fanmiliar
with the ternms and concepts used in [ RFC6646] and [ RFC6392].

1.1. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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2.

Ter m nol ogy
Thi s docunent uses the follow ng ternmn nol ogy.

Appl i cation Endpoi nt
A host that includes a DECADE client along with other application
functionalities (e.g., peer-to-peer (P2P) client, video streaning
client).

Content Distribution Application
A specific type of application that may exist in an Application
Endpoint. A content distribution application is an application
(e.g., P2P) designed for dissem nation of |arge anounts of content
(e.g., files or video streanms) to nultiple peers. Content
di stribution applications may divide content into snaller blocks
for disseni nation.

Dat a Obj ect
A data object is the unit of data stored and retrieved froma
DECADE server. The data object is a sequence of raw bytes. The
server maintains netadata associated with each data object, but
the nmetadata is physically and logically separate fromthe data
obj ect.

DECADE d i ent
A DECADE client uploads and/or retrieves data from a DECADE
server.

DECADE Resource Protocol (DRP)
A logical protocol for conmunication of access control and
resour ce-scheduling policies froma DECADE client to a DECADE
server, or between DECADE servers. |In practice, the functionality
of the DRP may be distributed over one or nore actual protocols.

DECADE Ser ver
A DECADE server stores data inside the network for a DECADE cli ent
or anot her DECADE server, and thereafter it manages both the
stored data and access to that data by other DECADE clients.

DECADE St orage Provi der
A DECADE storage provider deploys and/or nmanages DECADE servers
within a network.

DECADE System
An in-network storage systemthat is conposed of DECADE clients
and DECADE servers. The DECADE servers may be depl oyed by one or
nor e DECADE st orage providers.
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I n- Network St orage
A service inside a network that provides storage to applications.
I n-network storage may reduce upl oad/transit/backbone traffic and
i nprove application performance. In-network storage may, for
exanpl e, be co-located with the border router (network-attached
storage) or inside a data center. A DECADE systemis an exanple
of an in-network storage system

Standard Data Transfer (SDT) Protocol
A logical protocol used to transfer data objects between a DECADE
client and DECADE server, or between DECADE servers. The intent
is that in practice the SDT should map to an existing, well-known
protocol already in use over the Internet for transporting data.

3. Overview

A DECADE system provides a distributed storage service for content

di stribution applications (e.g., P2P). The system consists of
clients and servers. A client first uploads data objects to one or
nore sel ected servers and optionally requests distribution of these
data objects to other servers. The client then selectively

aut hori zes other clients to downl oad these data objects. Such a
systemis enployed in an overall application context (e.g., P2P file
sharing), and it is expected that DECADE clients take part in
application-specific comruni cati on sessi ons.

Figure 1 is a schematic of a sinple DECADE systemw th two DECADE
clients and two DECADE servers. As illustrated, a DECADE client,
which is part of an Application Endpoint, uses the DECADE Resource
Protocol (DRP) to convey to a server infornation related to access
control and resource-scheduling policies. DRP can also be used

bet ween servers for exchanging this type of information. A DECADE
system enpl oys the Standard Data Transfer (SDT) protocol to transfer
data objects to and froma server, as we will explain later.
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Native Application
Pr ot ocol (s)

B R . (e.g., P2P) B R .
| Application | <------------------ > | Application
| Endpoi nt | | Endpoi nt |
| | | |
| - | | - |
| | DECADE | | | | DECADE | |
| | Cient | | | | Cient | |
| e o | e o
| n | n
DECADE | | Standard |
Resource | | Dat a DRP | | SDr
Prot ocol | | Transfer | |
(DRP) | | (SDT) | |
| | | |
| | | |
| | | |
| | | |
| | | |
| | | |
% % % %
DRP
| DECADE | <---mmmieeee - > | DECADE
| Server R > | Server
‘ ' SDT ‘ '

Fi gure 1: DECADE Overvi ew

Wth Figure 1 at hand, assune that Application Endpoint B requests a
data object from Application Endpoint A using their native
application protocols (e.g., P2P protocol) as in Figure 2. In this
case, Endpoint A will act as the sender, and Endpoint B as the

recei ver for said data object. S(A) is the DECADE storage server
which is access controlled. This neans, first, that Endpoint A has a
right to store the data object in S(A). Secondly, Endpoint B needs
to obtain authorization before being able to retrieve the data object
from S(A).

The four steps involved in a DECADE session are illustrated in

Figure 2. The sequence starts with the initial contact between
Endpoi nt B and Endpoint A, where Endpoint B requests a data object
using their native application protocol (e.g., P2P). Next, Endpoint
A uses DRP to obtain a token corresponding to the data object that
was requested by Endpoint B. There may be several ways for Endpoint
A to obtain such a token, e.g., conpute it locally or request one
fromits DECADE storage server, S(A). Once obtained, Endpoint A then
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provi des the token to Endpoint B (again, using their native
application protocol). Finally, Endpoint B provides the received
token to S(A) via DRP, and subsequently requests and downl oads the
data object via SDI. Again, it is assunmed that DECADE is enployed in
an overall application context (e.g., P2P file-sharing session).

For conpl eteness, note that there is an inportant prerequisite step

(not shown) to Figure 2, where Endpoint A first discovers and then
stores the data object(s) of interest in S(A).

2. Obtain -------- > | S(A) | <------

Token / B ' \ 4. Request and
( DRP) / \ Downl oad
Locally / \ Dat a Obj ect
or From/ \ (DRP + SDT)
S(A) % 1. App Request %

R T S R T .

| Application | | Application

| Endpoint A | | Endpoint B

3. App Response (token)
Fi gure 2: Downl oad from Storage Server
4. Architectural Principles

This section presents the key principles foll owed by any DECADE
system

4.1. Data- and Control - Pl ane Decoupling

DECADE SDT and DRP can be cl assified as bel onging to data-plane
functionality. The algorithnms and signaling for a P2P application
for exanple, would belong to control-plane functionality.

A DECADE system ainms to be application i ndependent and shoul d support
mul tiple content distribution applications. Typically, a conplete
content distribution application inplenents a set of control-plane
functions including content search, indexing and collection, access
control, replication, request routing, and QoS schedul i ng.

| mpl enenters of different content distribution applications nay have
uni que consi derations when designing the control-plane functions.

For exanple, with respect to the nmetadata nanagenent scheneg,
traditional file systens provide a standard netadata abstraction: a
recursive structure of directories to offer nanespace nmanagenent
where each file is an opaque byte stream Content distribution
applications nmay use different netadata nmanagenent schenes. For
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i nstance, one application night use a sequence of blocks (e.g., for
file sharing), while another application m ght use a sequence of
franes (with different sizes) indexed by tine.

Wth respect to resource-scheduling algorithms, a nmajor advantage of
many successful P2P systens is their substantial expertise in
achieving efficient utilization of peer resources. For instance,
many streani ng P2P systens include optimzation algorithns for
constructing overlay topol ogi es that can support |owl atency, high-
bandwi dth streami ng. The research community as well as inplenenters
of such systens continuously fine-tune existing algorithns and invent
new ones. A DECADE system should be able to acconmpbdate and benefit
fromall new devel opnents.

In short, given the diversity of control-plane functions, a DECADE
system should allow for as nuch flexibility as possible to the
control plane to inplenent specific policies (and be decoupled from
dat a- pl ane DRP/ SDT). Decoupling the control plane fromthe data

pl ane is not new, of course. For exanple, OpenFlow [QpenFlow] is an
i mpl enentation of this principle for Internet routing, where the
conputation of the forwarding table and the application of the
forwarding table are separated. The Google File System

[ Googl eFi | eSysten] applies the sane principle to file system design
by utilizing a Master to handl e net adata nanagenent and several Chunk
servers to handl e data-plane functions (i.e., read and wite of
chunks of data). Finally, NFSv4.1's parallel NFS (pNFS) extension

[ RFC5661] al so adheres to this principle.

4.2. Imutable Data Objects

A common property of bulk content to be broadly distributed is that
it is immtable -- once content is generated, it is typically not

nodi fied. For exanple, once a novie has been edited and rel eased for
distribution, it is very uncommon that the correspondi ng video franes
and i mages need to be nodified. The sanme applies to docunent

di stribution, such as RFCs; audio files, such as podcasts; and
program pat ches. Focusing on i nmutabl e data can substantially
sinplify data-plane design, since consistency requirenments can be
relaxed. 1t also sinplifies data reuse and the renoval of

dupl i cat es.

Depending on its specific requirenents, an application nay store

i mut abl e data obj ects in DECADE servers such that each data object
is conpletely self-contained (e.g., a conplete, independently
decodabl e video segnent). An application nmay also divide data into
data objects that require application-level assenbly. Many content
di stribution applications divide bulk content into data objects for
nmul tiple reasons, including (a) fetching different data objects from
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different sources in parallel and (b) faster recovery and
verification as individual data objects night be recovered and
verified. Typically, applications use a data object size larger than
a single packet in order to reduce control overhead.

A DECADE system should be agnostic to the nature of the data objects
and shoul d not specify a fixed size for them A protocol
specification based on this architecture may prescribe requirenments
on m ni rum and maxi mum si zes for conpliant inplenentations.

Not e that inmmutable data objects can still be deleted. Applications
can support nodification of existing data stored at a DECADE server
t hrough a conbi nation of storing new data objects and del eting

exi sting data objects. For exanple, a netadata nanagenent function
of the control plane might associate a nane with a sequence of

i mut abl e data objects. If one of the data objects is nodified, the
nmet a- dat a managenment function changes the mapping of the nane to a
new sequence of imrutable data objects.

4.3. Data Object ldentifiers

A data object stored in a DECADE server shall be accessed by DECADE
clients via a data object identifier. Each DECADE client may be able
to access nore than one storage server. A data object that is
replicated across different storage servers nanaged by a storage
provider may be accessed through a single identifier. Since data
objects are imutable, it shall be possible to support persistent
identifiers for data objects.

Data object identifiers should be created by DECADE clients when

upl oadi ng the correspondi ng objects to a DECADE server. The schene
for the assignnent/derivation of the data object identifier to a data
obj ect depends as the data object nami ng scheme and is out of scope
of this docunent. One possibility is to nane data objects using
hashes as described in [RFC6920]. Note that [RFC6920] descri bes

nam ng schenes on a semantic |level only, but specific SDTs and DRPs
use specific representations.

In particular, for some applications, it is inportant that clients
and servers be able to validate the nane-object binding, i.e., by
verifying that a received object really corresponds to the nane
(identifier) that was used for requesting it (or that was provided by
a sender). |If a specific application requires nane-object binding
val idation, the data object identifiers can support it by providing
nmessage di gests or so-called self-certifying naming information
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Di f ferent nane-obj ect binding validation mechani sms nmay be supported
in a single DECADE system Content distribution applications can
deci de what nechanismto use, or to not provide namne-object
validation (e.g., if authenticity and integrity can by ascertai ned by
alternative neans). W expect that applications may be able to
construct unique nanes (with high probability) wi thout requiring a
registry or other fornms of coordination. Nanes may be self-
describing so that a receiving DECADE client understands, for
exanpl e, which hash function to use for validating nane-object

bi ndi ng.

Sonme content distribution applications will derive the name of a data
obj ect fromthe hash over the data object; this is nade possible by
the fact that DECADE objects are inmutable. But there may be other
applications such as live streamni ng where object nanes will not based
on hashes but rather on an enuneration schene. The nani ng schene
will al so enable those applications to construct uni que nanes.

In order to enable the uniqueness, flexibility and sel f-describing
properties, the naming schene used in a DECADE system shoul d provide
a "type" field that indicates the nanme-object validation function
type (for exanple, "sha-256" [RFC5754]) and the cryptographic data
(such as an object hash) that corresponds to the type information
Mor eover, the naming schenme may additionally provide application or
publ i sher infornmation.

4.4. Explicit Contro

To support the functions of an application’s control plane,
applications should be able to keep track and coordi nate which data
is stored at particular servers. Thus, in contrast with traditiona
caches, applications are given explicit control over the placenent
(sel ection of a DECADE server), deletion (or expiration policy), and
access control for stored data objects. Consider deletion/expiration
policy as a sinple exanple. An application mght require that a
DECADE server stores data objects for a relatively short period of
time (e.g., for live-streami ng data). Another application night need
to store data objects for a |longer duration (e.g., for video on
demand), and so on.

4.5. Resource and Data Access Control through Del egation
A DECADE system provides a shared infrastructure to be used by
nmul ti ple Application Endpoints. Thus, it needs to provide both

resource and data access control, as discussed in the follow ng
subsecti ons.
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4.5.1. Resource Allocation

There are two prinmary interacting entities in a DECADE system
First, storage providers coordi nate DECADE server provisioning,
including their total avail able resources. Second, applications
coordi nate data transfers anongst avail abl e DECADE servers and

bet ween servers and clients. A formof isolation is required to
enabl e each of the concurrently running applications to explicitly
manage its own data objects and share of resources at the available
servers. Therefore, a storage provider shoul d del egate resource
managenent on a DECADE server to upl oadi ng DECADE clients, enabling
themto explicitly and i ndependently nanage their own share of
resources on a server.

4.5.2. User Del egation

DECADE storage providers will have the ability to explicitly manage
the entities allowed to utilize the resources avail able on a DECADE
server. This is needed for reasons such as capacity-planni ng and

| egal considerations in certain deploynent scenarios. The DECADE
server should grant a share of the resources to a DECADE client. The
client can in turn share the granted resources anongst its (possibly)
multiple applications. The share of resources granted by a server is
called a User Delegation. As a sinple exanple, a DECADE server
operated by an ISP might be configured to grant each | SP subscri ber
1.5 Miit/s of network capacity and 1 GB of nmenory. The |SP
subscriber mght in turn divide this share of resources anongst a

vi deo-stream ng application and file-sharing application that are
runni ng concurrently.

5. System Conponents

As noted earlier, the primary focus of this docunent is the
architectural principles and the system conponents that inplenent
them \Wiile specific system conponents mght differ between

i npl enentations, this docunent details the major conponents and their
overall roles in the architecture. To keep the scope narrow, we only
di scuss the primary conponents related to protocol devel opnent.
Particul ar deploynments will require additional conmponents (e.g.

nmoni toring and accounting at a server), but they are intentionally
omtted fromthis docunent.
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5.1. Application Endpoint

Content distribution applications have many functional conponents.

For exanpl e, nmany P2P applications have conponents and algorithnms to
manage overlay topology, rate allocation, piece selection, and so on
In this docunent, we focus on the conponents directly engaged in a
DECADE system Figure 3 illustrates the conponents discussed in this
section fromthe perspective of a single Application Endpoint.

Native Application Protocol (s)
(with other Application Endpoints)

_____________________ >
|
\%

| Application Endpoint i
I R T . B R R . |
| | Application-Layer | C | App Data Assenbly | |
| | Al gorithns | | Sequenci ng | |
| e | e | |
| |
| | DECADE Cient | ]
| ] LA OREEEEEEEEEE |
| | | Resource Controller | | Data Controller | |
I e N et T et |1
| | | | Data | | Resource-| | | | Dat a | | Data | | |
| | | | Access | | Sharing | | | | Scheduling | | Index | | | |
. ! Pol i cy ! ! Pol i cy ! | | ! ! ! ! [ 1
| e | ] e 1]
| e |
o n |
!::l | !
_____ I e e e e e eeciiaaaas I e e e eeciiiaaaas

| DECADE Resource Protocol | Standard Data Transfer

| (DRP) | (SDT)

v \%

Figure 3: Application and DECADE dient Conponents

A DECADE systemis geared towards supporting applications that can

di stribute content using data objects (e.g., P2P). To acconplish
this, applications can include a conponent responsible for creating
the individual data objects before distribution and for reassenbling
themlater. W call this conponent Application Data Assenbly. In
produci ng and assenbling data objects, two inportant considerations
are sequenci ng and nam ng. A DECADE system assunes that applications
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i mpl enent this functionality thenselves. |In addition to DECADE
DRP/ SDT, applications will nost likely also support other, native
application protocols (e.g., P2P control and data transfer

prot ocol s).

5.2. DECADE dient

The DECADE client provides the local support to an application, and
it can be inplenented standal one, enbedded into the application, or
integrated in other software entities within network devices (i.e.
hosts). In general, applications may have different resource-sharing
policies and data access policies with regard to DECADE servers.
These policies nmay be existing policies of applications or custom
policies. The specific inplenmentation is decided by the application

Recal | that DECADE decouples the control and the data transfer of
applications. A data-scheduling conponent schedul es data transfers
according to network conditions, available servers, and/or available
server resources. The Data Index indicates data available at renote
servers. The Data Index (or a subset of it) can be advertised to
other clients. A common use case for this is to provide the ability
to | ocate data anongst distributed Application Endpoints (i.e., a
dat a search nechani sm such as a Distributed Hash Table (DHT)).

5. 3. DECADE Ser ver

Figure 4 illustrates the prinmary conponents of a DECADE server. Note
that the description bel ow does not assune a single-host or
centralized inplenentation -- a DECADE server is not necessarily a

singl e physical machine; it can also be inplenented in a distributed
manner on a cluster of nachines.
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DECADE Resour ce
r ot ocol (DRP)

St andard Dat a
Transfer (SDT)

av)

< ———

DECADE Server

Fi gure 4: DECADE Server Conponents

Provi ded sufficient authorization, a client shall be able to access
its own data or other client’s data in a DECADE server. Cients nmay
al so aut horize other clients to store data. |If access is authorized
by a client, the server should provide access. Applications may
apply resource-sharing policies or use a custom policy. DECADE
servers will then performresource scheduling according to the
resource-sharing policies indicated by the client as well as any

ot her previously configured User Del egations. Data from applications
will be stored at a DECADE server. Data may be del eted from storage
either explicitly or automatically (e.g., after a Tinme To Live (TTL)
expiration).

5.4. Data Sequencing and Nani ng
The DECADE nani ng schene inplies no sequencing or grouping of
objects, even if this is done at the application layer. To

illustrate these properties, this section presents several exanples
of use.
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5.4.1. Application with Fi xed-Si ze Chunks

Consi der an application in which each individual application-|ayer
segrment of data is called a "chunk” and has a nane of the form

" CONTENT _I D: SEQUENCE_NUMBER'. Furthernore, assune that the
application’s native protocol uses chunks of size 16 KB. Now, assune
that this application wishes to store data in a DECADE server in data
obj ects of size 64 KB. To acconplish this, it can map a sequence of
4 chunks into a single data object, as shown in Figure 5.

Appl i cation Chunks
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Fi gure 5: Mappi ng Application Chunks to DECADE Data Objects

In this exanple, the application rmaintains a |ogical mapping that is
able to deternmine the name of a DECADE data object given the chunks
contained within that data object. The nanme may be conveyed from
either the original uploadi ng DECADE client, another Endpoint wth
whi ch the application is conmunicating, etc. As long as the data
cont ai ned within each sequence of chunks is globally unique, the
correspondi ng data objects have gl obal Iy uni que nanes.

5.4.2. Application with Continuous Streani ng Data

Consi der an application whose native protocol retrieves a continuous
data stream (e.g., an MPE& strean) instead of downl oadi ng and

redi stributing chunks of data. Such an application could segnment the
continuous data streamto produce either fixed-sized or variable-
sized data objects. Figure 6 depicts how a video strean ng
application night produce variabl e-si zed data objects such that each
data object contains 10 seconds of video data. In a manner sinilar
to the previous exanple, the application nmay nmaintain a mapping that
is able to deternmine the nane of a data object given the tine offset
of the video chunk
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Application’s Video Stream

N N N N N

| | | | |

0 seconds 10 seconds 20 seconds 30 seconds 40 seconds
0B 400 KB 900 KB 1200 KB 1500 KB

DECADE Data (bjects

| | | |
hject_0O | hject_1 | bj ect _2 | hj ect _3
(400 KB) | (500 KB) | (300 KB) | (300 KB)

Fi gure 6: Mapping a Continuous Data Streamto DECADE Data Objects
5.5. Token-Based Aut horization and Resource Contro

A key feature of a DECADE systemis that an Application Endpoint can
aut hori ze other Application Endpoints to store or retrieve data
objects fromits in-network storage via tokens. The peer client then
uses the token when sending requests to the DECADE server. Upon
receiving a token, the server validates the signature and the
operation being perforned.

This is a sinple schene, but has sone inportant advantages over an
alternative approach, for exanple, in which a client explicitly
mani pul ates an Access Control List (ACL) associated with each data
object. In particular, it has the follow ng advantages when applied
to DECADE systens. First, authorization policies are inplenmented
within the application, thus the Application Endpoint explicitly
control s when tokens are generated, to whomthey are distributed, and
for howlong they will be valid. Second, fine-grained access and
resource control can be applied to data objects. Third, there is no
nmessagi ng between a client and server to nanipul ate data object

perm ssions. This can sinplify, in particular, applications that
share data objects with many dynanmic peers and need to frequently

adj ust access control policies attached to data objects. Finally,

t okens can provi de anonynous access, in which a server does not need
to know the identity of each client that accesses it. This enables a
client to send tokens to clients belonging to other storage
providers, and to allow themto read or wite data objects fromthe
storage of its own storage provider. In addition to clients’ ability
to apply access control policies to data objects, the server nay be
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configured to apply additional policies based on user, object
properties, geographic location, etc. A client night thus be denied
access even though it possesses a valid token.

5.6. Discovery

A DECADE system shoul d i ncl ude a di scovery nmechani smthrough which
DECADE clients |l ocate an appropriate DECADE server. A discovery
nmechani sm should allow a client to deternine an | P address or sone
other identifier that can be resolved to | ocate the server for which
the client will be authorized to generate tokens (via DRP). (The

di scovery nmechanismnight also result in an error if no such servers
can be located.) After discovering one or nore servers, a DECADE
client can distribute | oad and requests across them (subject to
resource linmitations and policies of the servers thensel ves)
according to the policies of the Application Endpoint in which it is
enbedded. The di scovery nechani smoutlined here does not provide the
ability to locate arbitrary DECADE servers to which a client mght
obtain tokens fromothers. To do so will require application-I|eve
know edge, and it is assuned that this functionality is inplenmented
in the content distribution application

As noted above, the discovered DECADE server should be authorized to
allow the client to store data objects and then generate tokens to
allow other clients to retrieve these data objects. This

aut hori zati on may be:

- aresult of off-line adm nistrative procedures

- access network dependent (e.g., all the subscribers to a
particular ISP nay be allowed by the | SP)

- due to a prior subscription
- etc.
The particular protocol used for discovery is out of scope of this

docunent, but any specification should reuse well-known protocols
wher ever possi bl e.
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6. DECADE Protocol Considerations

This section presents the DRP and the SDT protocol in terns of
abstract protocol interactions that are intended to be mapped to
specific protocols in an inplenentation. |In general, the DRP/ SDT
functionality for DECADE client-server interaction is very sinmlar to
that for server-server interaction. Any differences are highlighted
below. DRP is used by a DECADE client to configure the resources and
aut hori zation used to satisfy requests (reading, witing, and
managenent operations concerning data objects) at a server. SDT will
be used to transport data between a client and a server, as
illustrated in Figure 1

6.1. Naning

A DECADE system SHOULD use [ RFC6920] as the reconmended and defaul t
nam ng scheme. O her nami ng schenes that neet the guidelines in
Section 4.3 MAY alternatively be used. |In order to provide a sinple
and generic interface, the DECADE server will be responsible only for
storing and retrieving individual data objects.

The DECADE nami ng format SHOULD NOT attenpt to replace any naning or
sequenci ng of data objects already perfornmed by an application.
Instead, nanming is intended to apply only to data objects referenced
by DECADE- specific purposes. An application using a DECADE client
may use a nam ng and sequenci ng schene i ndependent of DECADE nanes.
The DECADE client SHOULD maintain a mapping fromits own data objects
and their nanes to the DECADE-specific data objects and nanes.

Furt hernore, the DECADE nam ng scheme inplies no sequenci ng or
groupi ng of objects, even if this is done at the application |ayer

6.2. Resource Protoco

DRP wi Il provide configuration of access control and resource-sharing
policies on DECADE servers. A content distribution application
(e.g., a live P2P streani ng session) can have perm ssion to nanage
data at several servers, for instance, servers belonging to different
storage providers. DRP allows one instance of such an application
i.e., an Application Endpoint, to apply access control and resource-
sharing policies on each of them

On a single DECADE server, the follow ng resources SHOULD be nanaged:
a) conmmunication resources in terns of bandw dth (upl oad/ downl oad)
and also in ternms of nunmber of active clients (sinultaneous
connections); and b) storage resources.
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6.2.1. Access and Resource Control Token

The tokens SHOULD be generated by an entity trusted by both the
DECADE client and the server at the request of a DECADE client. For
exanple, this entity could be the client, a server trusted by the
client, or another server nanaged by a storage provider and trusted
by the client. It is inportant for a server to trust the entity
generating the tokens since each token may incur a resource cost on
the server when used. Likewise, it is inportant for a client to
trust the entity generating the tokens since the tokens grant access
to the data stored at the server

The token does not normally include infornmation about the identity of
the aut horized client (i.e., it is typically an anonynous token).
However, it is not prohibited to have a binding of the token to an
identity if desired (e.g., binding of the token to the I P address of
the authorized party).

Upon generating a token, a DECADE client can distribute it to another
client. Token confidentiality SHOULD be provi ded by whatever
protocol it is carried in (i.e., Application Protocol, DRP, or SDIT).
The receiving client can then connect to the server specified in the
token and perform any operation pernmitted by the token. The token
SHOULD be sent along with the operation. The server SHOULD validate
the token to identify the client that issued it and whether the
requested operation is permtted by the contents of the token. |If
the token is successfully validated, the server SHOULD apply the
resource control policies indicated in the token while performng the
operati on.

Tokens SHOULD i nclude a unique identifier to allow a server to detect
when a token is used nultiple tines and reject the additional usage
attenpts. Since usage of a token incurs resource costs to a server
(e.g., bandwi dth and storage) and an upl oadi ng DECADE client may have
a limted budget, the upl oading DECADE client should be able to
indicate if a token may be used nmultiple tines.

It SHOULD be possible to revoke tokens after they are generated.
This could be acconplished by supplying the server the unique
identifiers of the tokens that are to be revoked.

6.2.2. Status Infornmation

DRP SHOULD provide a status request service that clients can use to
request status information of a server. Access to such status

i nformati on SHOULD require client authorization; that is, clients
need to be authorized to access the requested status information
This authorization is based on the user del egati on concept as
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described in Section 4.5. The follow ng status information el ements
SHOULD be obtained: a) list of associated data objects (with
properties); and b) resources used/available. 1In addition, the
following information el ements MAY be available: c¢) list of servers
to which data objects have been distributed (in a certain tine
franme); and d) list of clients to which data objects have been
distributed (in a certain tinme frane).

For the list of servers/clients to which data objects have been
distributed to, the server SHOULD be able to decide on tinme bounds
for which this information is stored and specify the correspondi ng
tinme frane in the response to such requests. Sone of this

i nformati on may be used for accounting purposes, e.g., the list of
clients to which data objects have been distributed.

Access informati on MAY be provided for accounting purposes, for
exanpl e, when upl oadi ng DECADE clients are interested in access
statistics for resources and/or to perform accounting per user

Agai n, access to such infornmation requires client authorization and
SHOULD be based on the del egation concept as described in

Section 4.5. The follow ng type of access information el ements MAY
be requested: a) what data objects have been accessed by whom and how
many tines; and b) access tokens that a server has seen for a given
dat a obj ect.

The server SHOULD decide on tinme bounds for which this information is
stored and specify the corresponding tinme frame in the response to
such requests.

6.2.3. Data bject Attributes

Data objects that are stored on a DECADE server SHOULD have

associ ated attributes (in addition to the object identifier) that
relate to the data storage and its managenent. These attributes may
be used by the server (and possibly the underlying storage systen) to
perform specialized processing or handling for the data object, or to
attach rel ated server or storage-layer properties to the data object.
These attributes have a scope local to a server. |In particular,
these attributes SHOULD NOT be applied to a server or client to which
a data object is copied.

Dependi ng on authori zation, clients SHOULD be permitted to get or set
such attributes. This authorization is based on the del egation as
per Section 4.5. DECADE does not lint the set of permissible
attributes, but rather specifies a set of baseline attributes that
SHOULD be supported:
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Expiration Tine: time at which the data object can be del eted
Data Object size: in bytes
Media type: |abeling of type as per [RFC6838]

Access statistics: how often the data object has been accessed (and
what tokens have been used)

The data object attributes defined here are distinct from application
met adata. Application netadata is custominformation that an
application nmght wish to associate with a data object to understand
its semantic neaning (e.g., whether it is video and/or audio, its

pl ayback length in time, or its index in a streamj. |If an
application wishes to store such netadata persistently, it can be
stored within data objects thensel ves.

6.3. Data Transfer

A DECADE server will provide a data access interface, and SDT will be
used to wite data objects to a server and to read (downl oad) data
objects froma server. Semantically, SDT is a client-server

protocol; that is, the server always responds to client requests.

To wite a data object, a client first generates the object’s name
(see Section 6.1), and then uploads the object to a server and
supplies the generated nane. The name can be used to access

(downl oad) the object later; for exanple, the client can pass the
nane as a reference to other clients that can then refer to the
object. Data objects can be self-contai ned objects such as

nmul ti medi a resources, files, etc., but also chunks, such as chunks of
a P2P distribution protocol that can be part of a containing object
or a stream |If supported, a server can verify the integrity and
other security properties of upl oaded objects.

A client can request nanmed data objects froma server. 1In a
correspondi ng request nessage, a client specifies the object nanme and
a suitable access and resource control token. The server checks the
validity of the received token and its associated properties rel ated

to resource usage. |f the naned data object exists on the server and
the token can be validated, the server delivers the requested object
in a response nessage. |f the data object cannot be delivered, the

server provides a corresponding status/reason infornmation in a
response nessage. Specifics regarding error handling, including
additional error conditions (e.g., overload), precedence for returned
errors and its relation with server policy, are deferred to eventua
prot ocol specification.
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6.4. Server-Server Protocols

An inmportant feature of a DECADE systemis the capability for one
server to directly downl oad data objects from another server. This
capability allows applications to directly replicate data objects

bet ween servers w thout requiring end-hosts to use uplink capacity to
upl oad data objects to a different server

DRP and SDT SHOULD support operations directly between servers.
Servers are not assuned to trust each other nor are they configured
to do so. All data operations are perfornmed on behalf of clients via
explicit instruction. However, the objects being processed do not
necessarily have to originate or terninate at the client (i.e., the
data object night be limted to being exchanged between servers even
if the instruction is triggered by the client). Cdients thus will be
able to indicate to a server which renote server(s) to access, what
operation is to be perforned, or in which server the object is to be
stored, and the credentials indicating access and resource control to
performthe operation at the renote server

Server-server support is focused on reading and witing data objects
bet ween servers. The data object referred to at the renpote server is
the sane as the original data object requested by the client. Object
attributes mght also be specified in the request to the renote
server. In this way, a server acts as a proxy for a client, and a
client can instantiate requests via that proxy. The operations wll
be performed as if the original requester had its own client co-

|l ocated with the server. Wen a client sends a request to a server
with these additional paraneters, it is giving the server perm ssion
to act (proxy) on its behalf. Thus, it would be prudent for the

supplied token to have narrow privileges (e.g., linmted to only the
necessary data objects) or validity tine (e.g., a snmall expiration
time).

In the case of a retrieval operation, the server is to retrieve the
data object fromthe renpte server using the specified credentials,
and then optionally return the object to a client. |In the case of a
storage operation, the server is to store the object to the renote
server using the specified credentials. The object night optionally
be uploaded fromthe client or nmight already exist at the server.

6.5. Potential DRP/SDT Candi dates

Havi ng covered the key DRP/ SDT functionalities above, it is useful to
consi der sonme potential DRP/SDT candi dates as gui dance for future
DECADE protocol inplenentations. To recap, the DRP is a protocol for
communi cati on of access control and resource-scheduling policies from
a DECADE client to a DECADE server, or between DECADE servers. The
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SDT is a protocol used to transfer data objects between a DECADE
client and DECADE server, or between DECADE servers. An evaluation
of existing protocols for their suitability for DRP and SDT is given
in Appendi x A. Al so, [INTEGRATI ON-EX] provides some experinenta
exanpl es of how to integrate DECADE-Iike in-network storage
infrastructure into P2P applications.

7. How I n-Network Storage Conmponents Map to DECADE

This section eval uates how t he basi c conponents of an in-network
storage system (see Section 3 of [RFC6392]) map into a DECADE system

Wth respect to the data access interface, DECADE clients can read
and wite objects of arbitrary size through the client’s Data
Controller, nmaking use of standard data transfer (SDT). Wth respect
to data managenent operations, clients can nove or del ete previously
stored objects via the client’s Data Controller, making use of SDT.
Cients can enunerate or search contents of servers to find objects
mat ching desired criteria through services provided by the content
distribution application (e.g., buffer-map exchanges, a DHT, or peer
exchange). 1In doing so, Application Endpoints might consult their
local Data Index in the client’s Data Controller (Data Search
Capability).

Wth respect to access control authorization, all nethods of access
control are supported: public-unrestricted, public-restricted, and
private. Access control policies are generated by a content
distribution application and provided to the client’s Resource
Controller. The server is responsible for inplenenting the access
control checks. dients can manage the resources (e.g., bandw dth)
on the DECADE server that can be used by other Application Endpoints
(Resource Control Interface). Resource-sharing policies are
generated by a content distribution application and provided to the
client’s Resource Controller. The server is responsible for

i npl enenting the resource-sharing policies.

Al t hough the particular protocol used for discovery is outside the
scope of this docunent, different options and considerations have
been di scussed in Section 5.6. Finally, with respect to the storage
node, DECADE servers provide an object-based storage node. | mutable
data objects might be stored at a server. Applications night

consi der existing blocks as data objects, or they m ght adjust block
sizes before storing in a server
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8.

8.

8.

Security Considerations

In general, the security considerations nmentioned in [ RFC6646] apply
to this docunment as well. A DECADE system provides a distributed
storage service for content distribution and simlar applications.
The system consists of servers and clients that use these servers to
upl oad data objects, to request distribution of data objects, and to
downl oad data objects. Such a systemis enployed in an overal
application context (for exanmple, in a P2P application), and it is
expected that DECADE clients take part in application-specific
communi cati on sessions. The security considerations here focus on
threats related to the DECADE system and its commruni cation services
i.e., the DRP/ SDT protocols that have been described in an abstract
fashion in this docunent.

1. Threat: System Deni al -of - Service Attacks

A DECADE network m ght be used to distribute data objects from one
client to a set of servers using the server-server conmuni cation
feature that a client can request when uploading an object. Miltiple
clients upl oading many objects at different servers at the sanme tine
and requesting server-server distribution for them could thus nmount
massi ve di stributed denial-of-service (DDOS) attacks, overloading a
network of servers. This threat is addressed by the server’s access
control and resource control framework. Servers can require
Application Endpoints to be authorized to store and to downl oad

obj ects, and Application Endpoints can del egate authorization to

ot her Application Endpoints using the token nmechanism O course the
effective security of this approach depends on the strength of the

t oken nmechanism See below for a discussion of this and rel ated
communi cati on security threats.

Deni al - of -servi ce attacks agai nst a single server (directing many
requests to that server) mght still lead to considerable |oad for
processing requests and invalidating tokens. SDT therefore MJST
provide a redirection mechanismto allow requests to other servers
Anal ogous to how an HTTP reverse proxy can redirect and | oad bal ance
across nultiple HTTP origin servers [ RFC2616] .

2. Threat: Authorization Mechani snms Conproni sed

A DECADE system does not require Application Endpoints to
authenticate in order to access a server for downl oadi ng objects,
since authorization is not based on Endpoint or user identities but
on a del egati on-based authorizati on mechanism Hence, nopbst protoco
security threats are related to the authorization scheme. The
security of the token nechani sm depends on the strength of the token
mechani sm and on the secrecy of the tokens. A token can represent
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authorization to store a certain anmount of data, to download certain
obj ects, to download a certain amount of data per time, etc. If it
is possible for an attacker to guess, construct, or sinply obtain
tokens, the integrity of the data maintained by the servers is
conpr om sed

This is a general security threat that applies to authorization

del egati on schenes. Specifications of existing del egation schenes
such as [RFC6749] discuss these general threats in detail. W can
say that the DRP has to specify appropriate algorithms for token
generation. Moreover, authorization tokens should have a limted
validity period that should be specified by the application. Token
confidentiality should be provided by application protocols that
carry tokens, and the SDT and DRP shoul d provi de secure
(confidential) comruni cati on nodes.

8.3. Threat: Spoofing of Data Objects

In a DECADE system an Application Endpoint is referring other
Application Endpoints to servers to downl oad a specified data object.
An attacker could "inject" a faked version of the object into this
process, so that the downl oadi ng Endpoint effectively receives a

di fferent object (conpared to what the upl oadi ng Endpoi nt provided).
As a result, the downl oadi ng Endpoi nt believes that is has received
an object that corresponds to the name it was provided earlier,
whereas in fact it is a faked object. Corresponding attacks could be
nmount ed agai nst the application protocol (that is used for referring
other Endpoints to servers), servers thenselves (and their storage
subsystens), and the SDT by which the object is uploaded,

di stributed, and downl oaded.

A DECADE systens fundanental nechani sm agai nst object spoofing is
nane- obj ect binding validation, i.e., the ability of a receiver to
check whether the name it was provided and that it used to request an
obj ect actually corresponds to the bits it received. As described
above, this allows for different forns of name-object binding, for
exanpl e, using hashes of data objects, with different hash functions
(different algorithns, different digest lengths). For those
application scenari os where hashes of data objects are not applicable
(for example, live streaning), other fornms of name-object binding can
be used. This flexibility also addresses cryptographic al gorithm
evol ution: hash functions m ght get deprecated, better alternatives
m ght be invented, etc., so that applications can choose appropriate
nmechani snms that neet their security requirenents.
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10.

10.

10.

DECADE servers NMAY perform nane-object binding validation on stored
obj ects, but Application Endpoints MJUST NOT rely on that. In other
wor ds, Application Endpoints SHOULD perform name- obj ect bi ndi ng

val i dati on on received objects.
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Appendi x A.  Eval uati on of Candi date Protocols for DECADE DRP/ SDT

In this section we evaluate how well the abstract protoco
interactions specified in this document for DECADE DRP and SDT can be
fulfilled by the existing protocols of HTTP, CDM, and QAuth.

A l. HITP

HTTP [ RFC2616] is a key protocol for the Internet in general and
especially for the Wirld Wde Wb. HITP is a request-response
protocol. A typical transaction involves a client (e.g., web
browser) requesting content (resources) froma web server. Another
exanple is when a client stores or deletes content froma server

A.1.1. HTTP Support for DRP Primitives

DRP provi des configuration of access control and resource-sharing
polici es on DECADE servers.

A.1.1.1. Access Control Primtives

Access control requires nechanisns for defining the access policies
for the server and then checking the authorization of a user before
it stores or retrieves content. HITP supports a rudinentary access
control via "HTTP Secure" (HTTPS). HITPS is a conbination of HITP
with SSL/TLS. The main use of HTTPS is to authenticate the server
and encrypt all traffic between the client and the server. There is
al so a node to support client authentication, though this is |ess
frequently used.

A 1.1.2. Resource Control Primtives for Conmunication

Commruni cati on resources include bandwi dth (upl oad/ downl oad) and the
nunber of sinultaneously connected clients (connections). HITP
supports bandw dth control indirectly through "persistent” HITP
connections. Persistent HITP connections allows a client to keep
open the underlying TCP connection to the server to all ow strean ng
and pipelining (rmultiple sinultaneous requests for a given client).

HTTP does not have direct support for controlling the comunication

resources for a given client. However, servers typically perform
this function via inplenentation algorithns.
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A 1.1.3. Resource Control Prinitives for Storage

Storage resources include the anount of menory and lifetinme of
storage. HITP does not allow direct control of storage at the server
endpoi nt. However, HITP supports caching at internmedi ate points such
as a web proxy. For this purpose, HITP defines cache contro
mechani sns that define how long and in what situations the

i ntermedi ate point nmay store and use the content.

A.1.2. HITP Support for SDT Primtives

SDT is used to wite objects and read (downl oad) objects froma
DECADE server. The object can be either a self-contained object such
as a multinmedia file or a chunk froma P2P system

A 1.2.1. Witing Primtives

Witing invol ves uploading objects to the server. HITP supports two
met hods of witing called PUT and POST. In HITP, the object is
called a resource and is identified by a URI. PUT uploads a resource
to a specific location on the server. POST, on the other hand,
submits the object to the server, and the server decides whether to
update an exi sting resource or to create a new resource.

For DECADE, the choice of whether to use PUT or POST will be

i nfluenced by which entity is responsible for the naning. |If the
client perfornms the naming, then PUT is appropriate. |If the server
performs the nam ng, then POST should be used (to allow the server to
define the URI).

A 1.2.2. Downloading Primtives

Downl oadi ng i nvol ves fetching of an object fromthe server. HITP
supports downl oadi ng through the GET and HEAD net hods. GET fetches a
specific resource as identified by the URL. HEAD is simlar but only
fetches the netadata ("header") associated with the resource, not the
resource itself.

A.1.3. Primtives for Renmoving Duplicate Traffic

To challenge a renpte entity for an object, the DECADE server should
provi de a seed nunber, which is generated by the server randomy, and
ask the renote entity to return a hash calculated fromthe seed
number and the content of the object. The server may al so specify
the hash function that the renote entity should use. HITP supports

t he chal | enge nessage through the GET met hods. The nessage type
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("chall enge"), the seed nunber, and the hash function name are put in
a URL. In the reply, the hash is sent in an Entity Tag (ETag)
header .

A 1.4, O her QOperations

HTTP supports del eting of content on the server through the DELETE
nmet hod.

A.1.5. Concl usions

HTTP can provide a rudi nentary DRP and SDT for sone aspects of
DECADE, but it will not be able to satisfy all the DECADE

requi renents. For exanple, HITP does not provide a conplete access
control mechani smnor does it support storage resource controls at
t he endpoi nt server.

It is possible, however, to envision conbining HTTP with a custom
suite of other protocols to fulfill npost of the DECADE requirenents
for DRP and SDT. For exanple, Google Storage for Devel opers is built
using HTTP (with extensive proprietary extensions such as custom HTTP
headers). Google Storage al so uses QAuth [ RFC6749] (for access
control) in conbination with HTTP [ Googl eSt or ageDevGui de]. An

exanpl e of using QAuth for DRP is given in Appendi x A 3.

A 2. CDM

The C oud Data Managenent Interface (CDM) specification defines a
functional interface through which applications can store and nmanage
data objects in a cloud storage environnent. The CDM interface for
reading/witing data is based on standard HTTP requests, with CDM -
speci fic encodi ngs using JavaScript object Notation (JSON). CDM is
specified by the Storage Networking Industry Association (SN A)
[CDM].

A .2.1. CDM Support for DRP Primtives

DRP provi des configuration of access control and resource-sharing
pol i ci es on DECADE servers.

A.2.1.1. Access Control Printives

Access control includes nechanisns for defining the access policies
for the server and then checking the authorization of a user before
all owi ng content storage or retrieval. CDM defines an Access
Control List (ACL) per data object and thus supports access control
(read and/or wite) at the granularity of data objects. An ACL
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contains a set of Access Control Entries (ACEs), where each ACE
specifies a principal (i.e., user or group of users) and a set of
privileges that are granted to that principal

CDM requires that an HTTP aut hentication nmechani sm be avail able for
the server to validate the identity of a principal (client).
Specifically, CDM requires that either HTTP Basic Authentication or
HTTP Di gest Authentication be supported. CDM recomends that HITP
over TLS (HTTPS) is supported to encrypt the data sent over the

net wor k.

A 2.1.2. Resource Control Primtives for Conmunication

Communi cati on resources include bandw dth (upl oad/ downl oad) and the
nunber of sinultaneously connected clients (connections). CDM
supports two key data attributes that provide control over the
communi cati on resources to a client: "cdm _nmax_t hroughput” and

"cdm _max_| atency". These attributes are defined in the netadata for
data objects and indicate the desired bandwi dth or delay for

transm ssion of the data object fromthe cloud server to the client.

A.2.1.3. Resource Control Prinmtives for Storage
St orage resources include anount of quantity and lifetinme of storage.
CDM defines netadata for individual data objects and general storage
system configuration that can be used for storage resource control
In particular, CDM defines the follow ng netadata fields:
-cdmi _dat a_redundancy: desired nunber of copies to be naintained

-cdmi _geographi c_pl acenent: region where object is pernitted to be
stored

-cdmi _retention_period: tine interval object is to be retained

-cdm _retention_autodel ete: whether object should be automatically
del eted after retention period

A.2.2. CDM Support for SDT Primitives
SDT is used to wite objects and read (downl oad) objects froma

DECADE server. The object can be either a self-contained object such
as a multinedia file or a chunk froma P2P system
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A 2.2.1. Witing Primtives
Witing invol ves uploading objects to the server. CDM supports
standard HTTP net hods for PUT and POST as described in
Appendi x A 1.2.1.

A 2.2.2. Downloading Primtives
Downl oadi ng i nvol ves fetching of an object fromthe server. CDM
supports the standard HTTP GET net hod as described in
Appendi x A 1.2.2.

A . 2.3. Oher Operations

CDM supports DELETE as described in Appendix A .1.4. CDM also
supports COPY and MOVE operations.

CDM supports the concept of containers of data objects to support
joint operations on related objects. For exanple, GET nmay be done on
a single data object or an entire container.
CDM supports a global naning schenme. Every object stored within a
CDM systemwi ||l have a globally unique object string identifier
(CbjectI D) assigned at creation tine.

A.2.4. Concl usions
CDM has a rich array of features that can provide a good base for
DRP and SDT for DECADE. An initial analysis finds that the follow ng
CDM features may be useful for DECADE:
- access control
- storage resource control
- comuni cation resource control
- COPY/ MOVE operations

- data containers

- nam ng schene
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A. 3.

As

QAut h

nmentioned in Appendix A 1, QAuth [RFC6749] nay be used as part of

the access and resource control of a DECADE system In this section

we

provi de an exanple of how to configure QAuth requests and

responses for DRP.

An
f ol

Alim,

QAut h request to access DECADE data objects should include the
I owi ng fields:

response_type: Value should be set to "token".

client _id: The client _id indicates either the application that is
usi ng the DECADE service or the end user who is using the DECADE
service froma DECADE storage service provider. DECADE storage
service providers should provide the ID distribution and
managenent function.

scope: Data object nanes that are requested.

QAut h response shoul d include the follow ng information
token_type: "Bearer"

expires_in: The lifetine in seconds of the access token

access_t oken: A token denotes the follow ng information

service_uri: The server address or URI which is providing the
servi ce;

pernmitted operations (e.g., read, wite) and objects (e.g., nanes
of data objects that might be read or witten);

priority: Value should be set to be either "Urgent”, "Hi gh",
“"Nornmal " or "Low'.

bandwi dth: G ven to requested operation, a weight value used in a
wei ght ed bandwi dt h sharing scheme, or an integer in nunber of bits
per second;

anount: Data size in nunber of bytes that m ght be read or
witten.

t oken_si gnature: The signature of the access token
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