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Abst r act

RFCs 4761 and 4762 describe a solution for Virtual Private LAN
Service (VPLS) nulticast that relies on the use of point-to-point or
mul ti poi nt-to-point unicast Label Switched Paths (LSPs) for carrying
multicast traffic. This solution has certain limtations for certain
VPLS multicast traffic profiles. For exanple, it may result in

hi ghly non-optinmal bandwi dth utilization when a | arge anount of

mul ticast traffic is to be transported.

Thi s docunent describes solutions for overcom ng a subset of the
limtations of the existing VPLS nulticast solution. It describes
procedures for VPLS nulticast that utilize nmulticast trees in the
service provider (SP) network. The solution described in this
docunent allows sharing of one such nmulticast tree anong nultiple
VPLS instances. Furthernore, the solution described in this docunent
allows a single nulticast tree in the SP network to carry traffic

bel onging only to a specified set of one or nore IP nulticast streans
fromone or nore VPLS instances.

Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://www. rfc-editor.org/info/rfc7117
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I ntroducti on

[ RFC4A761] and [ RFCA762] describe a solution for VPLS

mul ti cast/ broadcast that relies on the use of pseudow res transported
over uni cast point-to-point (P2P) RSVP Traffic Engi neering (RSVP-TE)
or multipoint-to-point (MP2P) LDP Label Sw tched Pat hs (LSPs)

([ RFC3209] [RFC5036]). In this docunent, we refer to this solution
as "ingress replication".

Wth ingress replication, when an ingress Provider Edge (PE) of a

gi ven VPLS instance receives a multicast/broadcast packet from one of
the Custoner Edges (CEs) that belong to that instance, the ingress PE
replicates the packet for each egress PE that belong to that

instance, and it sends the packet to each such egress PE using

uni cast tunnels.

The solution based on ingress replication has certain lintations for
certain VPLS multicast/broadcast traffic profiles. For exanple, it
may result in highly non-optimal bandwi dth utilization in the MPLS
network when a | arge anmount of nulticast/broadcast traffic is to be
transported (for nore see [ RFC5501]).
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Ingress replication may be an acceptabl e nodel when the bandwi dt h of
the multicast/broadcast traffic is low and/or there is a snmall nunber
of replications perforned on each outgoing interface for a particul ar
VPLS custoner nulticast stream |If this is not the case, it is
desirable to utilize nmulticast trees in the SP network to transmt
VPLS mul ti cast and/ or broadcast packets [RFC5501].

Thi s docunent describes procedures for overconing the linmtations of
existing VPLS nulticast solutions. It describes procedures for using
MPLS point-to-multipoint (P2MP) LSPs in the SP network to transport
VPLS mul ti cast and/ or broadcast packets, where these LSPs are
signal ed by either P2MP RSVP-TE [ RFC4875] or Milti point LDP (niDP)

[ RFC6388] .

The procedures described in this docunent are applicable to both
[ RFC4761] and [ RFCA762].

2. Term nol ogy
Thi s docunent uses terninology described in [RFC4761] and [ RFC4762] .

In this docunent, we refer to various auto-discovery routes, as "A-D
routes”.

This docunent uses the prefix 'C to refer to the custoner control or
data packets and 'P to refer to the provider control or data
packets. An IP (nmulticast source, multicast group) tuple is
abbreviated to (S, §.

An "Inclusive tree" is a single nulticast distribution tree in the SP
network that carries all the nmulticast traffic fromone VPLS instance
on a given PE

An "Aggregate Inclusive tree" is a single nulticast distribution tree
in the SP network that carries all the nulticast traffic fromnore
than one VPLS instance on a given PE

A "Selective tree" is a single nmulticast distribution tree in the SP
network that carries multicast traffic belonging only to a specified
set of IP nmulticast streans, and all these streans belong to the same
VPLS instance on a given PE. A Selective tree differs from an
Inclusive tree in that it may reach a subset of the PEs reached by an
I ncl usive tree.

An "Aggregate Selective tree" is a single nulticast distribution tree
in the SP network that carries nulticast traffic belonging only to a
specified set of IP nulticast streans, and all these streans bel ong
to nore than one VPLS instance on a given PE

Aggarwal , et al. St andards Track [ Page 5]



RFC 7117 Mul ticast in VPLS February 2014

2.1. Specification of Requirenents

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. Overview

Procedures described in this docunment provide mechanisns that allow a
single multicast distribution tree in the SP network to carry all the
multicast traffic fromone or nore VPLS sites connected to a given
PE, irrespective of whether these sites belong to the sane or
different VPLS instances. W refer to such a tree as an "Incl usive
tree" if it carries multicast traffic fromone VPLS instance on a
given PEE. W refer to such a tree as an "Aggregate Inclusive tree"

if it carries multicast traffic fromnore than one VPLS instance on a
given PE. See the "Inclusive and Selective Milticast Trees" section
for further discussion on Inclusive trees.

To further inprove bandwidth utilization for IP multicast streans,
this docunent al so provides procedures by which a single multicast
distribution tree in the SP network can be used to carry traffic

bel onging only to a specified set of IP nulticast streams, originated
in one or nore VPLS sites connected to a given PE, irrespective of
whet her these sites belong to the sane or different VPLS instances.
W refer to such a tree as a "Selective tree" if it carries the IP
mul ticast strean(s) that belongs to the same VPLS instance on a given
PE. W refer to such a tree as an "Aggregate Selective tree" if it
carries the IP nmulticast streans that belong to different VPLS

i nstances on a given PE. Use of Selective and/or Aggregate Sel ective
trees allows nulticast traffic, by default, to be carried on an
Inclusive tree, while traffic fromsone specific IP nulticast

streanms, e.g., high-bandwi dth streans, could be carried on one of the
Selective trees. See the "Inclusive and Sel ective Milticast Trees"
section for further discussion on Selective trees.

Note that this docunent covers the use of Selective trees only for
carrying I|P multicast streans. Any other use of such trees is
out si de the scope of this docunent.

Uni cast packets destined to unknown Medi a Access Control (MAC)
addresses (i.e., not learned yet at the ingress PE) in a given VPLS
instance are flooded to renote PEs participating in the same VPLS
instance. This flooding MAY still use ingress replication (as
specified in [RFC4761] and [ RFC4762]), or MAY use the procedures
defined in this docunent to optimze flooding across the SP core.
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Wiile the use of nulticast trees in the SP network can be beneficia
when the bandwi dth of the nulticast traffic is high, or when it is
desirable to optim ze the nunber of copies of a nulticast packet
transmitted on a given link, this benefit comes at a cost of state in
the SP network to build nulticast trees and overhead to maintain this
st at e.

3.1. Inclusive and Selective Milticast Trees
Mul ticast trees used for VPLS can be of two types:

+ Inclusive trees. This option supports the use of a single
nmul ticast distribution tree, referred to as an "Incl usive
P-multicast tree", in the SP network to carry all the multicast
traffic froma specified set of VPLS sites connected to a given
PE. There is no assunption made with respect to whether or not
this traffic is IP encapsulated. A particular P-nmulticast tree
can be set up to carry the traffic originated by sites bel ongi ng
to a single VPLS instance or to carry the traffic originated by
sites belonging to different VPLS instances. 1In the context of
this docunent, the ability to carry the traffic of nore than one
VPLS instance on the same P-nmulticast tree is called
"aggregation". The tree includes every PE that is a nenber of
any of the VPLS instances that are using the tree. This inplies
that a PE may receive nulticast traffic for a nulticast stream
even if it doesn't have any receivers that are interested in
receiving traffic for that stream

An Inclusive P-nulticast tree, as defined in this docunent, is a
P2MP tree. Thus, a P2MP tree is used to carry traffic only from
VPLS sites that are connected to the PE that is the root of the
tree.

+ Selective trees. A Selective P-nmulticast tree is used by a PE to
send IP multicast traffic for one or nore specific IP nulticast
streans, received by the PE over PE-CE interfaces that belong to
the sanme or different VPLS instances, to a subset of the PEs that
bel ong to those VPLS instances. Each of the PEs in the subset
shoul d be on the path to a receiver of one or nore nulticast
streams that are nmapped onto the tree. In the context of this
docunent, the ability to use the sane P-nulticast tree for
nmul ticast streans that belong to different VPLS instances is
called "aggregation". The reason for having Sel ective
P-multicast trees is to provide a PE the ability to create
separate SP nulticast trees for specific nulticast streans, e.g.
hi gh- bandwi dth nulticast streams. This allows traffic for these
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mul ticast streans to reach only those PE routers that have
receivers for these streanms. This avoids flooding other PE
routers in the VPLS instance.

An SP can use both Inclusive P-nmulticast trees and Sel ective

P-nmul ticast trees or either of themfor a given VPLS on a PE, based
on local configuration. Inclusive P-nmulticast trees can be used for
both IP and non-1P data nulticast traffic, while Selective

P-mul ticast trees, as previously stated, nust be used only for IP
mul ticast data traffic. The use of Selective P-multicast trees for
non-1P nulticast traffic is outside the scope of this document.

P-multicast trees in the SP network can be realized via a variety of
technol ogi es. For both Inclusive and Sel ective P-nulticast trees,

t hese technol ogi es include P2MP LSPs created by RSVP-TE or nlLDP
Thi s docunent al so describes the data pl ane encapsul ati ons for
supporting these technol ogies. Oher technol ogies for realizing
P-nmul ticast trees are outside the scope of this docunent.

3.2. BGP-Based VPLS Menbership Auto-di scovery

Inclusive P-nmulticast trees may be established for one or nore VPLS
instances. In this case, aggregation can be perforned (using either
nLDP or P2MP RSVP-TE as the tunneling technol ogy) or sinple tunneling
can be perforned (using P2MP RSVP-TE tunneling). |f either of these
approaches is used, the PE acting as the root of a P2MP LSP nust be
able to discover the other PEs that have menbership of each of the
VPLS instances. Once the root PE discovers these other PEs, it

i ncludes themas leaves in the P-nulticast tree (i.e., P2MP LSP)
Thi s docunent uses the BGP-based procedures described in [ RFC4761]
and [ RFC6074] for discovering the VPLS nenbership of all PEs. For
nore on aggregati on, see the "Aggregati on Considerations" section
When no aggregation is perforned and the tunneling technology is
nmLDP, then the root of the P2MP LSP need not discover the other PEs
that are the | eaves of that LSP tree

The | eaves of the Inclusive P-nmulticast tree nust also be able to

aut o-di scover the identifier of the tree (note that this applies when
the tree is established by either nmLDP or P2MP RSVP-TE). Procedures
to acconplish this are described in the "Advertising P-Milticast Tree
to VPLS/ C-Milticast Binding" section

3.3. |IP Milticast G oup Menbership D scovery
The setup of a Selective P-nulticast tree for one or nore IP
multicast (CGS, CGGs, requires the ingress PEto |learn the PEs that

have receivers in one or nore of these (GS, CGG@s, in the follow ng
cases:
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+ When aggregation is used (with either niLDP or P2MP RSVP-TE as the
tunnel i ng technol ogy), OR

+ When the tunneling technology is P2MP RSVP-TE

+ If ingress replication is used and the ingress PE wants to send
traffic for (GS, CGQGs to only those PEs that are on the path to
receivers for the (CGS, CGQs.

For nore on aggregation, see the "Aggregation Considerations"”
section.

For discovering the IP nulticast group nenbership, this docunent
descri bes procedures that allow an ingress PE to enable explicit
tracking of I P multicast menbership. Thus, an ingress PE can request
the IP multicast nmenbership fromegress PEs for one or nore
C-multicast streans. These procedures are described in the
"Optimzing Multicast Distribution via Selective Trees" section

These procedures are applicable when | GW ([ RFC2236] [ RFC3376]) or
M.D ([ RFC2710] [RFC3810]) is used as the nulticast signaling protoco
between the VPLS CEs. They are al so applicable when PIM ([ RFC4601])
in either the Any-Source Milticast (ASM or the Source-Specific
Multicast (SSM service nodel is used as the nulticast routing
protocol between the VPLS CEs, and PIMjoin suppression is disabled
on all the CEs.

However, these procedures do not apply when PIMis used as the

mul ticast routing protocol between the VPLS CEs and PIMjoin
suppression is not disabled on all the CEs. This is because when PIM
join suppression is not disabled on all the CEs, PEs connected to
these CEs can not rely on PIMto deternmine |IP nulticast nmenbership of
the receivers behind these CEs. Procedures for this case are outside
the scope of this docunent.

The | eaves of the Selective P-nulticast trees nmust also be able to
di scover the identifier of these trees. Procedures to acconplish
this are described in the "Advertising P-Miulticast Tree to

VPLS/ C-Mul ti cast Bi ndi ng" section

3.4. Advertising P-Multicast Tree to VPLS/ C-Milticast Binding
Thi s docunent describes procedures based on BGP VPLS Aut o- Di scovery
(A-D) routes ([RFCA761] [RFC6074]) that are used by the root of an

Aggregate P-nmulticast tree to advertise the Inclusive or Selective
P-mul ticast tree binding and the demultiplexing information to the
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| eaves of the tree. This docunent uses the Provider Milticast
Service Interface (PMSI) Tunnel attribute defined [ RFC6514] for this
pur pose.

Once an ingress PE decides to bind a set of VPLS instances or
custoner nulticast groups to an Inclusive P-nulticast tree or a

Sel ective P-nulticast tree, the PE needs to announce this binding to
other PEs in the network. This procedure is referred to as
"I'nclusive P-multicast tree binding distribution" or "Selective
P-mul ticast tree binding distribution" and is perforned using BGP
The decision to bind a set of VPLS instances or custoner mnulticast
groups is a local matter to the ingress, and is controlled via

provi si oni ng/ configuration on that PE

Wien an Aggregated Inclusive P-nulticast tree is used by an ingress
PE, this binding distribution inplies that (a) an ingress PE MJST
announce the binding of all VPLS instances bound to the Inclusive
P-multicast tree and (b) other PEs that have these instances receive
t hese announcenents. The inner |abel assigned by the ingress PE for
each VPLS MJUST be included if nore than one VPLS is bound to the sane
P-multicast tree. The Inclusive P-nmulticast tree ldentifier MJST be
i ncl uded.

For a Selective P-nulticast tree, this binding distribution inplies
announcing all the specific <GS, GG entries bound to this
P-multicast tree along with the Selective P-nmulticast tree
Identifier. The inner |abel assigned for each <C-S, C G MJST be
included if <GS, GG fromdifferent VPLS instances are bound to the
same P-nulticast tree. The |abels MJST be distinct on a per-VPLS
basis and MAY be distinct per <GS, CGG entry. The Selective
P-multicast tree ldentifier MJST be included.

3.5. Aggregation

As described earlier in this docunment, the ability to carry the
traffic of nore than one VPLS on the same P-nulticast tree is called
aggr egati on.

Aggregation enables the SP to place a bound on the anount of

multicast tree forwarding and control plane state that the P-routers
must have. Let us call the nunber of VPLS instances aggregated onto
a single P-multicast tree the "Aggregation Factor". \When Inclusive
source P-multicast trees are used, the number of trees that a PEis
the root of is proportional to the nunber of VPLS instances on the PE
di vided by the Aggregation Factor
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In this case, the state naintained by a P-router is proportional to:

AveVPLS NPE
_______ X -
Aggr AvePTr ee
Wher e

AveVPLS is the average nunber of VPLS instances on a PE
Aggr is the Aggregation Factor
NPE i s the number of PEs

AvePTree is the average nunber of P-nulticast that transit a given
P-router

Thus, the state does not grow linearly with the nunber of VPLS
i nst ances.

Aggregation requires a nmechanismfor the egresses of the P-nulticast
tree to dermultiplex the nulticast traffic received over the

P-mul ticast tree. To enable the egress nodes to performthis
demul ti pl exi ng, upstream assi gned | abels [ RFC5331] MJST be assi gned
and distributed by the root of the aggregate P-nulticast tree.

Aggregation procedures would require two MPLS labels in the | abe
stack. This does not introduce any new inplications on MU, as even
VPLS mul ti cast supported by ingress replication requires two MPLS

| abels in the | abel stack.

3.6. Inter-AS VPLS Miul ticast

Thi s docunent defines four nodels of inter-AS (Autononbus Systen
VPLS service, referred here as options (a), (b), (c), and (e).
Options (a), (b), and (c) defined in this docunent are very sinlar
to nethods (a), (b), and (c), described in the "Milti-AS VPLS"
section of [RFC4761], which in turn extends the concepts of [RFC4364]
to inter-AS VPLS

For option (a) and option (b) support, this docunment specifies a
nodel where inter-AS VPLS service can be offered without requiring a
single P-nulticast tree to span multiple ASes. There are two
variants of this nodel, and they are described in the "Inter-AS
Inclusive P-Milticast Tree A-D/ Binding" section
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For option (c) support, this docunent specifies a nodel where inter-
AS VPLS service is offered by requiring a single P-nmulticast tree to
span multiple ASes. This is because in the case of option (c), the
Aut ononobus System Border Routers (ASBRs) do not exchange BGP- VPLS
Net wor k Layer Reachability Information (NLRI) or A-D routes.

In addition to options (a), (b), and (c), this docunent also
specifies option (e), which one may think of as a variant of option

(a).

For nore on these inter-AS options, see the "Inter-AS |Inclusive
P-Mil ticast Tree A-D/ Bi ndi ng" section.

4. Intra-AS Inclusive P-Milticast Tree Auto-di scovery/Binding

This section specifies procedures for the intra-AS auto-di scovery of
VPLS menbership and the distribution of information used to
instantiate P-nulticast Tunnels.

VPLS aut o-di scovery/ bi ndi ng consists of two conponents: intra-AS and
inter-AS. The forner provides VPLS auto-discovery/binding within a
single AS. The latter provides VPLS auto-discovery/binding across
multiple ASes. Inter-AS auto-discovery/binding is described in the
"Inter-AS Inclusive P-Milticast Tree A-D/ Bi ndi ng" section

VPLS aut o-di scovery using BGP, as described in [RFC4761] and

[ RFC6074], enables a PE to learn the VPLS instance nenbership of
other PEs. A PE that belongs to a particular VPLS instance announces
a BGP NLRI that identifies the Virtual Switch Instance (VSI). This
NLRI is constructed fromthe <Route Distinguisher (RD), VPLS Edge
Device ldentifier (VE-ID)> tuple. The NLR defined in [ RFC4761]
conprises the <RD, VE-ID> tuple and | abel blocks for pseudowire (PW
signaling. The VE-IDin this case is a two-octet nunmber encoded in
the VE-I1D of NLRI defined in [RFC4761]. The NLRI defined in

[ RFC6074] conprises only the <RD, PE _addr>. The VE-ID in this case
is a four-octet nunber encoded in the PE addr of the NLRI defined in
[ RFC6074] .

The procedures for constructing Inclusive Intra-AS and Inter-AS
trees, as specified in this docunent, require the BGP A-D NLRI to
carry only the <RD, VE-1D>. Hence, these procedures can be used for
bot h BGP-VPLS and LDP-VPLS with BGP A-D

It is to be noted that BGP A-D is an inherent feature of BGP-VPLS.
However, it is not an inherent feature of LDP-VPLS. In fact, there
are depl oynments and/or inplenmentations of LDP-VPLS that require
configuration to enable a PE in a particular VPLS to determ ne other
PEs in the VPLS and exchange PW/I abel s usi ng Forwardi ng Equi val ence
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Cass (FEC) 128 (PWd FEC) [ RFC4447]. The use of BGP A-D for LDP-
VPLS [ RFC6074], to enable automatic setup of PWs, requires FEC 129
(Ceneralized PWd FEC) [ RFC4447]. However, FEC 129 is not required
in order to use procedures in this docunent for LDP-VPLS. An LDP-
VPLS inpl enmentation that supports this docunment MJST support the BGP
A-D procedures to set up P-nulticast trees, as described here, and it
MAY support FEC 129 to automate the signaling of PWs.

4.1. Oiginating Intra-AS VPLS A-D Routes

To participate in the VPLS auto-di scovery/binding, a PE router that
has a given VSI of a given VPLS instance originates a BG VPLS Intra-
AS A-D route and advertises this route in Miltiprotocol (M) |BGP
The route is constructed as described in [ RFC4761] and [ RFC6074].

The route carries a single Layer 2 Virtual Private Network (L2VPN)

NLRI with the RD set to the RD of the VSI and the VE-1D set to the

VE-ID of the VSI. The route also carries one or nore Route Targets
(RTs), as specified in [ RFC4761] and [ RFC6074].

If an Inclusive P-nulticast tree is used to instantiate the provider
tunnel for VPLS nulticast on the PE, the advertising PE MJUST
advertise the type and the identity of the P-nmulticast tree in the
PVMSI Tunnel attribute. This attribute is described in the "Inclusive
Tree/ Sel ective Tree ldentifier" section

A PE that uses an Inclusive P-nulticast tree to instantiate the

provi der tunnel MAY aggregate two or nore VPLS instances present on
the PE onto the sane tree. |f the PE decides to perform aggregation
after it has already advertised the intra-AS VPLS A-D routes for
these VPLS instances, then aggregation requires the PE to
re-advertise these routes. The re-advertised routes MJUST be the sane
as the original ones, except for the PVMSI Tunnel attribute (the
re-advertised route will replace the previously advertised route).

If the PE has not previously advertised Intra-AS A-D routes for these
VPLS i nstances, then the aggregation requires the PE to advertise
(new) Intra-AS A-D routes for these VPLS instances. The PMSI Tunne
attribute in the newy advertised/re-advertised routes MJIST carry the
identity of the P-nulticast tree that aggregates the VPLS instances
as well as an MPLS upstream assi gned | abel [RFC5331]. Each
re-advertised or newy advertised route MIST have a | abel that is
distinct within the scope of the PE that advertises the route.

Di scovery of PE capabilities in ternms of what tunnel types they
support is outside the scope of this docunent. Wthin a given AS
PEs participating in a VPLS are expected to advertise tunnel bindings
whose tunnel types are supported by all other PEs that are
participating in this VPLS and are part of the sane AS.
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4.2. Receiving Intra-AS VPLS A-D Routes

When a PE receives a BGP Update nessage that carries an Intra-AS A-D
route such that (a) the route was originated by some other PE within
the sane AS as the local PE, (b) at least one of the RTs of the route
mat ches one of the inport RTs configured for a particular VSI on the
local PE, (c) the BGP route selection determines that this is the
best route with respect to the NLRI carried by the route, and (d) the
route carries the PMSI Tunnel attribute, the PE perforns the
fol | owi ng:

+ If the Tunnel Type in the PMSI Tunnel attribute is set to LDP
P2MP LSP, the PE SHOULD join the P-nulticast tree whose identity
is carried in the PMSI Tunnel attribute.

+ If the Tunnel Type in the PMSI Tunnel attribute is set to RSVP-TE
P2MP LSP, the receiving PE has to establish the appropriate state
to properly handle the traffic received over that LSP. The PE
that originated the route MJST establish an RSVP-TE P2MP LSP with
the local PE as a leaf. This LSP MAY have been established
before the local PE receives the route.

+ If the PMSI Tunnel attribute does not carry a |label, then all
packets that are received on the P-nulticast tree, as identified
by the PMSI Tunnel attribute, are forwarded using the VSIs that
have at | east one of their inport RTs that matches one of the RTs
of the received A-D route.

+ If the PMSI Tunnel attribute has the Tunnel Type set to LDP P2MP
LSP or RSVP-TE P2MP LSP, and the attribute also carries an MPLS
| abel , then the egress PE MUST treat this as an upstream assi gned
| abel, and all packets that are received on the P-multicast tree,
as identified by the PMSI Tunnel attribute, with that upstream
| abel are forwarded using the VSIs that have at |east one of
their inmport RTs that matches one of the RTs of the received
Intra-AS A-D route

Furthermore, if the local PE uses RSVP-TE P2MP LSP for sending
(rmulticast) traffic, originated by VPLS sites connected to the PE, to
the sites attached to other PEs, then the |local PE MJST use the
Originating Router’s I P Address information carried in the Intra-AS
A-Droute to add the PE, that originated the route, as a |leaf node to
the LSP. This MJST be done irrespective of whether or not the
received Intra-AS A-D route carries the PMSI Tunnel attribute.
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5. Denmultiplexing P-Miulticast Tree Traffic

Dernul ti pl exi ng received VPLS traffic requires the receiving PE to
determ ne the VPLS instance to which the packet belongs. The egress
PE can then performa VPLS | ookup to further forward the packet. It
al so requires the egress PE to determne the identity of the ingress
PE for MAC | earning, as described in the "VPLS Data Packet Treatnent"
section.

5.1. One P-Multicast Tree - One VPLS Mapping

When a P-nulticast tree is napped to only one VPLS, determining the
tree on which the packet is received is sufficient to deternine the
VPLS i nstance on which the packet is received. The tree is

determi ned based on the tree encapsulation. |If MPLS encapsulation is
used, e.g., RSVP-TE P2MP LSPs, the outer MPLS | abel is used to
determne the tree. Penultimte Hop Popping (PHP) MJST be disabl ed
on the MPLS LSP (RSVP-TE P2MP LSP or nLDP P2MP LSP)

5.2. One P-Multicast Tree - Many VPLS Mappi ng

As traffic belonging to nultiple VPLS instances can be carried over
the sane tree, there is a need to identify the VPLS to which the
packet belongs. This is done by using an inner |abel that determ nes
the VPLS for which the packet is intended. The ingress PE uses this
| abel as the inner |abel while encapsulating a customer nulticast
data packet. Each of the egress PEs nmust be able to associate this

i nner label with the sane VPLS and use it to denmultiplex the traffic
recei ved over the Aggregate Inclusive tree or the Aggregate Sel ective
tree.

If traffic fromnultiple VPLS instances is carried on a single tree,
upstream assi gned | abel s [ RFC5331] MJST be used. Hence, the inner

| abel is assigned by the ingress PE. \When the egress PE receives a
packet over an Aggregate tree, the outer encapsulation (in the case
of MPLS P2MP LSPs, the outer MPLS | abel) specifies the | abel space to
performthe inner-Ilabel |ookup. The sane |abel space MJUST be used by
the egress PE for all P-multicast trees that have the same root

[ RFC5331] .

If the tree uses MPLS encapsul ation, as in RSVP-TE P2MP LSPs, the
outer MPLS | abel and, optionally, the inconing interface provide the
| abel space of the |label beneath it. This assunes that PHP is

di sabl ed. The egress PE MJUST NOT advertise IMPLICIT NULL or EXPLICI T
NULL for that tree once it is known to the egress PE that the tree is
bound to one or nore VPLS instances. Once the | abel representing the
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tree is popped off the MPLS | abel stack, the next label is the
demul ti plexing information that allows the proper VPLS instance to be
det er m ned.

The ingress PE infornms the egress PEs about the inner |abel as part
of the tree binding procedures described in the "BGP Extensions"
section.

6. Establishing P-Milticast Trees

Thi s docunment supports only P2MP P-nulticast trees wherein it is
possi ble for egress PEs to identify the ingress PE to perform MAC

| earning. Specific procedures are identified only for RSVP-TE P2MP
LSPs and nLDP P2MP LSPs. An inplenentation that supports this
docunent MUST support RSVP-TE P2MP LSPs and niDP P2MP LSPs.

6.1. Commpn Procedures

The followi ng procedures apply to both RSVP-TE P2MP and niDP P2MP
LSPs.

Demul tiplexing the C-nulticast data packets at the egress PE requires
that the PE nmust be able to determ ne the P2MP LSP on which the
packets are received. This enables the egress PE to deternine the
VPLS instances to which the packet belongs. To achieve this, the LSP
MJUST be signaled with PHP of f and a non-special purpose MPLS | abe

of f as described in the "Denultiplexing P-Milticast Tree Traffic"
section. In other words, an egress PE MJUST NOT advertise IMPLICIT
NULL or EXPLICIT NULL for a P2MP LSP that is carrying traffic for one
or nore VPLS instances. This is because the egress PE needs to rely
on the MPLS label, that it advertises to its upstream nei ghbor, to
determine the P2MP LSP on which a G nulticast data packet is
received.

The egress PE also needs to identify the ingress PE to perform MAC

| earning. Wen P2MP LSPs are used as P2MP trees, determ ning the
P2MP LSP on whi ch the packets are received is sufficient to determ ne
the ingress PE. This is because the ingress PE is the root of the
P2MP LSP.

The egress PE relies on receiving the PMSI Tunnel attribute in BGP to
determ ne the VPLS instance to P2MP LSP mappi ng.

6.2. RSVP-TE P2MP LSPs
This section describes procedures that are specific to the usage of

RSVP- TE P2MP LSPs for instantiating a P-nmulticast tree. Procedures
in [RFC4875] are used to signal the P2MP LSP. The LSP is signaled as
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the root of the P2MP LSP di scovers the | eaves. The egress PEs are
di scovered using the procedures described in the "Intra-AS Inclusive
P-Mul ti cast Tree Auto-di scovery/Bi ndi ng" section. Aggregation, as
described in this docunent, is supported.

6.2.1. P2MP TE LSP - VPLS Mappi ng

P2MP TE LSP to VPLS mapping is |learned at the egress PEs using BGP-
based advertisenents of the P2MP TE LSP - VPLS nmapping. They require
that the root of the tree include in the BGP advertisenents the P2MP
TE LSP identifier as the P-nulticast tree identifier. This
P-multicast tree identifier contains the follow ng i nformation

el ement s:

- The type of the tunnel is set to RSVP-TE P2MP LSP
- RSVP-TE P2MP LSP's SESSI ON Obj ect

See the "Inclusive Treel/ Sel ective Tree ldentifier" section for nore
details on howthis tree identifier is carried in BG advertisenents.

Once the egress PE receives the P2MP TE LSP to VPLS mappi ng:

+ If the egress PE already has RSVP-TE state for the P2MP TE LSP
it MJUST begin to assign an MPLS | abel fromthe non-speci al
pur pose | abel range, for the P2MP TE LSP and signal this to the
previous hop of the P2MP TE LSP. Further, it MJST create
forwarding state to forward packets received on the P2MP LSP

+ If the egress PE does not have RSVP-TE state for the P2MP TE LSP
it MUST retain this mapping. Subsequently, when the egress PE
recei ves the RSVP-TE P2MP signaling nessage, it creates the RSVP-
TE P2MP LSP state. It MJST then assign an MPLS | abel fromthe
non-reserved | abel range, for the P2MP TE LSP, and signal this to
t he previous hop of the P2MP TE LSP

Note that if the signaling to set up an RSVP-TE P2MP LSP i s

conpl eted before a given egress PE | earns, via a PMSI Tunne
attribute, of the VPLS or set of VPLS instances to which the LSP
is bound, the PE MIUST discard any traffic received on that LSP
until the binding is received. |In order for the egress PE to be
able to discard such traffic, it needs to know that the LSP is
associ ated with one or nore VPLS instances and that the VPLS A-D
route that binds the LSP to a VPLS has not yet been received.
This is provided by extending [ RFC4875] with [ RFC6511].
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6.3. Receiver-Initiated P2MP LSP

Receiver-initiated P2MP LSPs can al so be used. The nlLDP procedures
([ RFC6388] ) MUST be used to signal such LSPs. The LSP is signaled
once the | eaves receive the LDP FEC for the tree fromthe root, as
described in the "Intra-AS Inclusive P-Milticast Tree Auto-

di scovery/ Bi ndi ng" section. Wen aggregation is used, an ingress PE
is required to discover the egress PEs (see the "Aggregation

Consi derations" section for the rationale), and this is achieved
using the procedures in the "Intra-AS Inclusive P-Milticast Tree

Aut o- di scovery/ Bi ndi ng" section

6.3.1. P2MP LSP - VPLS Mappi ng

P2MP LSP to VPLS mapping is |earned at the egress PEs using BGP-based
adverti senents of the P2MP LSP - VPLS mapping. They require that the
root of the tree include in the BGP advertisenents the P2MP LSP
identifier as the P-nulticast tree identifier. This P-nulticast tree
identifier contains the follow ng infornmation el enents:

- The type of the tunnel is set to LDP P2MP LSP
- LDP P2MP FEC that includes an identifier generated by the root.

See the "Inclusive Treel/ Sel ective Tree ldentifier" section for nore
details on howthis tree identifier is carried in BG advertisenents.

Each egress PE SHOULD "join" the P2MP MPLS tree by sending LDP | abe
mappi ng nmessages for the LDP P2MP FEC, that was |learned in the BGP
adverti senent, using procedures described in [ RFC6388].

6.4. Encapsul ation of Aggregate P-nulticast Trees

An Aggregate Inclusive P-nmulticast tree or an Aggregate Sel ective
P-mul ti cast tree MJUST use MPLS encapsul ation, as described in
[ RFC5332] .

7. Inter-AS Inclusive P-Milticast Tree A-D/ Binding

As stated earlier, this docunment defines four nodels of inter-AS VPLS
service, referred here as option (a), (b), (c), and (e). This
section contains procedures to support these nodels.

For supporting option (a), (b), and (e), this section specifies a
nodel where inter-AS VPLS service can be offered without requiring a
single P-nulticast tree to span nultiple ASes. This allows

i ndi vidual ASes to potentially use different P-tunneling

technol ogies. There are two variants of this nodel. One that
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requi res MAC | ookup on the ASBRs and applies to option (a) and (e).
The other is one that does not require MAC | ookup on the ASBRs, and
instead it builds segnmented Inter-AS Inclusive or Selective trees.
This applies only to option (b).

For supporting option (c), this section specifies a nodel where
Inter-AS VPLS service is offered by requiring a single Inclusive
P-multicast tree to span multiple ASes. This is referred to as a
"non-segnmented P-nulticast tree". This is because in the case of
option (c), the ASBRs do not exchange BGP-VPLS NLRIs or VPLS A-D
routes. Support for Inter-AS Selective trees for option (c) may be
segnment ed or non-segnent ed.

An i npl enentati on MJST support options (a), (b), and (c), and MAY
support option (e). Wien there are nultiple ways for inplenenting
one of these options, this section specifies which one is nmandatory.

7.1. VSIs on the ASBRs

Wien VSIs are configured on ASBRs, the ASBRs MUST performa MAC

| ookup, in addition to any MPLS | ookups, to deternine the forwarding
decision on a VPLS packet. The P-rulticast trees are confined to an
AS. An ASBR on receiving a VPLS packet from another ASBR is required
to performa MAC | ookup to deternine howto forward the packet.

Thus, an ASBR is required to keep a VSI for the VPLS instance and
MUST be configured with its own VE-I1D for the VPLS instance. The BGP
VPLS A-D routes generated by PEs in an AS MJUST NOT be propagat ed
out si de the AS.

7.1.1. Option (a): VSIs on the ASBRs

In option (a), an ASBR acts as a PE for the VPLSs that span the AS of
the ASBR and an AS to which the ASBR is connected. The |ocal ASBR
views the ASBR in the neighboring AS as a CE connected to it by a
link with separate VLAN sub-interfaces for each such VPLS.

Simlarly, the ASBR in the neighboring AS acts as a PE for such VPLS
fromthe neighboring AS's point of view, and views the |ocal ASBR as
a CE.

The | ocal ASBR uses a conbination of the inconing link and a
particul ar VLAN sub-interface on that link to determne the VSI for
the packets it receives fromthe ASBR in the nei ghboring AS.

In option (a), the ASBRs do not exchange VPLS A-D routes.

An i nmpl enentati on MJST support option (a).
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7.1.2. Option (e): VSIs on the ASBRs

The VSIs on the ASBRs schenme can be used such that the interconnect
between the ASBRs is a PWand MPLS encapsul ation is used between the
ASBRs. An ASBR in one AS determines the VSI for packets received
froman adjoi ning ASBR i n another AS based on the incom ng MPLS PW
label. This is referred to as "option (e)". The only VPLS A-D
routes that are propagated outside the AS are the ones originated by
ASBRs. This MPLS PWconnects the VSIs on the ASBRs and MJST be
signal ed using the procedures defined in [RFC4761] or [RFCA762].

The P-nulticast trees for a VPLS are confined to each AS and the VPLS
aut o-di scovery/ binding MIST follow the intra-AS procedures described
in the "Demultiplexing P-Miulticast Tree Traffic" section

An i npl enentati on MAY support option (e).
7.2. Option (b) - Segnented Inter-AS Trees

In this nodel, an inter-AS P-nulticast tree, rooted at a particul ar
PE for a particular VPLS instance, consists of a nunber of

"segnents", one per AS, which are stitched together at ASBRs. These
are known as "segnented inter-AS trees". Each segnment of a segnented
inter-AS tree may use a different nulticast transport technology. In
this nmodel, an ASBR is not required to keep a VSI for the VPLS
instance, and is not required to performa MAC | ookup in order to
forward the VPLS packet. This inplies that an ASBR is not required
to be configured with a VE-ID for the VPLS

An i npl enentati on MJST support option (b) using this nodel.

The construction of segnmented inter-AS trees requires the BGP-VPLS
A-D NLRI described in [ RFC4761] and [ RFC6074]. A BGP VPLS A-D route
for an <RD, VE-I1D> tuple advertised outside the AS, to which the
originating PE belongs, will be referred to as an "Inter-AS VPLS A-D
route"” (though this route is originated by a PE as an intra-AS route,
and is referred to as an "inter-AS route outside the AS").

In addition to this, segnented inter-AS trees require support for the
PMSI Tunnel attribute described in the "Inclusive Treel/ Sel ective Tree
Identifier" section. They also require additional procedures in BGP
to signal leaf A-D routes between ASBRs as expl ai ned in subsequent
secti ons.

7.2.1. Segnented Inter-AS Trees VPLS Inter-AS A-D Bi ndi ng

This section specifies the procedures for inter-AS VPLS A- D/ bi ndi ng
for segnented Inter-AS trees.
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An ASBR nust be configured to support a particular VPLS as foll ows:

+ An ASBR MJST be configured with a set of (inport) RTs that
specify the set of VPLS instances supported by the ASBR  These
RTs control acceptance of BGP VPLS auto-discovery routes by the
ASBR. Note that instead of being configured, the ASBR MAY obtain
this set of (inport) RTs by using Route Target Constrain
[ RFC4684] .

+ The ASBR MJST be configured with the tunnel types for the intra-
AS segnents of the VPLS instances supported by the ASBR, as well
as (depending on the tunnel type) the information needed to
create the PVSI Tunnel attribute for these tunnel types. Note
that instead of being configured, the ASBR MAY derive the tunnel
types fromthe Intra-AS A-D routes received by the ASBR fromthe
PEs in its own AS

If an ASBR is configured to support a particular VPLS instance, the
ASBR MUST participate in the intra-AS VPLS auto-di scovery/bi ndi ng
procedures for that VPLS instance within the ASBR s own AS, as
defined in this docunent.

Moreover, in addition to the above, the ASBR perforns procedures
specified in the "Propagating BGP VPLS A-D Routes to O her ASes:
Overvi ew' section.

7.2.2. Propagating BGP VPLS A-D Routes to Other ASes: Overview

A BGP VPLS A-D route for a given VPLS, originated by a PEwithin a
given AS, is propagated via BGP to other ASes. The precise rules for
di stributing and processing the Inter-AS A-D routes are given in
subsequent secti ons.

Suppose that an ASBR "A" receives and installs a BGP VPLS A-D route
for VPLS "X" and VE-1D "V' that originated at a particular PE "PE1"
that is in the same AS as A The BGP next hop of that received route
becones A's "upstream nei ghbor" on a nulticast distribution tree for
(X, V) that is rooted at PELl. Likewi se, when A re-advertises this
route to ASBRs in A s neighboring ASes, fromthe perspective of these
ASBRs A becones their "upstream nei ghbor" on the multicast
distribution tree for (X, V) that is rooted at PEL.

When the BGP VPLS A-D routes have been distributed to all the
necessary ASes, they define a "reverse path" fromany AS that
supports VPLS X and VE-1D V back to PElL. For instance, if AS2
supports VPLS X, then there will be a reverse path for VPLS X and VE
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IDV fromAS2 to AS1L. This path is a sequence of ASBRs, the first of
which is in AS2 and the last of which is in AS1l. Each ASBR in the
sequence is the BGP next hop of the previous ASBR in the sequence.

This reverse path information can be used to construct a
unidirectional nulticast distribution tree for VPLS X and VE-1D V,
containing all the ASes that support X, and having PE1lL at the root.
We call such a tree an "inter-AS tree". Milticast data originating
in VPLS sites for VPLS X connected to PEL will travel downstream
along the tree which is rooted at PEL.

The path along an inter-AS tree is a sequence of ASBRs. It is stil
necessary to specify how the nulticast data gets froma given ASBR to
the set of ASBRs that are imredi ately downstream of the given ASBR
along the tree. This is done by creating "segnents". ASBRs in

adj acent ASes will be connected by inter-AS segnents; ASBRs in the
same AS will be connected by "intra-AS segnents”

For a given inter-AS tree and a given AS, there MJST be only one ASBR
within that AS that accepts traffic flowing on that tree. Further,
for a given inter-AS tree and a given AS, there MJST be only one ASBR
in that AS that sends the traffic flowng on that tree to a
particul ar adjacent AS. The precise rules for acconplishing this are
given in subsequent sections.

An ASBR initiates creation of an intra-AS segnent when the ASBR
receives an Inter-AS A-D route froman External BGP (EBGP) nei ghbor.
Creation of the segnent is conpleted as a result of distributing, via
IBGP, this route within the ASBR s own AS

For a given inter-AS tunnel, each of its intra-AS segnents could be
constructed by its own independent nechanism Mreover, by using
upstream assigned |l abels within a given AS, nultiple intra-AS
segments of different inter-AS tunnels of either the sanme or
different VPLS instances may share the same P-nulticast tree

If the P-nulticast tree instantiating a particular segnent of an
inter-AS tunnel is created by a nmulticast control protocol that uses
receiver-initiated joins (e.g, nLDP), and this P-nulticast tree does
not aggregate multiple segnments, then all the information needed to
create that segnment will be present in the Inter-AS A-D routes

recei ved by the ASBR fromthe neighboring ASBR. But if the

P-nmul ticast tree instantiating the segnent is created by a protocol
that does not use receiver-initiated joins (e.g., RSVP-TE, ingress
uni cast replication), or if this P-nulticast tree aggregates multiple
segrments (irrespective of the nulticast control protocol used to
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create the tree), then the ASBR needs to learn the | eaves of the
segrment. These |leaves are |learned fromA-D routes received from
other PEs in the AS, for the sanme VPLS as the one to which the
segment bel ongs.

The follow ng sections specify procedures for propagation of Inter-AS
A-D routes across ASes in order to construct inter-AS segnented
trees.

7.2.2.1. Propagating Intra-AS VPLS A-D Routes in EBGP

For a given VPLS configured on an ASBR when the ASBR receives Intra-
AS A-D routes originated by PEs in its own AS, the ASBR MJST
propagate each of these route in EBGP. This procedure MIST be
performed for each of the VPLS instances configured on the ASBR
Each of these routes is constructed as foll ows:

+ The route carries a single BG® VPLS A-D NLRI with the RD and
VE-I D being the same as the NLRI in the received Intra-AS A-D
route.

+ The Next Hop field of the MP_REACH NLRI attribute is set to a
routable I P address of the ASBR

+ The route carries the PVSI Tunnel attribute with the Tunnel Type
set to Ingress Replication; the attribute carries no MPLS | abels.

+ The route MJST carry the export RT used by the VPLS.
7.2.2.2. Inter-AS A-D Route Received via EBGP

When an ASBR receives fromone of its EBGP nei ghbors a BGP Update
nmessage that carries an Inter-AS A-D route, if (a) at |east one of
the RTs carried in the nmessage matches one of the inport RTs
configured on the ASBR, and (b) the ASBR deternines that the received
route is the best route to the destination carried in the NLRI of the
route, the ASBR re-advertises this Inter-AS A-D route to other PEs
and ASBRs within its own AS. The best route sel ection procedures
MJUST ensure that for the same destination, all ASBRs in an AS pick
the sane route as the best route. The best route selection
procedures are specified in [ RFC4761] and clarified in

[ MULTI-HOM NG . The best route procedures ensure that if nultiple
ASBRs, in an AS, receive the same Inter-AS A-D route fromtheir EBGP
nei ghbors, only one of these ASBRs propagates this route in Interna
BGP (I1BGP). This ASBR becones the root of the intra-AS segnment of
the inter-AS tree and ensures that this is the only ASBR that accepts
traffic into this AS fromthe inter-AS tree.
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When re-advertising an Inter-AS A-D route, the ASBR MJUST set the Next
Hop field of the MP_REACH NLRI attribute to a routable |P address of
t he ASBR

Depending on the type of a P-nulticast tunnel used to instantiate the
intra-AS segnent of the inter-AS tunnel, the PMBI Tunnel attribute of
the re-advertised Inter-AS A-D route is constructed as foll ows:

+ If the ASBR uses ingress replication to instantiate the intra-AS
segment of the inter-AS tunnel, the re-advertised route MJUST NOT
carry the PMSI Tunnel attribute.

+ If the ASBR uses a P-nulticast tree to instantiate the intra-AS
segrment of the inter-AS tunnel, the PMSI Tunnel attribute MJST
contain the identity of the tree that is used to instantiate the
segnment (note that the ASBR could create the identity of the tree
prior to the actual instantiation of the segnent). |If, in order
to instantiate the segnent, the ASBR needs to know the | eaves of
the tree, then the ASBR obtains this information fromthe A-D
routes received fromother PEs/ASBRs in the ASBR s own AS.

+ An ASBR that uses a P-nmulticast tree to instantiate the intra-AS
segnment of the inter-AS tunnel MAY aggregate two or nmore VPLS
i nstances present on the ASBR onto the sane tree. |f the ASBR
al ready advertises Inter-AS A-D routes for these VPLS instances,
then aggregation requires the ASBR to re-advertise these routes.

The re-advertised routes MIJST be the sanme as the original ones,
except for the PMSI Tunnel attribute. |1f the ASBR has not
previously advertised Inter-AS A-D routes for these VPLS

i nstances, then the aggregation requires the ASBR to advertise
(new) Inter-AS A-D routes for these VPLS instances. The PMs
Tunnel attribute in the newly advertised/re-advertised routes
MUST carry the identity of the P-multicast tree that aggregates
the VPLS instances, as well as an MPLS upstream assi gned | abe

[ RFC5331]. Each newy advertised or re-advertised route MJST
have a | abel that is distinct within the scope of the ASBR

In addition, the ASBR MJUST send to the EBGP nei ghbor, from whom it
receives the Inter-AS A-D route, a BGP Update nessage that carries a
| eaf A-D route. The exact encoding of this route is described in the
"BGP Extensions" section. This route contains the follow ng

i nformation el enents:

+ The route carries a single NLRI with the Route Key field set to
the <RD, VE-1D> tuple of the BGP VPLS A-D NLRI of the Inter-AS
A-D route received fromthe EBGP neighbor. The NLRI also carries
the I P address of the ASBR (this MJST be a routable | P address).
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+ The leaf A-D route MJUST include the PVMSI Tunnel attribute with
the Tunnel Type set to Ingress Replication, and the Tunnel
Identifier set to a routable address of the advertising router.
The PMSI Tunnel attribute MJST carry a downstream assi gned MPLS
| abel that is used to demultiplex the VPLS traffic received over
a unicast tunnel by the advertising router.

+ The Next Hop field of the MP_REACH NLRI attribute of the route
SHOULD be set to the same | P address as the one carried in the
Oiginating Router’s | P Address field of the route.

+ To constrain the distribution scope of this route, the route MJST
carry the NO ADVERTI SE BGP Comunity ([ RFC1997]).

+ The ASBR constructs an | P-address-specific RT by placing the IP
address carried in the Next Hop field of the received Inter-AS
VPLS A-D route in the dobal Administrator field of the
community, with the Local Admnistrator field of this comunity
set to 0. It also sets the Extended Conmunities attribute of the
leaf A-D route to that comunity. Note that this RT is the sane
as the ASBR I nport RT of the EBGP nei ghbor from which the ASBR
received the Inter-AS VPLS A-D route.

7.2.2.3. Leaf A-D Route Received via EBGP

When an ASBR receives, via EBGP, a leaf A-D route, the ASBR accepts
the route only if (a) at |least one of the RTs carried in the nessage
mat ches one of the inport RTs configured on the ASBR and (b) the ASBR
determ nes that the received route is the best route to the
destination carried in the NLRI of the route.

If the ASBR accepts the |leaf A-D route, the ASBR | ooks for an

exi sting A-D route whose BGP-VPLS A-D NLRI has the sanme val ue as the
<RD, VE-ID> field of the leaf A-D route just accepted. |If such an
A-Droute is found, then the MPLS | abel carried in the PVSI Tunnel
attribute of the leaf A-Droute is used to stitch a one hop ASBR- ASBR
LSP to the tail of the intra-AS tunnel segnent associated with the
found A-D route.

7.2.2.4. Inter-AS A-D Route Received via | BGP

In the context of this section, we use the term"PE/ASBR router" to
denote either a PE or an ASBR router.

Note that a given Inter-AS A-D route is advertised within a given AS
by only one ASBR, as described above.
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When a PE/ ASBR router receives, fromone of its |IBGP neighbors, a BGP
Updat e nmessage that carries an Inter-AS A-D route, if (a) at |east
one of the RTs carried in the nessage nmatches one of the inport RTs
configured on the PE/ASBR and (b) the PE/ ASBR deternines that the
received route is the best route to the destination carried in the
NLRI of the route, the PE/ ASBR perforns the followi ng operations.

The best route deternmination is as described in [ RFC4761] and
clarified in [ MILTI-HOM NG .

If the router is an ASBR, then the ASBR propagates the route to its
EBGP nei ghbors. Wen propagating the route to the EBGP nei ghbors,
the ASBR MJST set the Next Hop field of the MP_REACH NLRI attribute
to a routable | P address of the ASBR

If the received Inter-AS A-Droute carries the PMSI Tunnel attribute
with the Tunnel Type set to LDP P2MP LSP, the PE/ ASBR SHOULD join the
P-mul ti cast tree whose identity is carried in the PMSI Tunnel

attri bute.

If the received Inter-AS A-D route carries the PMSI Tunnel attribute
with the Tunnel ldentifier set to RSVP-TE P2MP LSP, then the ASBR
that originated the route MJST establish an RSVP-TE P2MP LSP with the
local PE/ASBR as a |leaf. This LSP MAY have been established before
the local PE/ ASBR receives the route, or it MAY be established after
the local PE receives the route.

If the received Inter-AS A-Droute carries the PMSI Tunnel attribute
with the Tunnel Type set to LDP P2MP LSP, or RSVP-TE P2MP LSP, but
the attribute does not carry a label, then the P-nmulticast tree, as
identified by the PMSI Tunnel attribute, is an intra-AS LSP segnent
that is part of the inter-AS tunnel for the <VPLS, VE-1D> advertised
by the Inter-AS A-D route and rooted at the PE that originated the
A-Droute. |If the PMSI Tunnel attribute carries a (upstream
assigned) | abel, then a conbination of this tree and the | abel
identifies the intra-AS segnent. |If the receiving router is an ASBR
this intra-AS segnent nmay further be stitched to ASBR-ASBR i nter-AS
segrment of the inter-AS tunnel. |If the PE/ASBR has | ocal receivers
in the VPLS, packets received over the intra-AS segnent nust be
forwarded to the |l ocal receivers using the |ocal VSI.

7.3. Option (c): Non-segnented Tunnels

In this nodel, there is a nulti-hop EBGP peering between the PEs (or
BGP Route Reflector) in one AS and the PEs (or BGP Route Reflector)
in another AS. The PEs exchange BGP-VPLS NLRI or BGP-VPLS A-D NLRI,
along with the PMSI Tunnel attribute, as in the intra-AS case
described in the "Denmultiplexing P-Milticast Tree Traffic" section.
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The PEs in different ASes use a non-segnented inter-AS P2MP tunne

for VPLS nulticast. A non-segnmented inter-AS tunnel is a single
tunnel that spans AS boundaries. The tunnel technol ogy cannot change
fromone point in the tunnel to the next, so all ASes through which

the tunnel passes nust support that technology. |In essence, AS
boundari es are of no significance to a non-segnented inter-AS P2MP
t unnel

This nodel requires no VPLS A-D routes in the control plane or VPLS
MAC address learning in the data plane on the ASBRs. The ASBRs only
need to participate in the non-segnented P2MP tunnel setup in the
control plane and do MPLS | abel forwarding in the data pl ane.

When the tunneling technology is P2MP LSP signaled with nLDP, and one
does not use [RFC6512], the setup of non-segnmented inter-AS P2MP
tunnels requires the P-routers in one AS to have |IP reachability to
the | oopback addresses of the PE routers in another AS. That is, the
reachability to the | oopback addresses of PE routers in one AS MJST
be present in the I1GP in another AS.

The data forwarding in this nodel is the same as in the intra-AS case
described in the "Denultiplexing P-Miulticast Tree Traffic" section

An i npl enentati on MJUST support this nodel.
8. Optimizing Miulticast Distribution via Selective Trees

Whenever a particular nulticast streamis being sent on an Inclusive
P-mul ticast tree, it is likely that the data of that streamis being
sent to PEs that do not require it, as the sites connected to these
PEs nmay have no receivers for the stream |f a particular stream has
a significant amount of traffic, it nmay be beneficial to nove it to a
Sel ective P-nmulticast tree that has, at its |leaves, only those PEs,
connected to sites that have receivers for the nmulticast stream (or
at least includes fewer PEs that are attached to sites with no

recei vers conpared to an Inclusive tree).

A PE connected to the nulticast source of a particular nulticast
stream may be perforning explicit tracking; that is, it my know the
PEs that have receivers in the nulticast stream The "Receiving
S-PMSI A-D Routes by PEsS" section describes procedures that enable
explicit tracking. |If this is the case, Selective P-nulticast trees
can also be triggered on other criteria. For instance, there could
be a "pseudo-wasted bandwi dth" criterion: switching to a Sel ective
tree would be done if the bandwidth multiplied by the nunber of

"uni nterested" PEs (PEs that are receiving the stream but have no
receivers) is above a specified threshold. The notivation is that
(a) the total bandw dth wasted by nmany sparsely subscribed | ow
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bandwi dt h groups may be large and (b) there’s no point to noving a
hi gh- bandwi dt h group to a Selective tree if all the PEs have
receivers for it.

Switching a (CGS, GG streamto a Selective P-nmulticast tree may
require the root of the tree to deternine the egress PEs that need to
receive the (CGS, GG traffic. This is true in the follow ng cases

+ |If the tunnel is a P2MP tree, such as an RSVP-TE P2MP Tunnel, the
PE needs to know the | eaves of the tree before it can instantiate
the Sel ective tree

+ If a PE decides to send traffic for nulticast streans, bel onging
to different VPLS instances, using one P-nulticast Selective
tree, such a tree is called an "Aggregate tree with a selective
mappi ng". The setting up of such an Aggregate tree requires the
ingress PE to know all the other PEs that have receivers for
mul ti cast groups that are mapped onto the tree (see the
"Aggregation Considerations" section for the rationale).

+ If ingress replication is used and the ingress PE wants to send
traffic for (GS, GG@s to only those PEs that are on the path to
receivers to the (GS, CGQs.

For discovering the I P nulticast group nenbership, for the above
cases, this document describes procedures that allow an ingress PE to
enabl e explicit tracking. Thus, an ingress PE can request the IP
mul ti cast nenbership fromegress PEs for one or nore C-nulticast
streams. These procedures are described in the "Receiving S-PVMSI A-D
Rout es by PEs" section

The root of the Selective P-multicast tree MAY decide to do explicit
tracking of the IP nulticast streamonly after it has decided to nove
the streamto a Selective tree, or it MAY have been doing explicit
tracking all along. This docunent also describes explicit tracking
for a wildcard source and/or group in the "Receiving S-PVMSI A-D

Rout es by PEs" section, which facilitates a Selective P-multicast
tree only node in which IP nulticast streams are always carried on a
Sel ective P-nmulticast tree. |In the description on Selective

P-mul ticast trees, the notation CSis intended to represent either a
specific source address or a wildcard. Simlarly, CGGis intended to
represent either a specific group address or a wildcard.

The PE at the root of the tree MJST signal the |eaves of the tree
that the (CGS, CG streamis now bound to the Selective tree. Note
that the PE could create the identity of the P-nulticast tree prior
to the actual instantiation of the tunnel
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If the Selective tree is instantiated by an RSVP-TE P2MP LSP, the PE
at the root of the tree MJUST establish the P2MP RSVP-TE LSP to the

| eaves. This LSP MAY have been established before the | eaves receive
the Selective tree binding, or it MAY be established after the | eaves
receive the binding. A leaf MJUST NOT switch to the Sel ective tree
until it receives the binding and the RSVP-TE P2MP LSP is set up to

t he | eaf.

8.1. Protocol for Switching to Selective Trees

Selective trees provide a PE the ability to create separate
P-multicast trees for certain (CGS, GG streans. The source PE

whi ch originates the Selective tree, and the egress PEs MJST use the
Sel ective tree for the (CGS, GG streanms that are mapped to it.

This may require the source and egress PEs to switch to the Sel ective
tree froman Inclusive tree if they were already using an Inclusive
tree for the (CGS, GG streans napped to the Sel ective tree.

Once a source PE decides to set up a Selective tree, it MJST announce
the mapping of the (CGS, CG streans (which may be in different VPLS
i nstances) that are nmapped to the tree to the other PEs using BGP
After the egress PEs receive the announcenment, they set up their
forwarding path to receive traffic on the Selective tree if they have
one or nore receivers interested inthe (CGS, GG streans napped to
the tree. Setting up the forwarding path requires setting up the
demul ti pl exing forwarding entries based on the top MPLS | abel (if
there is no inner label) or the inner label (if present) as described
in the "Establishing P-Miulticast Trees" section

When the P2MP LSP is established using nLDP, the egress PEs NMNAY
performthis switch to the Selective tree once the announcenent from
the ingress PE is received, or they MAY wait for a preconfigured
timer to do so after receiving the announcenent.

When the P2MP LSP protocol is P2MP RSVP-TE, an egress PE MJST perform
this switch to the Selective tree only after the announcenent from
the ingress PE is received and the RSVP-TE P2MP LSP has been set up
to the egress PE. This switch MAY be done after waiting for a
preconfigured timer after these two steps have been acconpli shed.

A source PE MJST use the follow ng approach to deci de when to start
transmitting data on the Selective tree, if it is currently using an
Inclusive tree. After announcing the (CGS, GG streamnmapping to a
Sel ective tree, the source PE MIST wait for a "sw tchover" del ay
before sending (CGS, GG streamon the Selective tree. It is
RECOMVENDED to allow this delay to be configurable. Once the
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"swi tchover" delay has el apsed, the source PE MUST send (CS, CQ
streamon the Selective tree. 1In no case is any (CGS, GG packet
sent on both Sel ective and Inclusive trees.

Wen a (GS, GG streamis switched froman Inclusive to a Selective
tree, the purpose of running a switchover timer is to mninize packet
| oss without introducing packet duplication. However, jitter nay be
i ntroduced due to the difference in transit del ays between the

I nclusive and Sel ective trees.

For best effect, the switchover tiner should be configured to a val ue
that is "just long enough" (a) to allow all the PEs to | earn about
the new binding of (CGS, CG to a Selective tree and (b) to allow
the PEs to construct the P-tunnel associated with the Sel ective tree,
if it doesn't already exist.

8.2. Advertising (GS, GG Binding to a Selective Tree

The ingress PE inforns all the PEs that are on the path to receivers
of the (CGS, GG of the binding of the Selective tree to the (CS

C- G, using BGP. The BGP announcenent is done by sending update for
t he MCAST-VPLS address family using what we referred to as an "S- PVSI
A-Droute". The format of the NLRI of this route is described in the
"Inclusive Treel/ Sel ective Tree ldentifier" section. The NLRI MJST be
constructed as foll ows:

+ The Route Distinguisher (RD) MJST be set to the RD configured
locally for the VPLS. This is required to uniquely identify the
<C-S, GG as the addresses could overlap between different VPLS
i nstances. This MJST be the sane RD val ue used in the VPLS auto-
di scovery process.

+ The Multicast Source field MJST contain the source address
associated with the CGnulticast stream and the Miulticast Source
Length field is set appropriately to reflect this. |[If the source
address is a wildcard, the source address is set to O.

+ The Multicast Group field MIUST contain the group address
associated with the C-nulticast stream and the Milticast G oup
Length field is set appropriately to reflect this. [If the group
address is a wildcard, the group address is set to O.

+ The Originating Router’s I P Address field MJUST be set to the IP
address that the (local) PE places in the BGP Next Hop of the
BGP-VPLS A-D routes. Note that the <RD, Originating Router’s |IP
Address> tuple uniquely identifies a given VPLS instance on a PE
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The PE constructs the rest of the Selective A-D route as foll ows.

Dependi ng on the type of a P-nulticast tree used for the P-tunnel
the PMSI Tunnel attribute of the S-PMSI A-D route is constructed as
fol |l ows:

+ The PMSI Tunnel attribute MJUST contain the identity of the
P-multicast tree (note that the PE could create the identity of
the tree prior to the actual instantiation of the tree).

+ If, in order to establish the P-nmulticast tree, the PE needs to
know the | eaves of the tree within its own AS, then the PE
obtains this information fromthe |eaf A-D routes received from
other PEs/ASBRs within its own AS (as other PEs/ASBRs origi nate
leaf A-D routes in response to receiving the S-PMSI A-D route) by
setting the Leaf Information Required flag in the PMSI Tunne
attribute to 1. This enables explicit tracking for the nulticast
strean(s) advertised by the S-PMSI A-D route.

+ If a PE originates S-PMSI A-D routes with the Leaf Information
Required flag in the PMSI Tunnel attribute set to 1, then the PE
MUST be (auto-)configured with an inmport RT, which controls
acceptance of |leaf A-D routes by the PE. (Procedures for
originating leaf A-D routes by the PEs that receive the S-PMS
A-D route are described in the "Receiving S-PVSI A-D Routes by
PEs" section.)

This RT is I P address specific. The dobal Administrator field
of this RT MIST be set to the IP address carried in the Next Hop
field of all the S-PMSI A-D routes advertised by this PE (if the
PE uses different Next Hop fields, then the PE MUST be
(auto-)configured with nultiple inport RTs, one per each such
Next Hop field). The Local Adnministrator field of this Route
Target MJST be set to O.

If the PE supports Route Target Constrain [ RFC4684], the PE
SHOULD advertise this inport RT within its own AS using Route
Target Constrain. To constrain distribution of the Route Target
Constrain routes to the AS of the advertising PE these routes
SHOULD carry the NO EXPORT Comunity ([ RFC1997]).

+ A PE MAY aggregate two or nore S-PMSIs originated by the PE onto
the sane P-nulticast tree. |f the PE already advertises S PM5
A-D routes for these S-PMsls, then aggregation requires the PE to
re-advertise these routes. The re-advertised routes MJST be the
same as the original ones, except for the PMSI Tunnel attribute.
If the PE has not previously advertised S-PMSI A-D routes for
these S-PMSIs, then the aggregation requires the PE to advertise
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(new) S-PMBlI A-D routes for these S-PMSIs. The PMSI Tunne
attribute in the newly advertised/re-advertised routes MJST carry
the identity of the P-nulticast tree that aggregates the S-PMSBIs
If at | east some of the S-PMSIs aggregated onto the sane

P-mul ticast tree belong to different VPLS instances, then all
these routes MJUST carry an MPLS upstream assi gned | abe

[RFC5331]. If all these aggregated S-PMSIs belong to the same
VPLS, then the routes MAY carry an MPLS upstream assigned | abe

[ RFC5331]. The I abels MJST be distinct on a per-VPLS-instance
basis, and they MAY be distinct on a per-route basis.

The Next Hop field of the MP_ REACH NLRI attribute of the route SHOULD
be set to the sane | P address as the one carried in the Originating
Router’s | P Address field.

By default, the set of RTs carried by the route MJST be the sanme as
the RTs carried in the BGP-VPLS A-D route originated fromthe VSI
The default could be nodified via configuration

8.3. Receiving S-PMSI A-D Routes by PEs

Consider a PE that receives an S-PMSI A-D route. |[|f one or nore of
the VSIs on the PE have their inport RTs that contain one or nore of
the RTs carried by the received S-PVMSI A-D route, then for each such
VSI, the PE perfornms the follow ng.

Procedures for receiving an S-PMSI A-D route by a PE (both within and
outside of the AS of the PE that originates the route) are the same
as specified in the "Inter-AS A-D Route Received via | BGP" section,
except that (a) instead of Inter-AS A-D routes the procedures apply
to S-PVMsl A-Droutes, (b) the rules for determ ning whether the
received S-PVMSI A-D route is the best route to the destination
carried in the NLRI of the route are the sane as BGP path sel ection
rules and may be nodified by policy, and (c) a PE perfornms procedures
specified in that section only if in addition to the criteria
specified in that section the following is true:

+ I1f, as aresult of nmulticast state snooping on the PE-CE
interfaces, the PE has snooped state for at |east one nulticast
join that matches the multicast source and group advertised in
the S-PMSI A-D route. Further, the oifs (outgoing interfaces)
for this state contain one or nore interfaces to the locally
attached CEs. Wen the nulticast signaling protocol anong the
CEs is IGW, then snooping and associ ated procedures are defined
in [ RFC4541]. The snooped state is determ ned using these
procedures. Wen the multicast signaling protocol anmong the CEs
is PIM the procedures in [RFC4541] are not sufficient to
determ ne the snooped state. The additional details required to
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determi ne the snooped state when CE-CE protocol is PIMare for
further study. Wen such procedures are defined, it is expected
that the procedures in this section will apply to the snooped
state created as a result of PIMas PE-CE protocol.

The snooped state is said to "match" the S-PMSI A-D route if any of
the following is true:

+ The S-PMSl A-Droute carries (GS, GG and the snooped state is
for (GS, GQ or for (CG*, GG, R

+ The S-PMsl A-Droute carries (G*, GG and (a) the snooped state
is for (CG*, CG OR (b) the snooped state is for at |east one
multicast join with the nulticast group address equal to C G and
there doesn’t exist another S-PMSI A-D route that carries (CS,
C G where CGSis the source address of the snooped state.

+ The S-PMsl A-Droute carries (CGS, CG*) and (a) the snooped state
is for at least one nulticast join with the nulticast source
address equal to G S, and (b) there doesn't exist another S-PMS
A-Droute that carries (CGS, GG where CGGis the group address
of the snooped state.

+ The S-PMsl A-Droute carries (CG*, CG*) and there is no other
S-PMBI A-D route that natches the snooped state as per the above
condi tions.

Note if the above conditions are true, and if the received S-PMSI A-D
route has a PMSI Tunnel attribute with the Leaf Information Required
flag set to 1, then the PE originates a |eaf A-D route, constructed
as follows:

+ The route carries a single MCAST-VPLS NLRI with the Route Key
field set to the MCAST-VPLS NLRI of the received S-PMSlI A-D
rout e.

+ The Originating Router’s | P Address set to the I P address of the
PE (this MJST be a routable |IP address).

+ The PE constructs an | P-address-specific RT by placing the IP
address carried in the Next Hop field of the received S-PVMSI A-D
route in the @ obal Administrator field of the Conmunity, with
the Local Administrator field of this Conmunity set to 0 and
setting the Extended Communities attribute of the leaf A-D route
to that Conmunity.
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+ The Next Hop field of the MP_REACH NLRI attribute of the route
MUST be set to the sane I P address as the one carried in the
Oiginating Router’s | P Address field of the route.

+ To constrain the distribution scope of this route, the route MJST
carry the NO EXPORT Community [ RFC1997], except for the inter-AS
scenario with option (c).

Once the leaf A-D route is constructed, the PE advertises this route
into | BGP.

In addition to the procedures specified in the "Inter-AS A-D Route
Recei ved via | BG" section, the PE MJST set up its forwarding path to
receive traffic, for each nmulticast streamin the nmatchi ng snooped
state, fromthe tunnel advertised by the S-PMSI A-D route (the PE
MUST switch to the Selective tree).

When a new snooped state is created by a PE, then the PE MJUST first
deternmine if there is an S-PMSI A-D route that nmatches the snooped

state as per the conditions described above. If such an S-PMSI A-D
route is found, then the PE MUST follow the procedures described in
this section, for that particular S-PMsl A-D route. |If later on the

snooped state ages out and is deleted fromthe PE, the PE SHOULD
withdraw the | eaf A-D route that it had originated in response to the
S-PMSI A-D route.

8.4. Inter-AS Selective Tree

Inter-AS Selective trees support all three options of inter-AS VPLS
service, option (a), (b), and (c), that are supported by Inter-AS
Inclusive trees. They are constructed in a manner that is very
simlar to Inter-AS Inclusive trees.

For option (a) and option (b), support Inter-AS Selective trees are
constructed without requiring a single P-nulticast tree to span
multiple ASes. This allows individual ASes to potentially use
different P-tunneling technologies. There are two variants of this.
One that requires MAC and I P multicast |ookup on the ASBRs and

anot her that does not require MAC/ IP multicast |ookup on the ASBRs
and instead builds segnented Inter-AS Sel ective trees.

Segnmented Inter-AS Selective trees can al so be used with option (c),
unli ke Segnented Inter-AS Inclusive trees. This is because the
S-PMSI A-D routes can be exchanged via ASBRs (even though BGP VPLS
A-D routes are not exchanged via ASBRs).

In the case of Option (c), an Inter-AS Selective tree may al so be a
non-segnented P-nulticast tree that spans nultiple ASes.
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8.4.1. VSIs on the ASBRs

The requirements on ASBRs, when VSIs are present on the ABSRs,

i nclude the requirenents presented in the "Inter-AS Inclusive
P-Mul ti cast Tree A-D/ Binding" section. The source ASBR (that
receives traffic fromanother AS) may i ndependently deci de whet her or
not it wishes to use Selective trees. If it uses Selective trees,
the source ASBR MUST performa MAC | ookup to determine the Sel ective
tree to forward the VPLS packet on.

8.4.1.1. VPLS Inter-AS Selective Tree A-D Binding

The mechani sns for propagating S-PMBI A-D routes are the same as the
intra-AS case described in the "MCAST-VPLS NLRI" section. The BGP
Selective tree A-D routes generated by PEs in an AS MUST NOT be
propagat ed outside the AS.

8.4.2. Inter-AS Segnented Sel ective Trees

Inter-AS Segnented Sel ective trees MJST be inpl enmented when option
(b) is used to provide the inter-AS VPLS service. They MAY be used
when option (c) is inplenmented to provide the inter-AS VPLS servi ce.

A Segnmented inter-AS Selective Tunnel is constructed simlar to an

i nter-AS Segnented | nclusive Tunnel. Nanely, such a tunnel is
constructed as a concatenation of tunnel segnments. There are two
types of tunnel segnments: an intra-AS tunnel segnent (a segnent that
spans ASBRs within the sane AS) and inter-AS tunnel segnment (a
segnment that spans adjacent ASBRs in adjacent ASes). ASes that are
spanned by a tunnel are not required to use the sane tunneling

mechani smto construct the tunnel -- each AS may pick up a tunneling
nmechani smto construct the intra-AS tunnel segment of the tunnel, in
its AS

The PE that decides to set up a Selective tree advertises the

Sel ective tree to nulticast stream binding using an S-PMSI A-D route,
as per procedures in the "Advertising (CGS, GG Binding to a

Sel ective Tree" section, to the routers in its own AS.

An S-PVMSI A-D route advertised outside the AS, to which the
originating PE belongs, will be referred to as an Inter-AS S-PMS
tree A-Droute (although this route is originated by a PE as an
intra-AS S-PVMSl A-Droute, it is referred to as an Inter-AS route
out si de the AS)
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8.4.2.1. Handling S-PMBl A-D Routes by ASBRs

Procedures for handling an S-PMSI A-D route by ASBRs (both within and
outside of the AS of the PE that originates the route) are the same
as specified in the "Propagating BGP VPLS A-D Routes to O her ASes”
section, except that instead of Inter-AS A-D routes and their NLRI,
these procedures apply to S-PMsl A-D routes and their NLRI.

In addition to these procedures, an ASBR advertises a leaf A-Droute
in response to an S-PMSI A-Droute only if:

+ The S-PMSI A-D route was received via EBG from anot her ASBR and
the ASBR nerges the S-PMSI A-D route into an Inter-AS BGP VPLS
A-D route as described in the next section. OR

+ The ASBR receives a leaf A-D route froma downstream PE or ASBR
in response to the S-PMSI A-D route, received froman upstream PE
or ASBR, that the ASBR propagated inter-AS to downstream ASBRs
and PEs.

+ The ASBR has snooped state fromlocal CEs that matches the NLRI
carried in the S-PMSI A-D route as per the follow ng rules:

i) The NLRI encodes (C-S, GG, which is the sane as the snooped
(CGS, GG

ii) The NLRI encodes (*, CQ, there is snooped state for at |east
one (CGS, GG, and there is no other matching S-PMSI A-D route
for (GS, GG ORthere is snooped state for (*, CGGQ

iii) The NLRI encodes (*, *), there is snooped state for at |east
one (CGS, GG or (*, CGQ, and there is no other matching
S-PMSI A-Droute for that (GS, GG or (*, GG, respectively.

The C-nulticast data traffic is sent on the Selective tree by the
originating PE. Wen it reaches an ASBR that is on the inter-AS

segnmented tree, it is delivered to |ocal receivers, if any. It is
then forwarded on any inter-AS or intra-AS segnents that exist on the
Inter-AS Sel ective segnented tree. |If the Inter-AS Sel ective

segnmented tree is merged onto an Inclusive tree, as described in the
next section, the data traffic is forwarded onto the Inclusive tree.
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8.4.2.1.1. Merging Selective Tree into an Inclusive Tree
Consi der the situation where:

+ An ASBR is receiving (or expecting to receive) inter-AS
(CGS, CG data fromupstreamvia a Sel ective tree.

+ The ASBR is sending (or expecting to send) the inter-AS
(GS, GG data downstreamvia an Inclusive tree.

This situation may arise if the upstream providers have a policy of
using Sel ective trees but the downstream provi ders have a policy of
using Inclusive trees. To support this situation, an ASBR MAY, under
certain conditions, nerge one or nore upstream Sel ective trees into a
downstream I nclusive tree. Note that this can be the case only for
option (b) and not for option (c) as, for option (c), the ASBRs do
not have Inclusive tree state.

A Sel ective tree (corresponding to a particular S-PMSI A-D route) MY
be nerged by a particular ASBR into an Inclusive tree (correspondi ng
to a particular Inter-AS BGP VPLS A-D route) if and only if the
followi ng conditions all hold:

+ The S-PMSI A-D route and the Inter-AS BGP VPLS A-D route
originate in the sane AS. The Inter-AS BGP VPLS A-D route
carries the originating AS in the AS PATH attribute of the route.
The S-PMSI A-D route carries the originating AS in the AS_PATH
attribute of the route.

+ The S-PMSlI A-D route and the Inter-AS BGP VPLS A-D route have
exactly the sane set of RTs.

An ASBR performs nerging by stitching the tail end of the P-tunnel,
as specified in the PMSI Tunnel attribute of the S-PMSI A-D route
received by the ASBR, to the head of the P-tunnel, as specified in
the PMSI Tunnel attribute of the Inter-AS BGP VPLS A-D route
re-adverti sed by the ASBR

An ASBR that nmerges an S-PMSI A-D route into an Inter-AS BGP VPLS A-D
route MJUST NOT re-adverti se the S-PMSI A-D route.
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8.4.3. Inter-AS Non-segnented Sel ective Trees

I nter-AS Non-segnented Sel ective trees MAY be used in the case of
option (c).

In this nethod, there is a nulti-hop EBGP peering between the PEs (or
a Route Reflector) in one AS and the PEs (or Route Reflector) in

anot her AS. The PEs exchange BGP Sel ective tree A-D routes, along
with PMSI Tunnel attribute, as in the intra-AS case described in the
"Option (c): Non-segnented Tunnel s" section

The PEs in different ASes use a non-segnented Sel ective inter-AS P2MP
tunnel for VPLS multicast.

This nethod requires no VPLS information (in either the control or
the data plane) on the ASBRs. The ASBRs only need to participate in
t he non-segnented P2MP tunnel setup in the control plane and do MPLS
| abel forwarding in the data pl ane.

The data forwarding in this nodel is the same as in the intra-AS case
described in the "Establishing P-Miulticast Trees" section

9. BGP Ext ensi ons

This section describes the encoding of the BGP extensions required by
this docunent.

9. 1. I nclusive Tree/ Sel ective Tree ldentifier

Inclusive P-nulticast tree and Sel ective P-nulticast tree
advertisenents carry the P-nulticast tree identifier. For the
purpose of carrying this identifier, this document reuses the BGP
attribute, called "PMSI _TUNNEL" that is defined in [ RFC6514].

Thi s docunment supports only the follow ng Tunnel Types when the PMS
Tunnel attribute is carried in VPLS A-D or VPLS S-PMSI A-D routes:

- No tunnel information present
RSVP- TE P2MP LSP

- LDP P2MP LSP

I ngress Replication

+ 4+ + +
ONPRO
1
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9.2. MCAST-VPLS NLRI
Thi s docunent defines a new BGP NLRI, called the "MCAST-VPLS NLRI".

Following is the format of the MCAST-VPLS NLRI:

o m e e e e e e e e e e eee s +
| Rout e Type (1 octet) |
o m e e e e e e e e e ee s +
| Length (1 octet) |
o e e e e e e e e e e e e e e e +
| Route Type specific (variable) |
o m e e e e e e e e e e eee s +

The Route Type field defines encoding of the Route Type specific
field of MCAST-VPLS NLRI.

The Length field indicates the length in octets of the Route Type
specific field of MCAST-VPLS NLRI.

Thi s docunent defines the follow ng route types for A-D routes:

+ 3 - Selective Tree A-D route;
+ 4 - Leaf A-D route.

The MCAST-VPLS NLRI is carried in BGP using BGP Multiprotocol

Ext ensi ons [ RFCA760] with an Address Fanily Identifier (AFlI) of 25
(L2VPN AFl), and a Subsequent Address Family ldentifier (SAFl) of
MCAST-VPLS. The NLRI field in the MP_REACH NLRI / MP_UNREACH NLR
attribute contains the MCAST-VPLS NLRI (encoded as specified above).

In order for two BGP speakers to exchange | abel ed MCAST- VPLS NLRI,
they must use BGP Capabilities Advertisenent to ensure that they both
are capabl e of properly processing such NLRI. This is done as
specified in [RFC4760], by using capability code 1 (multiprotocol

BG) with an ARl of 25 and a SAFl of MCAST-VPLS.

The follow ng describes the format of the Route Type specific field
of MCAST-VPLS NLRI for various route types defined in this docunent.
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9.2.1. S-PMVMSlI A-D Route

The Route Type specific field of MCAST-VPLS NLRI of an S-PMsl A-D
route consists of the foll ow ng:

o e e m e e e e e e e e e e e e e e e +
| RD (8 octets)

o m e e e e e e e e e eme s +
| Multicast Source Length (1 octet)

o m e m e e e e e e e e e e e e emeao - +
| Milticast Source (Variable) |
o e e m e e e e e e e e e e e e e e e +
| Multicast G oup Length (1 octet)

o m e e e e e e e e e eme s +
| Milticast G oup (Vari abl e) |
o m e m e e e e e e e e e e e e emeao - +
| Oiginating Router’s | P Addr |
o e e m e e e e e e e e e e e e e e e +

The RD is encoded as described in [ RFC4364].

The Multicast Source field contains the CGS address, i.e., the
address of the nulticast source. |f the Miulticast Source field
contains an | Pv4 address, then the value of the Milticast Source
Length field is 32. If the Miulticast Source field contains an | Pv6
address, then the value of the Milticast Source Length field is 128.
The value of the Multicast Source Length field may be set to 0 to
indicate a wil dcard.

The Multicast Goup field contains the CG address, i.e., the address
of the nmulticast group. |If the Miulticast Group field contains an

| Pv4 address, then the value of the Milticast Group Length field is
32. If the Miulticast Goup field contains an | Pv6 address, then the
val ue of the Miulticast Goup Length field is 128. The Milti cast

G oup Length field may be set to O to indicate a w |l dcard.

Whet her the Originating Router’s | P Address field carries an |Pv4 or

| Pv6 address is deternmined by the value of the Length field of the
MCAST-VPLS NLRI. If the Milticast Source field contains an | Pv4
address and the Miulticast Group field contains an | Pv4 address, then
the value of the Length field is 22 bytes if the Originating Router’s
| P Address carries an | Pv4 address and 34 bytes if it is an | Pv6
address. If the Multicast Source and Multicast Goup fields contain
| Pv6 addresses, then the value of the Length field is 46 bytes if the
Oiginating Router’'s | P Address carries an | Pv4 address and 58 bytes
if it is an IPv6 address. The followi ng table sunmarizes the above.
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Mul ti cast Mul ti cast Oiginating Router’s Length
Sour ce G oup | P Address

| Pv4 | Pv4 | Pv4 22

| Pv4 | Pv4 | Pv6 34

| Pv6 | Pv6 | Pv4 46

| Pv6 | Pv6 | Pv6 58

Usage of Selective Tree A-D routes is described in the "Optim zing
Mul ticast Distribution via Selective Trees" section.

9.2.2. Leaf A-D Route

The Route Type specific field of MCAST-VPLS NLRI of a leaf A-Droute
consists of the follow ng:

oo o e e e e e e e e e e e e eme——os +
| Rout e Key (vari abl e) |
o e +
| Oiginating Router’s | P Addr |
o e i +

VWhet her the Originating Router’s I P Address field carries an |1Pv4 or
| Pv6 address is determined by the Length field of the MCAST-VPLS NLR
and the length of the Route Key field. Fromthese two length fields,
one can conmpute the Iength of the Originating Router’s | P Address.

If this conputed length is 4, then the address is an |IPv4 address; if
its 16, then the address is an | Pv6 address.

Usage of leaf A-Droutes is described in the "Inter-AS Inclusive
P-Mul ticast Tree A-D/Binding" and "Optim zing Miulticast Distribution
via Sel ective Trees" sections.

10. Aggregation Considerations

Thi s docunent does not specify the nandatory inplenentation of any
particul ar set of rules for determ ning whether or not the Inclusive
or Selective trees of two particular VPLS instances are to be
instanti ated by the same Aggregate Inclusive/Selective tree. This
determ nati on can be rmade by inpl enentation-specific heuristics, by
configuration, or even perhaps by the use of offline tools.

This section discusses potential nethodol ogies with respect to
aggregati on.
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In general, the heuristic used to decide which VPLS instances or
<C-S, GG entries to aggregate is inplenentation dependent. It is
al so conceivable that offline tools can be used for this purpose.
This section discusses sone trade-offs with respect to aggregation

The "congruency" of aggregation is defined by the anount of overlap
in the | eaves of the client trees that are aggregated on an SP tree.
For Aggregate Inclusive trees, the congruency depends on the overl ap
in the nenmbership of the VPLS instances that are aggregated on the
Aggregate Inclusive tree. |If there is conplete overlap, aggregation
is perfectly congruent. As the overlap between the VPLS instances
that are aggregated reduces, the congruency reduces.

Fromthe above definition of "congruency", it follows that in order
for a given PE to determine the congruency of the client trees that
this PE could aggregate, the PE has to know the | eaves of these
client trees. This is irrespective of whether the aggregated SP tree
is established using nLDP or RSVP-TE.

I f aggregation is done such that it is not perfectly congruent, a PE
may receive traffic for VPLS instances to which it doesn't bel ong.

As the anount of multicast traffic in these unwanted VPLS instances

i ncreases, aggregation becones less optinmal with respect to delivered
traffic. Hence, there is a trade-off between reducing nulticast
state in the core and delivering unwanted traffic.

An i npl enentation should provide knobs to control aggregation based
on the congruency of the tree to be aggregated. This will allow an
SP to depl oy aggregati on depending on the VPLS nenbership and traffic
profiles inits network. |If different PEs are setting up Aggregate
Inclusive trees, this will also allow an SP to engi neer the nmaxi num
amount of unwanted VPLS instances for which a particular PE may
receive traffic.

The state/bandwidth optinmality trade-off can be further inproved by
having a versatile nmany-to-nmany associ ati on between client trees and
provider trees. Thus, a VPLS instance can be nmapped to multiple
Aggregate trees. The nechanisns for achieving this are for further
study. Also, it nay be possible to use both ingress replication and
an Aggregate tree for a particular VPLS. Mechanisns for achieving
this are also for further study.
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11.

11.

11.

Dat a Forwardi ng
1. MPLS Tree Encapsul ation
1.1. Mapping Miultiple VPLS Instances to a P2MP LSP

The foll owi ng di agram shows the progression of the VPLS nulticast
packet as it enters and | eaves the SP network when MPLS trees are
bei ng used for nultiple VPLS instances. RSVP-TE P2MP LSPs are
exanpl es of such trees.

Packets received Packets in transit Packet s forwarded
at ingress PE in the service by egress PEs
provi der network

Fom e e e e e oo oo +

| MPLS Tree Label

S +

| VPLS Label
++ ++ ++ ++ ++ ++
|| C-Ether Hdr || || G Ether Hdr || || G Ether Hdr ||
++ ++ >>>>> ++ ++ >>>>> ++ ++
|| CIP Header || || CIP Header || || CIP Header ||
++ ++ >>>>> ++ ++ >>>>> ++ ++
|| C Payl oad | || C Payl oad | || C Payl oad |
++ ++ ++ + ++

When an ingress PE receives a packet, the ingress PE using the
procedures defined in [RFCA761] and [ RFC4762] determ nes the VPLS

i nstance associated with the packet. |If the packet is an IP
mul ti cast packet, and the ingress PE uses an Aggregate Sel ective tree
for the (CGS, GG carried in the packet, then the ingress PE pushes
the VPLS Label associated with the VPLS instance on the ingress PE
and the MPLS Tree Label associated with the Aggregate Sel ective tree,
and it sends the packet over the P2MP LSP associated with the
Aggregate Selective tree. Oherwise, if the ingress PE does not use
an Aggregate Selective tree for the (GS, GG, or the packet is
either non-1P nulticast or broadcast, the ingress PE pushes the VPLS
| abel associated with the VPLS instance on the ingress PE and the
MPLS Tree Label associated with the Aggregate Inclusive tree, and it
sends the packet over the P2MP LSP associated with the Aggregate

I ncl usive tree.

The egress PE does a | ookup on the outer MPLS tree |abel, and
determines the MPLS forwarding table in which to | ook up the inner
MPLS | abel (VPLS label). This table is specific to the tree | abe
space (as identified by the MPLS Tree Label). The inner |abel (VPLS
| abel) is unique within the context of the root of the tree (as it is
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assigned by the root of the tree, without any coordination with any
other nodes). Thus, it is not unique across multiple roots. So, to
unamnbi guously identify a particular VPLS, one has to know the VPLS

| abel , and the context within which that |abel is unique. The
context is provided by the outer MPLS | abel (MPLS Tree Label)

[ RFC5331] .

The outer MPLS | abel is popped. The |ookup of the resulting MPLS
| abel deternines the VSI in which the egress PE needs to do the
C-multicast data packet |ookup. It then pops the inner MPLS | abe
and sends the packet to the VSI for multicast data forwarding.

11.1.2. Mapping One VPLS Instance to a P2MP LSP

The foll owi ng di agram shows the progression of the VPLS nulticast
packet as it enters and | eaves the SP network when a given MPLS tree
is being used for a single VPLS instance. RSVP-TE P2MP LSPs are
exanpl es of such trees.

Packets received Packets in transit Packets forwarded
at ingress PE in the service by egress PEs
provi der network

S +

| MPLS Tree Label |
++ ++ ++ ++ ++ ++
|| C-Ether Hdr || || G Ether Hdr || || G Ether Hdr ||
++ ++ >>>>> ++ ++ >>>>> ++ ++
|| CIP Header || || CIP Header || || CIP Header ||
++ ++ >>>>> ++ ++ >>>>> ++ ++
|| C Payl oad | || C Payl oad | || C Payl oad |
++ ++ ++ ++ ++ ++

When an ingress PE receives a packet, the ingress PE using the
procedures defined in [RFCA761] and [ RFC4762] determ nes the VPLS

i nstance associated with the packet. |If the packet is an IP

mul ti cast packet, and the ingress PE uses a Selective tree for the
(GS, CGGQ carried in the packet, then the ingress PE pushes the MPLS
Tree Label associated with the Sel ective tree, and it sends the
packet over the P2MP LSP associated with the Selective tree.

O herwise, if the ingress PE does not use a Selective tree for the
(CGS, GG, or the packet is either non-1P nulticast or broadcast,
the ingress PE pushes the MPLS Tree Label associated with the
Inclusive tree, and it sends the packet over the P2MP LSP associ at ed
with the Inclusive tree.
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The egress PE does a | ookup on the MPLS tree | abel and determ nes the
VSI in which the receiver PE needs to do the C-nulticast data packet

| ookup. It then pops the MPLS | abel and sends the packet to the VSI
for multicast data forwarding.

12. VPLS Data Packet Treat nment

If the destination MAC address of a VPLS packet received by an
ingress PE froma VPLS site is a nulticast address, a P-nulticast
tree SHOULD be used to transport the packet, if possible. If the
packet is an IP multicast packet and a Sel ective tree exists for that
mul ti cast stream the Selective tree MIST be used. Else, if a

(CG*, CG*) Selective tree exists for the VPLS it SHOULD be used.
Else, if an Inclusive tree exists for the VPLS, it SHOULD be used.

If the destination MAC address of a VPLS packet is a broadcast
address, it is flooded. If a (CG*, C*) Selective tree exists for
the VPLS, the PE SHOULD flood over it. Else, if an Inclusive tree
exists for the VPLS, the PE SHOULD fl ood over it. Else, the PE MJST
flood the packet using the procedures in [RFC4761] or [RFCA762].

If the destination MAC address of a packet is a unicast address and
it has not been | earned, the packet MJST be sent to all PEs in the
VPLS. Inclusive P-nulticast trees or a Selective P-nulticast tree
bound to (C*, C*) SHOULD be used for sendi ng unknown uni cast MAC
packets to all PEs. Wen this is the case, the receiving PEs MJST
support the ability to perform MAC address | earning for packets
received on a nmulticast tree. 1In order to performsuch |earning, the
recei ver PE MIST be able to determ ne the sender PE when a VPLS
packet is received on a P-nulticast tree. This further inplies that
the MPLS P-nulticast tree technology MUST allow the egress PE to
determi ne the sender PE fromthe received MPLS packet.

When a receiver PE receives a VPLS packet with a source MAC address,
whi ch has not yet been | earned, on a P-nulticast tree, the receiver

PE determines the PWto the sender PE. The receiver PE then creates
forwarding state in the VPLS instance with a destination MAC address
bei ng the sane as the source MAC address being | earned, and the PW

being the PWto the sender PE

It should be noted that when a sender PE that is sending packets
destined to an unknown uni cast MAC address over a P-nulticast tree

| earns the PWto use for forwardi ng packets destined to this unicast
MAC address, it nmight imediately switch to transport such packets
over this particular PW Since the packets were initially being
forwarded using a P-nmulticast tree, this could |l ead to packet
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reordering. This constraint should be taken into consideration if
unknown uni cast franmes are forwarded using a P-nulticast tree,
instead of multiple PW based on [ RFC4761] or [RFC4762].

An i nmpl enentati on SHOULD support the ability to transport unknown
uni cast traffic over Inclusive P-nmulticast trees. Furthernore, an
i mpl enentati on MUST support the ability to perform MAC address

| earning for packets received on a P-nulticast tree

13. Security Considerations

Security considerations discussed in [RFC4761] and [ RFC4762] apply to
this docunent. This section describes additional considerations.

As nentioned in [ RFC4761], there are two aspects to achieving data
privacy and protecting agai nst denial -of-service attacks in a VPLS:
securing the control plane and protecting the forwarding path.
Conpromi se of the control plane could result in a PE sending
mul ti cast data bel onging to some VPLS to another VPLS, or bl ack-
holing VPLS nulticast data, or even sending it to an eavesdropper
none of which are acceptable froma data privacy point of view In
addi ti on, conpromi se of the control plane could result in black-
holing VPLS nulticast data and coul d provide opportunities for
unaut hori zed VPLS nulticast usage (e.g., exploiting traffic
replication within a nulticast tree to anplify a denial -of -service
attack based on sending | arge anmounts of traffic).

The mechanisnms in this docunent use BGP for the control plane.
Hence, techni ques such as in [RFC5925] hel p authenticate BGP
messages, naking it harder to spoof updates (which can be used to
divert VPLS traffic to the wong VPLS) or wthdrawal s (denial -of -
service attacks). In the nulti-AS nmethods (b) and (c) described in
the "Inter-AS Inclusive P-Milticast Tree A-D/ Binding" section, this
al so means protecting the inter-AS BGP sessions, between the ASBRs,
the PEs, or the Route Reflectors.

Note that [RFC5925] will not help in keeping MPLS | abel s, associ ated
with P2MP LSPs or the upstream MPLS | abels used for aggregation,
private -- knowi ng the |abels, one can eavesdrop on VPLS traffic.
However, this requires access to the data path within an SP network
which is assuned to be conposed of trusted nodes/links.

One of the requirenents for protecting the data plane is that the
MPLS | abel s be accepted only fromvalid interfaces. This applies
both to MPLS | abel s associated with P2MP LSPs and to the upstream
assigned MPLS | abels. For a PE, valid interfaces conprise links from
other routers in the PEs own AS. For an ASBR, valid interfaces
conprise links fromother routers in the ASBR s own AS, and |inks
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14.

15.

15.

fromother ASBRs in ASes that have instances of a given VPLS. It is
especially inportant in the case of nmulti-AS VPLS instances that one
accept VPLS packets only fromvalid interfaces.

| ANA Consi der ations

Thi s docunent defines a new NLRI, called "MCAST-VPLS", to be carried
in BGP using multiprotocol extensions. |ANA has assigned it a SAFI
val ue of 8.

Thi s docunent defines a BGP-optional transitive attribute called
"PMSI _TUNNEL". This is the sane attribute as the one defined in
[ RFC6514] and the code point for this attribute has already been
assigned by | ANA as 22 [BGP-1ANA]. Hence, no further action is
required fromI|ANA regarding this attribute.
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