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Abst r act

Thi s docunent defines a nechanismto run Bidirectional Forwarding
Detection (BFD) on Link Aggregation Goup (LAG interfaces. It does

so by running an independent Asynchronous node BFD session on every
LAG nenber |i nk.

This mechanismall ows the verification of nenber link continuity,
either in conbination with, or in absence of, Link Aggregation
Control Protocol (LACP). It provides a shorter detection time than
what LACP offers. The continuity check can al so cover el enents of
Layer 3 (L3) bidirectional forwarding.

Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww.rfc-editor.org/info/rfc7130.
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Copyright Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1. Introduction

The Bidirectional Forwarding Detection (BFD) protocol [RFC5880]
provides a nechanismto detect faults in the bidirectional path

bet ween two forwardi ng engines, including interfaces, data |inks, and
to the extent possible the forwardi ng engi nes thenselves, wth
potentially very low |l atency. The BFD protocol also provides a fast
mechani sm for detecting conmuni cation failures on any data |inks and
the protocol can run over any nedia and at any protocol |ayer.

LAG as defined in [|I EEEBO2. 1AX], provides mechani snms to conbi ne

mul tiple physical links into a single logical link. This |ogica
I ink provides higher bandwi dth and better resiliency, because if one
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of the physical nenber links fails, the aggregate logical link can
continue to forward traffic over the remaining operational physica
menmber | i nks.

Currently, the Link Aggregation Control Protocol (LACP) is used to
detect failures on a per-physical-nenber |ink. However, the use of
BFD for failure detection would (1) provide a faster detection, (2)
provi de detection in the absence of LACP, and (3) would be able to
verify the ability for each menber link to be able to forward L3
packets.

Runni ng a single BFD session over the aggregation w thout interna
know edge of the nenber |inks would nake it inpossible for BFD to
guar ant ee detection of the physical menber link failures.

The goal is to verify link Continuity for every nenber link. This
corresponds to [ RFC5882], Section 7.3.

The approach taken in this docurment is to run an Asynchronous node
BFD sessi on over each LAG nmenber |ink and make BFD control whether
the LAG menber |ink should be part of the L2 | oad-bal ancing table of
the LAGinterface in the presence or the absence of LACP

Thi s docunent describes how to establish an Asynchronous node BFD
session per physical LAG nenber link of the LAG interface.

Wiile there are native Ethernet mechanisns to detect failures

(802. 1ax, .3ah) that could be used for LAG the solution defined in
this docunent enabl es operators who have al ready depl oyed BFD over
different technologies (e.g., IP, MPLS) to use a conmon failure

det ection nechani sm

1.1. Requirements Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. BFD on LAG Menber Links
The mechani sm defined for a fast detection of LAG nenber link failure
is to run Asynchronous node BFD sessions on every LAG nenber |ink

We call these per-LAG nenber-1|ink BFD sessions "nicro-BFD sessions"
in the remai nder of this docunent.
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2.1. Mcro-BFD Session Address Fanily

Menmber |ink mcro-BFD sessions, when using | P/UDP encapsul ation, can
use I Pv4 or I Pv6 addresses. Two m cro-BFD sessions MAY exist per
menber |ink: one IPv4 another IPv6. Wen an address famly is used
on one nenber link, then it MJST be used on all menber |inks of the
particul ar LAG

2.2. Mcro-BFD Session Negotiation

A single mcro-BFD session for every enabled address famly runs on
each nenber link of the LAG The nicro-BFD session’s negotiation
MUST foll ow the sane procedures defined in [ RFC5880] and [ RFC5881].

Only Asynchronous node BFD is considered in this docunent; the use of
the BFD echo function is outside the scope of this docunent. At

| east one system MJUST take the Active role (possibly both). The

m cr o- BFD sessions on the nenber |inks are i ndependent BFD sessi ons.
They use their own unique |local discrimnator values, nmaintain their
own set of state variables, and have their own i ndependent state
machi nes. Tinmer values MAY be different, even anmong the nicro-BFD
sessions belonging to the same aggregation, although it is expected
that m cro-BFD sessions belonging to the same aggregation will use
the same tiner val ues.

The denul ti pl exi ng of a received BFD packet is solely based on the
Your Discrimnator field, if this field is nonzero. For the initial
Down BFD packets of a BFD session, this value MAY be zero. 1In this
case, derultipl exing MIST be based on sone conbi nati on of other
fields that MUST include the interface information of the menber |ink
and the destination UDP port of the received BFD packet.

The procedure for the reception of BFD control packets in
Section 6.8.6 of [RFC5880] is amended as follows for per-LAG nenber-
I'ink mcro-BFD sessions:

If the Your Discrimnator field is nonzero and a m cro-BFD over a
LAG session is found, the interface on which the m cro-BFD contr ol
packet arrived MJST correspond to the interface associated with

t hat sessi on.

Thi s docunent defines the BFD control packets for each micro BFD

session to be | P/UDP encapsul ated as defined in [ RFC5881], but with a
new UDP destinati on port 6784.
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The new UDP port renoves the anbiguity of BFD over LAG packets from
BFD over single-hop IP. An exanple is (mis-)configuring a LAGw th
m cr o- BFD sessi ons on one side but using a [ RFC5881] BFD session for
the LAG (treated as a single interface) on the opposite side.

The procedures in this docunent MJUST be used for BFD nessages
addressed to port 6784 and MUST NOT be used for others ports assigned
in RFCs descri bing other BFD nodes.

Control packets use a destination |IP address that is configured on
the peer system and can be reached via the LAG interface.

| mpl enentati ons nay range fromexplicitly configuring | P addresses
for the BFD sessions to out-of-band nethods for |earning the
destination | P address. The details are outside the scope of this
docunent .

2.3. Mecro-BFD Session Ethernet Details

On Et hernet-based LAG nenber |inks, the destination Media Access
Control (MAC) is the dedicated nulticast MAC address

01- 00-5E-90-00-01 to be the i medi ate next hop. This dedicated MAC
address MJST be used for the initial BFD packets of a micro-BFD

sessi on when in the Down/ Admi nDown and Init states. Wen a mnicro-BFD
session is changing into the Up state, the first bfd. DetectMult
packets in the Up state MJST be sent with the dedicated MAC. For BFD
packets in the Up state following the first bfd. Detect Mult packets,
the source MAC address fromthe recei ved BFD packets for the session
MAY be used instead of the dedicated MAC

Al'l inplenmentations MJST be able to send and recei ve BFD packets in
Up state using the dedi cated MAC address. |nplenentations supporting
bot h, sending BFD Up packets with the dedicated and the received MAC
need to offer means to control the behaviour.

On Et hernet-based LAG nenber |inks, the source MAC SHOULD be the MAC
address of the nmenber link transmitting the packet.

Thi s nechani sm hel ps to reduce the use of additional MAC addresses,
whi ch reduces the required resources on the Ethernet hardware on the
recei ving nenber |ink.

M cro- BFD packets SHOULD al ways be sent untagged. However, when the
LAG is operating in the context of |EEE 802.1q or |EEE 802.qing, the
m cr o- BFD packets may either be untagged or be sent with a vlan tag
of Zero (802.1p priority tagged). |Inplenentations conpliant with
this standard MJUST be able to receive both untagged and 802. 1p
priority tagged mcro-BFD packets.
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3.

I nteracti on between LAG and BFD

The micro-BFD sessions for a particular LAG nenber |ink MJST be
requested when a nenber link state is either Distributing or Standby.
The sessions MJIST be del eted when the menber link is in neither

Di stributing nor Standby state anynore.

BFD is used to control if the | oad-balancing algorithmis able to

sel ect a particular LAG nmenber link. 1In other words, even when Link
Aggregation Control Protocol (LACP) is used and considers the nmenber
link to be ready to forward traffic, the nenmber |ink MJUST NOT be used
by the | oad bal ancer until all the mcro-BFD sessions of the
particular nmenber link are in Up state.

In case an inplenentati on has separate | oad-bal ancing tables for |Pv4
and IPv6 and if both an IPv4 and |1 Pv6 nicro-BFD session exist for a
menber |ink, then an inplenmentati on MAY enable the nenber link in the
| oad- bal anci ng al gorithm based on the BFD session with a matching
address fanily al one.

An exception is the BFD packet itself. |Inplenentations MAY receive
and transmt BFD packets via the Aggregator’s MAC service interface,
i ndependent of the session state.

BFD on LAG Menber Links and L3 Applications

The mechani sm described in this docunent is likely to be used by
nmodul es managi ng I nterfaces or LAGs and, thus, managi ng the nenber
links of a LAG Typical L3 protocols |ike OSPF do not have an
insight into the LAG and treat it as one bigger interface. The
signaling frommcro sessions to L3 protocols is effectively done by
the inpact of nicro-BFD sessions on the | oad-bal ancing table and the
I nterface/ LAG managi ng nodul e’ s potential decision to shut down the
LAG An active nethod to test the inpact of mcro-BFD sessions is
for L3 protocols to request a single BFD session per LAG

Detecting a Menber Link Failure

When a micro- BFD session goes down, this nenber |ink MJST be taken
out of the LAG | oad-bal anci ng tabl e(s).

In case an inplenentati on has separate | oad-bal ancing tables for |Pv4
and | Pv6, then if both an I Pv4 and | Pv6 nicro-BFD session exist for a
nmenber |ink, an inplementation MAY renove the menber link only from

t he | oad- bal ancing table that matches the address fanmily of the
failing BFD session. For exanple, the IPv4 mcro-BFD session fails
but the 1 Pv6 m cro-BFD session stays Up, then the nmenmber |ink MAY be
renoved fromonly the IPv4 | oad bal ance table; the link MAY remain in
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the 1 Pv6 | oad-bal ancing table. Alternatively, the nenber |ink may be
removed from both the | Pv4 and | Pv6 | oad-bal ancing tables. This
decision is an inplenentation detail.

6. Security Considerations

Thi s docunent does not introduce any additional security issues and
the security mechanisnms defined in [ RFC5880] apply in this docunent.

7. | ANA Consi der ati ons

| ANA assigned a dedi cated MAC address 01-00-5E-90-00-01 (see

[ RFC7042]) as well as UDP port 6784 for Bidirectional Forwarding
Detection (BFD) on Link Aggregation Goup (LAG Interfaces. |ANA has
changed the reference to [ RFC7130].

| ANA has changed the registry for port 6784 to show the Assignee as
[TESG and the Contact as [BFD Chairs]. The expansion of

[BFD Chairs] is shown as "nmailto:bfd-chairs@ools.ietf.org". |ANA
has changed the reference to [ RFC7130].
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Appendi x A, Consi derations Wien Usi ng BFD on Menber Links

I f the BFD- over-LAG feature were provisioned on an aggregated |ink
menber after the link was already active within a LAG BFD session
state shoul d not influence the | oad-bal ancing algorithmuntil the BFD
session state transitions to Up. |f the BFD session never
transitions to Up but the LAG becones inactive, the previously
docunent ed procedures would then normally apply.

This procedure ensures that the sequence of events -- enabling the
LAG and enabling BFD on the LAG -- has no inpact on the forwarding
servi ce.

I f the BFD over-LAG feature were deprovisioned on an aggregate |ink
menber while the associ ated nicro-BFD session was in Up state, BFD
should transition its state to Adm nDown and should attenpt to
communi cate this state change to the peer

If the local or the renote state of a mnicro-BFD session is Adm nDown,
the system should not indicate a connectivity failure to any client
and shoul d not renove the particular LAG nmenber |ink from forwarding.
Thi s behaviour is independent fromthe use of Link Aggregation
Control Protocol (LACP) for the LAG

When traffic is forwarded across a Iink while the correspondi ng
m cro-BFD session is not in Up state, an inplenentation my use a
configurable tinmeout value after which the BFD session nust have
reached Up state otherwise the link is taken out of forwarding.

When such tineout val ues exist, the configuration nust allowthe
ability to turn off the tinmeout function.

The configurable timeout value shall ensure that a LAGis not

remai ning forever in an "inconsistent" state where forwardi ng occurs
on alink with no confirmation fromthe mnicro-BFD session that the
link is healthy.

Note that if one device is not operating a nicro-BFD session on a
link, while the other device is and perceives the session to be Down,
this will result in the two devices having a different view of the
status of the link. This would likely lead to traffic | oss across
the LAG The use of another protocol to bootstrap BFD can detect
such m smatched config, since the side that’'s not configured can send
a rejection error. Such bootstrapping nmechani sns are outside the
scope of this docunent.
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