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A Host/Host Protocol for an ARPANET- Type Network

Recently we have been involved in the planning of a network, which,

i f inplemented, would use ARPANET | MPs wi thout nodification, but
woul d al l ow re-specification of Host/Host (and hi gher |evel)
Protocol. The renminder of this docunent is a slightly edited
versi on of our reconmendation for Host/Host protocol; we thought that
it might be of interest to the ARPANET Conmunity.

. 1 NTRODUCTI ON
The Host/Host Protocol for the ARPANET was the first such protoco

designed for use over a packet-switched network. The current version
has been in existence since early 1972 and has provided for the

transportation of billions of bits over tens or hundreds of thousands
of connections. Cearly, the protocol is adequate for the job; this
does not nean that it is ideal, however. |In particular, the ARPANET

Host/ Host protocol has been criticized on the follow ng grounds
(anong ot hers):

(1) It is specified as a sinplex protocol. Each established
connection is a sinplex entity, thus two connections (one in each
direction) nust be established in order to carry out an exchange
of messages. This provides great generality but at a perhaps
unacceptabl e cost in conplexity.

(2) It is not particularly robust, in that it cannot continue to
operate correctly in the face of several types of nmessage | oss.
While it is true that the ARPANET itself rarely | oses nessages
messages are occasionally lost, both by the network and by the
Host s.

(3) Partly because of the sinplex nature of connections, the flow
control mechani sms defined in the ARPANET protocol do not nake
efficient use of the transactional nature of nuch of data
processing. Rather than carrying flow control information (in
the formof pernmits, or requests for nore information) in the
reverse traffic, a separate channel is set up to convey this
information. Thus, for transactional systems, up to tw ce as
many nessages are exchanged (half for flow control information
and half for data) as would be needed for data al one.
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(4) Prohibition against the nultiple use of a connection term nation
poi nt makes the establishment of conmunication with service
facilities extrenely cunbersone.

The International Federation for Information Processing (IFIP)
Working Goup 6.1 (Packet-sw tched Network I nternetworking) has
recently approved a proposal for an internetwork end-to-end protocol
The IFIP Protocol is based on experience fromthe ARPANET, the
(French) Cyclade Network, and the (British) NPL Network, as well as
the plans of other networks. Thus, one would expect that it would
have all of the strengths and few (or none) of the weaknesses of the
protocols which are in use on, or planned for, these networks.

In fact, the IFIP Protocol avoids the deficiencies of the ARPANET
protocol mnentioned above. Connections are treated as full-duplex
entities, and this decision permits flow control information to be
carried on the reverse channel in transaction-oriented systens where
there is reverse channel traffic occurring naturally. In addition
the IFIP Protocol is to sone extent self synchronizing; in
particular, there is no type of nmessage | oss fromwhich the Protoco
does not permit recovery in a graceful way.

The I FIP Protocol makes a m ni mal nunber of assunptions about the

network over which it will operate. It is designed to permt
fragmentation, as a nessage crosses fromone network to another
wi t hout network reassenbly. It anticipates duplication, or non-

delivery, of nmessages or nessage fragments and provides ways to
recover fromthese conditions. Finally, it pernmits delivery of
messages at their destination Host in a completely different order
fromthe order in which they were input by the source Host.
Unfortunately, it achieves these advantages at a relatively high
overhead cost in terns of transferred bits. The conplete source and
destination process addresses are carried in every nessage, 24-bits
of fragment identification are carried with each fragnent and 16-bits
of acknow edgenent information are else carried in every nmessage.

When consi dering channel capacities of hundreds of kilobits (or
nore), nessage overhead of a few hundred bits is a nodest price to
pay in order to achieve great flexibility and generality. However,
for a stand-al one network of the type under consideration, and
especially in view of the anticipated use of many circuits of 10kbs
capacity, the IFIP Protocol offers far nore generality than is
needed, for which a fairly severe overhead price is paid.

The virtual circuit protocols currently being debated within the
I nternational Tel egraph and Tel ephone Consultative Committee (CClTT)
are a step in the opposite direction. Virtual circuit protocols
attenpt to make a packet sw tching network indistinguishable (froma
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custoner’s point of view) froma switched circuit network, except
possibly in regard to error or delay characteristics. Thus, virtua
circuit protocols generally place responsibility for end-to-end
communi cati ons control within the network rather than within the
Hosts. For exanple, when a receiving Host limts the rate at which
it accepts data fromthe network, the network in turn limts the rate
of input fromthe Host which is transmitting this data stream Host
protocol s which are designed for virtual circuit networks can be
quite sinmple, if somewhat inflexible. For exanple, the Host might
give the network a "link nunber" or "index" and ask the network to
set up a virtual circuit to sone other Host to be associated with
this nunber, and report back if and when the circuit is established.
However, significant devel opnment would be required to add a virtua
circuit capability to the ARPANET | MP software; the required changes
woul d seemto be nore expensive and carry greater uncertainty than
they are worth.

In Iight of the above, our approach in defining this proposed
protocol has been to start with the ARPANET Host/Host Protocol and
modi fy it according to sone of the concepts of the IFIP Protocol in
order to renmedy its major deficiencies. The renainder of this
docunent specifies the protocol, which we have designed for this
pur pose.

COVMMUNI CATI ON CONCEPTS

The | MP subnetwork inposes a nunmber of physical restrictions on
communi cati ons between Hosts. These restrictions are presented in
BBN Report No. 1822. In particular, the concepts of |eaders,
messages, paddi ng, nessage |ID s and nessage types are of interest to
t he design of Host/Host Protocol. The follow ng discussion assunes
that the reader is familiar with these concepts.

The | MP subnetwork takes cogni zance only of Hosts, but in general a
Host connected to the network can support several users, severa
termnals, or several independent processes. Since many or all of
these users, termnals, or processes will need to use the network
concurrently, a fundamental requirenment of the Host/Host Protocol is
to provi de process-to-process conmuni cati on over the network. Thus,
it is necessary for the Host/Host Protocol to provide a richer
addressing structure than is required by the I MP subnetwork.

Processes within a Host are envisioned as comuni cating with the rest
of the network through a network control program (NCP) resident in

t hat Host, which inplenents the Host/Host protocol. The primary
functions of an NCP are to establish connections, break connections,
and control data flow over connections. A connection couples two
processes so that the output fromone process is input to the other
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and vice versa. The NCP nay be inplenmented either as part of the
Host’'s operating systemor a separate user process, although it nust
have the capability of communicating with all of the processes or
routi nes which are attenpting to use the network

In order to acconplish its tasks, the NCP of one Host nust

communi cate with the NCPs of other Hosts. To this end, a particular
communi cati on path between each pair of Hosts has been designated as
the control connection. Messages transmitted over the contro
connection are called control nessages, and must al ways be
interpreted by an NCP as a sequence of one or nore control commuands.
For exanple, one kind of control command is used to initiate a
connection while another kind carries notification that a connection
has been terninated.*

* Note that in BBN Report No. 1822, nessages of non-zero type are
call ed control messages, and are used to control the flow of
i nformati on between a Host and its IMP. In this docunment the
term"control nessage" is used for a nessage of type zero
transmtted over the control connection. The |IMPs take no
speci al notice of these nessages.

The maxi num size of a nmessage is limted by the I MP subnetwork to
approxi mately 1000 8-bit bytes, and in fact may be further limted by
the receiving Host for flow control reasons, as described |ater

Accordingly, the transnmitting process, or its Network Contro

Program nust take responsibility for fragnenting | ong interprocess
messages i nto nessages of a size conformng to the Host/Host and
Host/I MP protocols. For this reason, it is inpossible for a sending
Host to guarantee that any significance should be attached to nessage
boundari es by receiving processes. Neverthel ess, nessage boundaries
wi Il occur naturally, and should be used in a reasonabl e way wherever
possible; that is, a sending process or its NCP should not act
arbitrarily in deciding to fragment nmessages. For exanple, this
protocol specifies that each control nessage nust contain an integra
nunber of control commands and no single control comand will be
split into two pieces which are carried through the network in
separ at e nmessages

A maj or concern of the Host/Host Protocol is the definition of the
met hod for references to processes in other Hosts. 1In order to
facilitate this, a standard nane space is used, with a separate
portion of the name space allocated to each Host. Each Host
therefore nmust map internal process identifiers into its portion of
this name space. The elenments of the nane space are called sockets.
A socket forms one end of a connection and a connection is fully
specified by a pair of sockets, one in each Host. A socket is
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identified by a Host nunber and a 16-bit socket nunber. The same
16-bit socket nunber in different Hosts represents difference
sockets. In order to avoid the transmi ssion of a pair of 16-bit
socket nunbers in each nmessage between these sockets, the process of
connection establishment allows each Host to define a mapping, valid
for the lifetinme of the connection being established, fromthe 32
bits which specify the socket pair to an 8-bit nunber.

No constraints are placed on the assignnent of socket numnbers;
however, since a pair of socket numbers defines a uni que connection
it is clear that in assigning socket nunbers, a Host nust ensure that
for each new connection at |east one of the socket nunbers is unique.
For exanple, a Host which supports nmany terninals night choose to use
a terminal’s physical interface nunber as a portion of the socket
nurmber involved in any connection established on behal f of that
termnal. This would insure uniqueness at the term nal end. Thus,
no conflict would occur if several terminals attenpted to access a
conmon resource (identified by its own uni que socket numnber).

Fromthe foregoing it should be clear that the Host/Host protoco

all ows a single socket to participate in several connections
simultaneously. This is quite sinmlar to what happens in the

t el ephone system where a conpany, as well as an individual, can be
identified with a phone nunber. As seen fromthe outside, the phone
nunber of a conpany is sharable, since several conversations can
proceed at the same time and the caller does not have to worry about
the already existing conversations. Conversely, the phone nunber of
an individual is not sharable, since he can process only one
conversation at a time; the sane is generally true of a connection to
a termnal which nmight be using the network

A final major concept which should be explained is the "w ndow ng"
concept, which is used for flow control. This concept is adapted
fromthe IFIP protocol with some appropriate nodifications for use in
an ARPANET-type network. Wen a connection is established, a
sequence nunber is initialized to sone specified starting point and
the receiver allocates a certain nunber of credits to the sender

Each credit entitles the sender to transmt one nessage; that is, the
receiver agrees to provide buffering for the nunber of nessages
specified by the nunber of credits granted. |If one thinks of
sequence nunmbers advancing fromleft to right, the initial sequence
nunber defines the left edge of a window into the entire sequence
nunber space and the credit, when added to the initial sequence
nunber, defines the right edge of the window The transmitting
process is permitted to send as many nessages and as would fill the
wi ndow, but not nore.
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When a receiver receives a nessage whose sequence nunber is at the

| eft wi ndow edge (or several consecutive nessages extending rightward
fromthe | eft wi ndow edge) the receiver returns an acknow edgenent
for the rightnost such nessage, along with a new credit, and advances
his own window, its new |left edge i mediately follows the |ast

acknow edged nessage and it’'s new right edge is at the |location
defined by adding the new credit to the new |l eft wi ndow edge
Simlarly, when a sender receives an acknow edgenent he advances his
own | eft wi ndow edge to the location in the sequence nunber space
specified by the acknow edgenent and his own right wi ndow edge to the
| ocation specified by adding the new credit allocation to the left

wi ndow edge. Fields are reserved in each data nessage to carry an
acknow edgenent and a credit for traffic flowing in the reverse
direction. Thus, in the case of interactive or transactiona
exchanges, no control nessages need to be sent.

In the event that a sender does not receive acknow edgenents for
previously transnmitted nessages within sone tineout period, the
messages are transnitted again, using the sane sequence nunber as was
previously assigned. This allows straightforward recovery fromthe
situation of |ost nmessages. On the other hand, if it is the
returni ng acknow edgenent which is lost, the fact that the
retransmtted nessage carries an identical sequence nunber allows the
receiver to discard it. However, the receiver should notice that at
the time of retransmi ssion the sender had not received an

acknow edgenent; therefore, the receiver should re-acknow edge this
(and any subsequently received nessages) by transnitting an

acknow edgenent bearing the current |left wi ndow edge. Thus, in both
the case of |ost data nmessages and the case of |ost acknow edgenents
the protocol renmins synchronized.

The primary difference between this protocol and the IFIP Protocol is
in the size of the sequence nunber field. The IFIP Protocol is
designed for interconnections of many networks wth huge
variabilities in delay and with a strong possibility that nessages
will not be delivered at the destination in the sane order in which
they were transmtted by the source. Thus, the IFIP Protocol uses a
16-bit sequence nunber field which, even at negabit per second rates
cannot be conpletely cycled through in |less than several hours.
However, the proposed ARPANET-type network has the characteristic
that delays are typically short, messages are rarely lost, and they
are always delivered in the sane order in which they were sent if
they are delivered at all. Therefore, this Host/Host Protocol uses
only a 4-bit sequence nunber field which, of course, is cycled
through every 16 nessages. This inposes the constraint that a w ndow
may never be larger than eight nessages. Since the sequence nunber
is contained in a 4-bit field, it is also possible to use only four
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bits for each of the credit and acknow edgenent fields; thus, this
protocol uses only 12 bits in each nessage header rather than 40 bits
used under the IFIP Protocol

I11. NCP FUNCTI ONS

The functions of the NCP are to establish connections, terninate
connections, control flow, transmt interrupts, and respond to test
inquiries. These functions are explained in this section, and
control commands are introduced as needed. In Section IV the formats
of all control conmands are presented together

Connecti on Establi shnment

The conmand used to establish the connection is the RFC (request
for connection).

* The nunber shown above each control conmmand field is the
length of that field in bits.

The RFC command either requests the establishnent of a connection
between a pair of sockets or accepts a previously received request
for connection. Since the RFC command is used both for requesting
and accepting the establishnent of a connection, it is possible
for either of two cooperating processes to initiate connection
establishnent. Even if both processes were to sinultaneously
request the establishment of a connection, each would interpret
recei pt of the RFC sent by the other as an acceptance of its own
RFC, and thus the connection woul d be established w thout
difficulty. The ny-socket and your-socket fields in the RFC
identify the sockets which term nate the ends of the connection at
each Host. The index field of the RFC specifies an i ndex nunber
which will be contained in each data transmi ssion sent over this
connection fromthe "mnmy-socket" to the "your-socket" end of the
connection. The size field of the RFC specifies the nmaximum
nunber of 8-bit bytes which are permitted to be sent fromthe
"your-socket" to the "ny-socket" end of the connection in any one
message. The credit field of the RFC specifies the initial size
(in the range 0-7) of the window in the "your-socket" to the "ny-
socket" direction of the connection. A pair of RFCs exchanged

bet ween two Hosts matches when the ny-socket field of one equals
your -socket field of the other, and vice versa. The connection is
est abli shed when a matching pair of RFCs has been exchanged.
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Connections are uniquely specified by the sockets which terninate
the connection; thus, a pair of socket nunbers cannot be used to
identify two different connections sinultaneously. Similarly, the
index is used to specify which connection a data nessage pertains
to; thus, an index value cannot be reused while the connection to
which it was first assigned is still active or in the process of
bei ng established. For exanple, consider an RFC sent from Host A
to Host B whose ny-socket field contains the value X, your-socket
field contains the value Y, and index contains the value Z. Unti
the requested connection has been closed (even if it is never
established) or reinitialized, Host Ais prohibited fromsending a
different RFC to Host B whose ny-socket field and your-socket
fields are X and Y, or whose index field is Z Note that the
prohi bition against the reuse of the values X and Y treats them as
a pair; that is, another RFC may be sent from Host A to Host B
whose my-socket field contains the value X so long as the your-
socket field contains sone val ue other than Y.

In general there is no prescribed lifetime for an RFC. A Host is
permitted to queue inconing RFCs and wi thhold a response for an
arbitrarily long tine, or, alternatively, to reject requests
imediately if it has not already sent a matching RFC. O course,
the Host which originally sent the RFC may be unwilling to wait
for an arbitrarily long tinme so it nmay abort the request.

The decision to queue or not to queue incom ng RFCs has i nportant

i mplications which rmust not be ignored. Each RFC which is queued,
of course, requires a small anount of nenory in the Host doing the
queuing. If the incomng RFC is queued until a |ocal process
takes control of the local socket and accepts (or rejects) the
RFC, but no local process ever takes control of the socket, the
RFC nust be queued "forever". ©On the other hand, if no queuing is
performed, the cooperating processes which may be attenpting to
establi sh conmuni cati on may be able to establish this

communi cati on only by accident.

The nost reasonabl e solution to the probl ens posed above is for
each NCP to give processes running in its own Host two options for
attenpting to initiate connections. The first option would all ow
a process to cause an RFC to be sent to a specified renote socket,
with the NCP notifying the process as to whether this RFC was
accepted or rejected by the renote Host. The second option woul d
allow a process to tell its owmn NCP to "listen" for an RFC to a
specified | ocal socket from sone renote socket (the process night
al so specify the particular renote socket and/or Host it wi shes to
communi cate with) and to accept the RFC (i.e., return a matching
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RFC) if and when it arrives. Note that this also involves queuing
(of "listen" requests) but it is internal queuing, which is
suscepti bl e to reasonabl e managenent by the | ocal Host.

Connection Term nation

The conmand used to terminate a connection is CLS (close).

The ny-socket field and your-socket field of the CLS comrand
identify the sockets which termnate the connection being closed.
Each side nust send and receive a CLS command before the
connection termnation is conpleted and prohibitions on the reuse
of the socket pair and index val ue are ended.

It is not necessary for connection to be established (i.e., for
both RFCs to be exchanged) before connection termination begins.
For exanple, if a Host wi shes to refuse a request for connection
it sends back a CLS instead of a matching RFC. The refusing Host
then waits for the initiating Host to acknow edge the refusal by
returning a CLS. Simlarly, if a Host wishes to abort its

out st andi ng request for connection it sends a CLS command. The
foreign Host is obliged to acknow edge the CLS with its own CLS.
Not e that even though the connection was never established, CLS
commands nust be exchanged before the prohibition on the reuse of
the socket pair or the index is conpletely ended. Under nornma
circumstances a Host should not send a CLS comand for a
connection on which that Host has unacknow edged data outstandi ng.
O course, the other Host may have just transnmitted data so the
sender of the CLS conmand may expect to receive additional data
fromthe other Host.

The Host shoul d quickly acknowl edge an inconing CLS so that the
foreign Host can purge its tables. In particular, in the absence
of outstandi ng unacknow edged data a Host must acknow edge an

i ncom ng close within 60 seconds. Follow ng a 60 second peri od,
the Host transmitting a CLS may regard the socket pair and the

i ndex as "unused" and it may delete the values from any tables
descri bing active connections. O course, if the foreign Host

mal functions in such a way that the CLS is ignored for |onger than
60 seconds, subsequent attenpts to establish connections or
transmt data may | ead to anbi guous results. To deal with this
possibility, a Host should in general "reinitialize" its use of
connection paraneters before attenpting to establish a new
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connection to any Host which has failed to respond to CLS
commands. Methods for reinitializing connection paraneter tables
are descri bed bel ow

Acknowl edgenent

As described in the previous section, flow control is handled by a
wi ndowi ng schene, based on sequence nunbers. Credits and

acknow edgenents can be pi ggybacked on data traveling over the
reverse channel. Thus, in general, acknow edgenment of the receipt
of messages will take place over the data connection rather than
over the control connection. However, there are some cases when
it may be desirable to pass acknow edgenents over the contro
connection (for exanple, when there is no data to be returned in
the reverse direction). 1In addition, for efficiency it may be
desirable to negatively acknow edge data transni ssions known not
to have been delivered, rather than waiting for the tinmeout and
retransm ssi on nechani smto cause such nessages to be
retransmtted. [Note that such negative acknow edgenent is not
required, since timeout and retransmission is always sufficient to
guar antee eventual delivery of all data, but may be used to

i ncrease the efficiency of communication.] Since the frequency of
use of the negative acknow edgenent system over an ARPANET-type
network will be extrenmely low, it is undesirable to | eave space
for negative acknow edgenents in the header of every data nessage.
Thus, negative acknow edgenent can be nobst conveniently handl ed by
control nessages.

There are two conmmands dealing with acknow edgenents.

The ACK (acknow edgenent) command carries three data fields. The
i ndex value is the index used by the sender of the acknow edgenent
to identify the connection. The sequence ("seq") field contains

t he sequence nunber of the highest-nunbered sequential data
message correctly received over the connection. [The very first
data nmessage to be transmitted over a newy established connection
wi || have the sequence nunber one; until this data nessage is
correctly received, any acknow edgenent comands transmtted for
this connection (for exanple, to change the credit value) wll
have the sequence field set to zero. This applies whether the
"acknow edgenent” is carried by an ACK conmand or is contained in
dat a messages being sent to the foreign Host over the connection.]
The credit ("crd") field contains a nunber, in the range 0-7,
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whi ch gives the size of the receive window This nunber, when
added to the "seq", gives the sequence nunber of the highest
nunbered message which is permtted to be transnitted by the
foreign Host. Thus, a credit of zero says that the Host
transmitting the ACK command is currently not prepared to accept
any nessages over the connection; and a credit of 7 says the Host
is prepared to accept up to 7 nessages over the connection. O
course, since the sequence nunber is contained in a 4-bit field,
the addition of the sequence number and the credit val ue nmust be
performed nodul o 16 (sequence nunber zero imediately follows
sequence nunber 15).

As noted above, the ACK conmand is intended for use with data
connections where there is no data flow in one direction, for
exanple, the transnmission of a file to aline printer. 1In fact it
shoul d be clear that, since transni ssion of control messages is
not synchronized with transm ssion of data nessages (either in the
network or, nore inportantly, in the transmtting NCP), ACK
commands shoul d not be sent for any connection over which data is
flowwng in the sane direction. Thus, if an ACK conmand is
generated, the NCP which transmits it nust insure that the contro
nmessage which contains it is transmtted prior to the transm ssion
of new data nessages for the same connection

The NACK (negative acknowl edgenent) conmand contains two data
fields. As with the positive acknow edgenent conmand descri bed
above, the first field is the index nunber assigned to this
connection by the sender of the NACK. However, the second field
contains only the 4-bit sequence nunber, right justified in an 8-
bit field, of the data nessage for the connection in question
which is being negatively acknowl edged. As previously noted, the
NACK serves no vital function in the protocol but nmay occasionally
all ow nore efficient conmunication. The NACK is intended to be
used when the window width is greater than one, the nessage at the
| eft wi ndow edge has not been correctly received, and nessages
toward the right of the wi ndow have been correctly received. A
tinmeout will eventually cause the retransm ssion of the m ssing
message, at which point the | eft wi ndow edge can be noved forward
several messages. Use of the NACK, however, could trigger the

i medi ate retransm ssion of the missing nessage and thus reduce
the delay. O course, if nmore than one nessage is mssing it may
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Re

be desirable to send several NACKs for one index in a single
control nessage; the protocol pernits this, although it is
extremely unlikely to occur

initialization

Cccasionally, due to lost control nessages, system crashes, NCP
errors, or other factors, communication between two NCPs will be
di srupted. One possible effect of any such disruption m ght be
that neither of the involved NCPs could be sure that its stored

i nformati on regardi ng connections with the other Host matched the
informati on stored by the NCP of the other Host. 1In this
situation, an NCP may wish to reinitialize its tables and request
that the other Host do likewise. This re-initialization nmay be
requested for a particular index and/or socket pair, or globally
for all connections possibly established with the other Host. For
t hese purposes, the protocol provides three control commands as
descri bed bel ow

The RCP (reinitialize connection paraneters) command contai ns
three data fields. The ny-socket and your-socket fields contain a
pai r of socket nunbers, which define a connection; the index field
contains a value which would identify data nessages over a
connection. Wen this conmand is received by an NCP it should
purge its tables of any reference to a connection identified by
the socket pair or any reference to a connection for which
received data woul d be identified by the specified index val ue; of
course, only connections using these values with the Host sending
the RCP would be purged. |In effect, the Host sending the RCP

command is saying: "l amabout to send you an RFC using this
socket pair and this index to identify a data connection, which
hope we can agree to establish. | do not believe that any use of

this socket pair or this index conflicts with any previous use,
but if you believe it does, please record the fact (for later
exam nation) as an error and then delete fromyour tables the
conflicting information so that we nmay proceed to establish the
connection. "

In case nore global difficulties or loss of state information are
suspected, the protocol provides the pair of control commands RST
(reset) and RRP (reset reply).
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The RST command is to be interpreted by the Host receiving it as a
signal to purge its tables of any entries which arose from

communi cati on with the Host which sent the RST. The Host sending
the RST should likewi se purge its tables of any entries which
arose from comunication with the Host to which the RST was sent.
The Host receiving the RST should acknow edge recei pt by returning
an RRP. Once the first Host has sent an RST to the second Host,
the first Host should not communicate with the second Host (except
for responding to RST) until the second Host returns an RRP. |f
bot h NCPs decide to send RSTs at approximately the same tine, each
Host will receive an RST and each nust answer with an RRP even
though its own RST has not been answered.

A Host should not send an RRP when an RST has not been received.
Furt her, a Host should send only one RST (and no ot her conmmands)
in a single control nmessage and should not send another RST to the
sanme Host until either 60 seconds have el apsed or a conmand which
is not an RST or RRP has been received fromthat Host. Under
these conditions, a single RRP constitutes an answer to all RSTs
sent to that Host and any other RRPs arriving fromthat Host
shoul d be di scarded.

Interrupts

It is sonetinmes necessary in a comunication systemto circunvent
flow control nechani sns when serious errors or other inportant
conditions are detected. For exanple, the user of a tinme sharing
term nal who creates and begi ns the execution of a program which
contains an erroneous infinite |l oop may need to "attract the
attention" of the operating systemto ask it to cancel the
execution of his program even though the operating system may
normally "listen" to the termnal only when the programin
execution asks for input. Simlarly, in a conputer conmunication
networ k, where flow control nay prevent the transnission of data
fromone process to another, under certain extraordinnary
conditions it may be necessary to pass a signal from one process
to another. Since the channel between the NCPs of two Hosts is
not subject to the flow control nechani sns i nposed on the data
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connections, it is possible to transnmt such an "out- of - band"
signal over the control connection, and for this purpose the INT
(interrupt) comand is provided.

The I NT command contains two data fields. The index field
identifies the data connection to which the "interrupt” pertains;

t he sequence nunber ("seq"), which is four bits right-justified in
an eight-bit field, gives the sequence nunber of the first data
message which should "conme after” the interrupt. |In other words,
the INT conmand notifies the receiving NCP of an exception
condition which nmust be synchronized with the data stream and the
sequence nunber provides the necessary synchronization. Any data
messages with sequence nunbers to the left of the specified
sequence nunber were generated before the exception condition

ar ose.

An NCP whi ch receives an I NT command shoul d advance the right

wi ndow edge of the specified data connection so that the w ndow
contains at |east the sequence nunber specified in the interrupt
command. (It may be necessary to acknow edge data nessages which
were not correctly received or were not buffered in order to be
able to advance the window to this point; justification is

provi ded by the assunption that the I NT was sent only because the
flow control mechanisns were preventing the transm ssion of
important information.) O course, the interrupt or exception
signal itself is subject to the interpretation of the Host
receiving the signal, but should have a meani ng equival ent to:
"notify the process in execution, or that process’ superior, that
sonet hi ng exceptional has happened and that the data now buffered
is an inportant message.”

Test I nquiry
It may sometines be useful for one Host to determine if sone other

Host is carrying on network conversations. The control command to
be used for this purpose is ECO (echo).
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I V.

The data field of the ECO conmand may contain any bit
configuration chosen by the Host sending the ECO  Upon receiving
an ECO conmand, an NCP shoul d respond by returning the data to the
sender in an ERP (echo reply) command.

A Host should respond (with an ERP conmand) to an incom ng ECO
conmmand within a reasonable tine, here defined as sixty seconds or
I ess. A Host should not send an ERP when no ECO has been

recei ved.

DECLARATI VE SPECI FI CATI ONS

Message For mat

Al'l Host-to-Host nmessages which conformto this protocol shall be
constructed as foll ows:

Bits 1-96: Leader - This field is as specified in BBN Report No.
1822, with the followi ng additional specifications.

Bits 38-40: Maxi num Message Size - This field should be zero for
all control nessages. For nessages sent over data connections,
the value of this field should be calculated fromthe size
received in the RFC which established the connection

Bits 65-76: Message-id - This field is subdivided into eight bits
giving the index of the connection of which the nmessage is a part,
and four bits giving the sequence nunber of the nessage. The
index is contained in bits 65-72, and the sequence nunber in bits
73-76.

Bits 97-100: Acknow edgenent - This field contains the four-bit
sequence nunber of the highest-nunbered data nmessage to the left
of the window for this connection; that is, the sequence nunber

i dentifying the highest-nunbered of the sequence of consecutively
nunbered (none m ssing) data messages which have been correctly
recei ved over this connection. |f no data nessages have been
recei ved since the connection was established, this field nust
contain the value zero. This field is not used (i.e., may have
any value) in control nessages.
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Bits 101-104: Credit - This field contains a nunber in the range
0-7. Adding this nunber (nodulo 16) to the sequence nunber in the
acknow edgenent field (bits 97-100) gives the highest sequence
nunber which the foreign Host is pernitted to send over this data
connection. Thus, a value of zero in this field indicates that no
new data nessages should be sent, and a value of seven indicates
that the foreign Host nay send up to seven nessages beyond the
nmessage whose sequence nunber is specified by the acknow edgenent
bits. Since flow control does not apply to nessages sent over the
control connection, this field may have any value in contro
nessages.

Bits 105 - ... : Text and padding - A sequence of 8-bit bytes of
text, followed by padding, as specified in BBN Report No. 1822.

I ndex Assi gnnent

I ndex val ues nust be assigned (in bits 65-72) as foll ows:

Nunber Assi gnnent
0 Identifies a control connection
1 Reserved for revisions to this protoco
2-191 Identify data connections
192- 255 Reserved for expansion or for other protocols

Sequence Nunber Assi gnnent

Every data nessage contains a sequence nunber in bits 73-76. The
sequence nunber is used by the receiver to detect the fact that a
transmitted nmessage has been lost, to identify the correct
location in the data streamto insert a retransnmtted (and

t heref ore probably out of order) nessage which was previously | ost
(or to detect the retransnmitted nessage as a duplicate) and to

i dentify acknow edged nmessages (or sequences of nessages) to the
sender. The sequence nunber is also used by the flow control
mechani sm Since the | MP subnetwork itself contains el aborate
mechani sms to achi eve these sane goals, it is not anticipated that
the error-recovery nechani sns based on the sequence nunbers will
be called into play frequently, and thus their efficiency is not
of primary inportance.

Sequence nunmbers are assigned to the two directions of a

connection independently. For a given direction of a connection
the first data nessage transnitted after the connection is
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est abl i shed nust have sequence nunber one. Subsequent nessages
are assigned sequentially increasing (npdul o 16) sequence nunbers;
that is, sequence nunmber zero is assigned to the nessage follow ng
message nunber 15

Sequence nunbers are not assigned to control nessages, since the
protocol is designed to pernmit these nessages to be delivered

out - of -sequence without ill effect, and since flow control cannot
be applied to the control Iink

Control Messages

Messages sent over the control connection have the same format as
ot her Host-to-Host nessages, with the exceptions noted above.
However, control nessages nay not contain nore than 120 8-bit
bytes of text. Further, control nessages must contain an integra
nunber of control commands; a single control command nust not be
split into parts which are transmitted in different contro
nessages.

Message Transmi ssion and Retransm ssion

Control nessages may be transmitted whenever they are required.
Dat a nessages, however, nmay be transmitted only when pernitted by
the flow control mechanism that is, whenever the sequence nunber
assigned to the nessage is within the "wi ndow' for the appropriate
direction of the given connection. The "left w ndow edge" (LWE)
is defined by the highest sequence nunber (nodul o 16) which has
been acknow edged (or zero, if no messages have been

acknow edged). The "right wi ndow edge" (RWE) is defined by adding
(rmodul o 16) the nost recently received credit to the left w ndow
edge. [Note that LME=ERWE if the nost recently received credit is
zero.] A message with sequence nunber SEQ may be transnitted only
if, prior to the (possible) reduction nodulo 16 of the SEQ and/or
RAE, it is true that

LVE | ess-than SEQ | ess-than-or-equal RWE

Messages should be retransnitted whenever any of the follow ng
condi tions occur:

- The | MP subnetwork has returned an "I nconplete transm ssion"
(type 9) or "Error in Data" (type 8) response to the nessage
(identified by having bits 41-76 of the response equal to those
bits of the transmitted nmessage). Note that this condition
applies to control nmessages as well as data nessages.
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- The sequence nunber of this nessage is equal to (LWE + 1), and
it has been nore than 30 seconds since the nessage was | ast
transmtted.

- The sequence nunber of the nessage is specifically identified in
a NACK command for this connection fromthe foreign Host.

Since nessages may occasionally have to be retransmitted, it is
clear that they should not be discarded by the transmitting NCP
until they have been acknow edged. A nessage is considered to be
acknow edged when its sequence nunber, or the sequence nunber of
any nessage to the right of it in the sane direction of the given
connection, is returned in the acknow edgenent field of a data
message transnmitted in the other direction over this connection
or is returned in an ACK conmand for this connection fromthe
forei gn Host.

Cont r ol Commands

Control conmmands are formatted in ternms of 8-bit bytes. Each
command begins with a one byte opcode. pcodes are assigned the
sequential values 0, 1, 2, ... to permt table | ookup upon

recei pt. The conditions underlying the design and anticipated use
of the control commands are described in Section I11.

NOP - No Qperation

The NOP command may be sent at any tine and should be di scarded by
the receiver. It may be useful for formatting control nessages.

RST - Reset

The RST command is used by one Host to inform another that al

i nformation regarding any previously existing connections between
the two Hosts should be purged fromthe NCP tables of the Host
receiving the RST. Except for responding to RSTs, the Host which
sent the RST should not comunicate further with the ot her Host
until an RRP is received in response. Wen a Host is about to
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begi n communicating (e.g., send an RFC command) to anot her Host
with which it has no open connections, it is good practice to
first send an RST command and wait for an RRP conmand.

RRP - Reset Reply

The RRP command nust be sent in reply to an RST conmand.

RFC - Request for Connection

I RFC ! ny-socket ! your-socket ! index ! size ! credit !

The RFC conmand is used to establish a connection. The "ny-
socket" field specifies the socket local to the Host transmitting
the RFC, the "your-socket" field specifies the socket |local to the
Host to which the RFC is transnitted. The "index" field specifies
the index value which will be given in bits 65-72 of each data
message sent from "ny-socket" to "your-socket". The "size" field
speci fi es the maxi mum nunber of 8-bit bytes which may be
transmitted in any single message from "your-socket" to "ny-
socket”. The "credit" field specifies the size of the initial
sequence nunmber window (in the range 0-7) in the "your-socket" to
"ny-socket" direction.

The CLS command is used to term nate a connection. The connection
need not be conpletely established before CLS is sent.

RCP - Re-Initialize Connection Paraneters
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The RCP command is used by one Host to inform another that al

i nformati on regardi ng a possibly previously-existing connection
bet ween "ny-socket" and "your-socket" AND all information
regardi ng a possibly previously-existing connection identified by
"index" (between these Hosts) should be purged fromthe tables of
the Host receiving the RCP. The "ny-socket", "your-socket", and
"index" fields are defined as in the RFC comrand.

ACK - Acknow edgenent

The ACK command may be used to acknow edge received data, or to
assign credit, without sending a data nessage. The value in the
index field identifies the data connection which uses the sane

i ndex value (in the direction fromthe sender of the ACK to the

receiver of the ACK). The eight bits following the index field

(the "seq" and "crd" field) have the sane nmeaning as bits 97-104
of the data nessage identified by the index val ue.

NACK -- Negative Acknow edgenent

The NACK command inforns the receiver of the NACK that it should

i Mmediately retransnit the data nessage identified by the

remai ning fields. The index field is defined exactly as for the
ACK conmand. The "seq" field gives the 4-bit sequence nunber
(right-justified) which should be imediately retransmtted. Note
that the data nessage to be retransnitted does not have an index
val ue equal to "index", but instead is transmitted over the other
direction of the data connection which the Host sending the NACK
identifies by "index". No Host is ever required to transnit or
act upon a NACK command; however, use of the NACK rmay occasionally
permt a decrease in retransm ssion del ay.

INT - Interrupt
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The INT command is sent over the control link to provide an "out-
of - band" (and hence not subject to flow control) signal for the
data connection denoted by the index field. The index value is

t he val ue whi ch would appear in bits 65-72 of a data nessage sent
fromthe sender of the INT command to the receiver of the INT
command. The neans of synchronizing this signal with the data
being transnitted over the data connection is the inclusion of a
4-bit sequence nunber (right-justified) in the "seq" field. The
nunmber specified by this field denotes the first data nessage

whi ch "follows" the out-of-band signal

ECO - Echo Request

The ECO command is used only for test purposes. The data field
may be any bit configuration convenient to the Host sending the
ECO command.

ERP - Echo Reply

The ERP command nust be sent in reply to an ECO command. The data
field nust be identical to the data field in the inconing ECO
conmand.

Opcode Assi gnment

Opcodes are defined to be 8-bit unsigned binary nunbers. The
val ues assigned to opcodes are:

NOP = O
INT = 1
RFC = 2
s = 3
ACK = 4
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NACK = 5
RCP = 6
RST = 7
RRP = 8
ECO = 9
ERP = 10
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