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Abst r act

Sof t war e- Def i ned Networking (SDN) has been one of the major buzz
words of the networking industry for the past couple of years. And
yet, no clear definition of what SDN actually covers has been broadly
admtted so far. This docunent ains to clarify the SDN | andscape by
providing a perspective on requirenents, issues, and other

consi derati ons about SDN, as seen fromw thin a service provider

envi ronnent .

It is not neant to endlessly discuss what SDN truly neans but rather
to suggest a functional taxonony of the techniques that can be used
under an SDN unbrella and to el aborate on the various pendi ng issues
the conbi ned activation of such techniques inevitably raises. As
such, a definition of SDNis only nentioned for the sake of
clarification.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc7149
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1

I ntroduction

The Internet has becone the federative network that supports a wide
range of service offerings. The delivery of network services such as
I P VPNs assunes the conbined activation of various capabilities that
i nclude (but are not necessarily limted to) forwarding and routing
(e.g., custoner-specific addressi ng schenme managenent, dynam c path
conmputation to reach a set of destination prefixes, dynanic
establishment of tunnels, etc.); Quality of Service (e.g., traffic
classification, marking, conditioning, and scheduling); security
(e.g., filters to protect custoner prem ses from network-originated
attacks, to avoid nmal formed route announcenents, etc.); and
managenent (e.g., fault detection and processing).

As these services not only growin variety but also in conplexity,
their design, delivery, and operation have beconme a conpl ex al cheny
that often requires various |levels of expertise. This situationis
further aggravated by the wide variety of (network) protocols and
tools, as well as recent convergence trends driven by Any Tinme, Any
Where, Any Device (ATAWAD); ATAWADs are neant to neke sure that an
end user can access the whol e range of services he/she has subscribed
to what ever the access and devi ce technol ogi es, wherever the end user
is connected to the network, and whether or not this end user is in
not i on.

Yet, nost of these services have been depl oyed for the past decade,
primarily based upon often static service production procedures that
are nore and nore exposed to the risk of erroneous configuration
commands. In addition, nost of these services do not assunme any
specific negotiation between the custoner and the service provider or
bet ween service providers, besides the typical financial terns.

At best, five-year naster plans are referred to as the network

pl anning policy that will be enforced by the service provider given
the foreseen business devel opnent perspectives, manual ly computed
traffic forecasts, and market coverage (fixed/ nobile and residential/
corporate). This so-called network planning policy may very well

af fect the way resources are allocated in a network, but it clearly
fails to be adequately responsive to highly dynanic customer
requirenents in an "always-on" fashion. The need for inproved
service delivery procedures (including the tinme it takes to deliver
the service once the possible negotiation phase is conpleted) is even
nore critical for corporate custoners
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2.

2.

In addition, various tools are used for different, sonetines service-
centric, nanagenent purposes, but their usage is not necessarily
coordi nated for event aggregation, correlation, and processing. This
| ack of coordination may conme at the cost of extra conplexity and
possi bl e custonmer Quality-of - Experi ence degradation

Mul ti-service, multi-protocol, nulti-technol ogy-convergent, and
dynani cal | y adaptive networking environnments of the near future have
t heref ore becone one of the major chall enges faced by service

provi ders.

This docunent ains to clarify the SDN | andscape by providing a
perspective on the functional taxonony of the techniques that can be
used in SDN, as seen fromw thin a service provider environnent.

I nt roduci ng Software-Defined Networking
1. A Tautol ogy?

The separation of the forwarding and control planes (beyond

i mpl enent ati on consi derations) has al nost becone a gimmick to pronote
flexibility as a key feature of the SDN approach. Technically, nost
of the current router inplenentations have been assumng this
separation for decades. Routing processes (such as |GP and BGP route
conput ati on) have often been software based, while forwarding
capabilities are usually inplenented in hardware

As such, at the time of witing, what is considered to be state of
the art tends to confirmthe said separation, which rather falls
under a tautol ogy.

But, a somewhat centralized, "controller-enbedded", control plane for
the sake of optim zed route conputation before the Forwarding
Informati on Base (FIB) population is certainly another story.

2. On Flexibility

Pronoters of SDN have argued that it provides additional flexibility
in how the network is operated. This is undoubtedly one of the key
obj ectives that nust be achieved by service providers. This is
because the ability to dynamically adapt to a wi de range of customner
requests for flexible network service delivery is an inportant
conpetitive advantage. But, flexibility is much, rmuch nore than
separating the control and forwarding planes to facilitate forwarding
deci si on- maki ng processes.
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For exanple, the ability to accommpdate short duration extra

bandwi dth requirenments so that end users can streama video file to
their 4G terminal device is an exanple of the flexibility that
several nobile operators are currently investigating.

Fromthis perspective, the ability to predict the network behavior as
a function of the network services to be delivered is of paranount

i mportance for service providers, so that they can assess the inpact
of introduci ng new services or activating additional network features
or enforcing a given set of (new) policies fromboth financial and
techni cal standpoints. This argues in favor of investigating
advanced network enul ati on engi nes, which can be fed with information
that can be derived from|[LS-D STRIB], for exanple.

G ven the rather broad scope that the term"flexibility" suggests:

0 Current SDN-Iabeled solutions are clainmed to be flexible, although
the notion is hardly defined. The exact characterization of what
flexibility actually neans is yet to be provided. Further work
needs, therefore, to be conducted so that flexibility can be
precisely defined in light of various criteria such as network
evol ution capabilities as a function of the conplexity introduced
by the integration of SDN techni ques and seanl ess capabilities
(i.e., the ability to progressively introduce SDN-enabl ed devi ces
wi t hout disrupting network and service operation, etc.).

0 The exposure of progranmaeble interfaces is not a goal per se;
rather, it is a means to facilitate configuration procedures for
i nproved flexibility.

A Tentative Definition

We define Software-Defined Networking as the set of techni ques used
to facilitate the design, delivery, and operation of network services
in a determnistic, dynanmic, and scal able manner. The said
determnismrefers to the ability to conpletely naster the various
conmponents of the service delivery chain, so that the service that
has been delivered conmplies with what has been negotiated and
contractually defined with the custonmer.

As such, determinisminplies that the ability to control how network
services are structured, designed, and delivered and where traffic
shoul d be forwarded in the network is for optimzed resource usage.
Al t hough not explicitly restated in the follow ng sections of the
docunent, determnismlies beneath any action that nay be taken by a
service provider once service paraneter negotiation is conpleted,
fromconfiguration tasks to service delivery, fulfillment, and
assurance (see Section 2.4 bel ow).
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Such a definition assunes the introduction of a high | evel of
automation in the overall service delivery and operation procedures.

Because networking is software driven by nature, the above definition
does not enphasi ze the cl ai ned "sof t war e-defi ned" properties of SDN
| abel ed sol utions.

2.4. Functional Metadomains

SDN t echni ques can be classified into the follow ng functiona
nmet adomai ns:

o Techniques for the dynanic discovery of network topol ogy, devices,
and capabilities, along with relevant information and data nodel s
that are neant to precisely docunent such topol ogy, devices, and
their capabilities.

0 Techni ques for exposing network services and their characteristics
and for dynanically negotiating the set of service paraneters that
will be used to neasure the level of quality associated with the
delivery of a given service or a conbination thereof. An exanple
of this can be seen in [CPP].

0 Techni ques used by service-requirenent-derived dynanic resource
al l ocation and policy enforcenent schenes, so that networks can be
programed accordingly. Decisions made to dynamically allocate
resources and enforce policies are typically the result of the
correlation of various inputs, such as the status of available
resources in the network at any given tinme, the nunber of customer
service subscription requests that need to be processed over a
given period of tinme, the traffic forecasts, the possible need to
trigger additional resource provisioning cycles according to a
typical nulti-year naster plan, etc.

o Dynam c feedback nmechani snms that are neant to assess how
efficiently a given policy (or a set thereof) is enforced froma
service fulfillment and assurance perspective.

3. Reality Check

The networ ki ng ecosystem has becone awfully conpl ex and highly
demanding in terns of robustness, performance, scalability,
flexibility, agility, etc. This neans, in particular, that service
provi ders and network operators nust deal with such conplexity and
operate networking infrastructures that can evolve easily, remain
scal abl e, guarantee robustness and availability, and are resilient to
deni al - of -servi ce attacks
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The introduction of new SDN-based networki ng features should
obviously take into account this context, especially froma cost
i mpact assessnent perspective.

3. 1. Renenber the Past

SDN t echni ques are not the next big thing per se but rather a kind of
rebrandi ng of proposals that have been investigated for severa

years, like active or programmable networks [AN] [PN]. As a nmatter
of fact, some of the clained "new' SDN features have been al ready

i npl emented (e.g., Network Managenent System (NMS) and Path
Conput ati on El ement (PCE) [ RFC4655]) and supported by vendors for
quite sone tine.

Some of these features have al so been standardi zed (e.g., DNS-based
routing [ RFC1383]) that can be seen as an illustration of separated
control and forwardi ng pl anes or Forwardi ng and Control El enent
Separation (ForCES) [ RFC5810] [ RFC5812].

Al so, the policy-based managenent franework [RFC2753] introduced in
the early 2000's was designed to orchestrate avail able resources by
means of a typical Policy Decision Point (PDP), which nasters
advanced offline traffic engineering capabilities. As such, this
framework has the ability to interact with in-band software nodul es
enbedded in controll ed devices (or not).

PDP is where policy decisions are nade. PDPs use a directory service
for policy repository purposes. The policy repository stores the
policy information that can be retrieved and updated by the PDP. The
PDP delivers policy rules to the Policy Enforcenent Point (PEP) in
the formof policy-provisioning information that includes
configuration information.

PEP is where policy decisions are applied. PEPs are enbedded in
(networ k) devices, which are dynamically configured based upon the
policy-formatted i nformati on that has been processed by the PEP
PEPs request configuration fromthe PDP, store the configuration
information in the Policy Information Base (PIB), and del egate any
policy decision to the PDP

SDN t echni ques as a whole are an instantiation of the policy-based
managenent framework. Wthin this context, SDN techni ques can be
used to activate capabilities on demand, to dynamically invoke
networ k and storage resources, and to operate dynam cally adaptive
net wor ks according to events (e.g., alteration of the network

topol ogy), triggers (e.g., dynamic notification of a link failure),
etc.
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3.2. Be Pragmatic

SDN approaches should be holistic, i.e., global and network w de. It
is not a mtter of configuring devices one by one to enforce a
specific forwarding policy. Instead, SDN techni ques are about

configuring and operating a whol e range of devices at the scale of
the network for automated service delivery [AUTOVATION], from service
negotiation (e.g., [CPNP]) and creation (e.g., [SLA-EXCHANGE]) to
assurance and fulfill ment.

Because the conmplexity of activating SDN capabilities is largely

hi dden fromthe end user and is software handl ed, a clear

under standi ng of the overall ecosystemis needed to figure out how to
manage this conplexity and to what extent this hidden conplexity does
not have side effects on network operation

As an exanpl e, SDN designs that assunme a central decision-naking
entity nust avoid single points of failure. They nust not affect
packet forwardi ng performances either (e.g., transit del ays nust not
be i npacted).

SDN t echni ques are not necessary to devel op new network services per
se. The basic service remains as (IP) connectivity that solicits
resources located in the network. SDN techniques can thus be seen as
anot her means to interact with network service nodul es and invoke
both connectivity and storage resources accordingly in order to neet
servi ce-specific requirenments.

By definition, SDN technique activation and operation remain linted
to what is supported by enbedded software and hardware. One cannot
expect SDN techni ques to support unlimted custon zabl e features.

3.3. Measure Experience agai nst Expectations

Because several software nodul es may be controlled by externa
entities (typically, a PDP), there is a need for a neans to nmake sure
that what has been delivered conplies with what has been negoti at ed.
Such means belong to the set of SDN techni ques.

These typical policy-based techniques should interact with both
Service Structuring engines (that are neant to expose the service
characteristics and possi bly negotiate those characteristics) and the
network to continuously assess whether the experienced network
behavior is conpliant with the objectives set by the Service
Structuring engi ne and those that nay have been dynanically
negotiated with the custoner (e.g., as captured in a CPP [ CPP]
[CPNP]). This requirenment applies to several regions of a network,

i ncl udi ng:
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1. At the interface between two adjacent |P network providers.

2. At the access interface between a service provider and an IP
net wor k provi der.

3. At the interface between a custonmer and the | P network provider

Ideally, a fully automated service delivery procedure, from
negoti ati on, ordering, and order processing to delivery, assurance,
and ful fillment, should be supported at the cost of inplications that
are discussed in Section 4.1. This approach al so assunes widely
adopt ed standard data and information nodels in addition to

i nterfaces.

3.4. Design Carefully

Exposi ng open and progranmebl e interfaces has a cost from both
scal ability and perfornance standpoints.

Mai nt ai ni ng hard-coded perfornmance optim zation techniques is
encouraged. So is the use of interfaces that allow the direct

control of some engines (e.g., routing and forwardi ng) wthout
requiring any in-between adaptation |ayers (generic objects to

vendor -specific command |ine interfaces (CLIs), for instance).
Nevert hel ess, the use of vendor-specific access neans to sone engines
that it could be beneficial froma perfornmance standpoint, at the
cost of increasing the conplexity of configuration tasks.

SDN t echni ques will have to acconmpbdat e vendor-specific conponents
anyway. Indeed, these vendor-specific features will not cease to
exi st mainly because of the harsh conpetition

The introduction of new functions or devices that may jeopardize
network flexibility should be avoided or at |east carefully
considered in |light of possible performance and scalability inpacts.
SDN- enabl ed devices will have to coexist with | egacy systens.

One single SDN networ k-w de depl oynent is, therefore, very unlikely.
Instead, nultiple instantiations of SDN techniques will be
progressively depl oyed and adapted to vari ous network and service
segment s.

3.5. On OpenFl ow
Enpowering networking with in-band control |l abl e nodules may rely upon

t he OpenFl ow protocol but also use other protocols to exchange
i nformati on between a control plane and a data pl ane.
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I ndeed, there are nmany ot her candi date protocols that can be used for
the sane or even a broader purpose (e.g., resource reservation
purposes). The forwarding of the configuration information can, for
exanpl e, rely upon protocols like the Path Conputation El enent (PCE)
Conmmruni cati on Protocol (PCEP) [ RFC5440], the Network Configuration
Prot ocol (NETCONF) [RFC6241], COPS Usage for Policy Provisioning
(COPS-PR) [ RFC3084], Routing Policy Specification Language (RPSL)

[ RFC2622], etc.

There is, therefore, no 1:1 rel ati onshi p between OpenFl ow and SDN

Rat her, OpenFlow is one of the candidate protocols to convey specific
configuration information towards devices. As such, OpenFlow is one
possi bl e conponent of the global SDN tool kit.

3.6. Non-goals

There are inevitable trade-offs to be found between operating the
current networking ecosystem and introduci ng sone SDN techni ques,
possi bly at the cost of introducing new technol ogies. Operators do
not have to choose between the two as both environnments will have to
coexi st .

In particular, the follow ng considerations cannot justify the
depl oynent of SDN t echni ques:

o Fully flexible software inplenentations because the clai ned
flexibility remains linted by the software and hardware
limtations, anyway.

o0 Fully nodular inplenentations are difficult to achieve (because of
the inplicit conplexity) and may introduce extra effort for
testing, validation, and troubl eshooti ng.

o Fully centralized control systens that are likely to raise sone
scalability issues. Distributed protocols and their ability to
react to sone events (e.g., link failure) in a tinely manner
remai ns a cornerstone of scal able networks. This nmeans that SDN
designs can rely upon a |logical representation of centralized
features (an abstraction |ayer that woul d support inter-PDP
communi cati ons, for exanple).
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4.

4.1.

Di scussi on

I mpli cations of Full Automation

The path towards full automation is paved with numerous chal |l enges
and requirenents, including:

(o]

Maki ng sure automation is well inplenented so as to facilitate
testing (including validation checks) and troubl eshooti ng.

* This suggests the need for sinulation tools that accurately
assess the inpact of introducing a high |evel of automation in
the overall service delivery procedure to avoid a typical "nad
robot" syndrome, whose consequences can be serious fromcontro
and QoS standpoi nts, anong ot hers.

* This al so suggests careful managenent of human expertise, so
that network operators can use robust, flexible neans to
autonate repetitive or error-prone tasks and then build on
autonation or stringing together nultiple actions to create
i ncreasingly conplex tasks that require I ess human interaction
(gui dance and input) to conplete.

Sinmplifying and fostering service delivery, assurance, and
fulfillment, as well as network failure detection, diagnhosis, and
root cause analysis for cost optinization

* Such cost optimzation relates to inproved service delivery
times as well as optimzed human expertise (see above) and
gl obal , technol ogy-agnostic service structuring and delivery
procedures. In particular, the ability to inject new functions
in existing devices should not assune a replacenent of the said
devices but rather allow smart investnent capitalization

* This can be achieved thanks to automation, possibly based upon
a logically centralized view of the network infrastructure (or
a portion thereof), yielding the need for highly autonmated
t opol ogy, device and capabilities discovery neans, and
operational procedures.

* The main intelligence resides in the PDP, which suggests that
an inportant part of the SDN-rel ated devel opnent effort should
focus on a detail ed specification of the PDP function
i ncluding al gorithms and behavioral state machineries that are
based upon a conplete set of standardi zed data and i nformation
nodel s.
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4. 2.

Bou

*  These infornmation nodels and data need to be carefully
structured for efficiency and flexibility. This probably
suggests that a set of sinplified pseudo-bl ocks can be
assenbl ed as per the nature of the service to be delivered.

0 The need for abstraction layers -- clear interfaces between
busi ness actors and between | ayers, |et alone cross-Ilayer
consi derations, etc. Such abstraction |ayers are invoked wi thin
the context of service structuring and packagi ng and are nmeant to
facilitate the energence of the follow ng

* | P connectivity service exposure to custoners, peers,
applications, content/service providers, etc. (an exanple of
this can be seen in [CPP]).

* Sol utions that acconmodate | P connectivity service requirenents
wi th network engi neering objectives.

*  Dynanically adaptive decision-nmaki ng processes, which can
properly operate according to a set of input data and netrics,
such as current resource usage and demand, traffic forecasts
and matrices, etc., all for the sake of highly responsive
dynam c resource allocation and policy enforcenent schenes.

0 Better accommobdati on of technol ogi cally heterogeneous networKking
envi ronnents through the follow ng:

* Vendor-i ndependent configuration procedures based upon the
enf orcenent of vendor-agnostic generic policies instead of
vendor - speci fi ¢ | anguages.

* Tools to aid nanageability and orchestrate resources.

* Avoiding proxies and privileging direct interaction with
engines (e.g., routing and forwarding).

Boot st rappi ng an SDN

Means to dynami cally di scover the functional capabilities of the
devices that will be steered by a PDP intelligence for autonated
network service delivery need to be provided. This is because the
acquisition of the information related to what the network is
actually capable of will help structure the PDP intelligence so that
policy provisioning informati on can be derived accordingly.

A typical exanple would consist in docunenting a traffic engineering

policy based upon the dynam c di scovery of the various functions
supported by the network devices, as a function of the services to be
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delivered, thus yielding the establishnent of different routes
towards the sane destination depending on the nature of the traffic,
the I ocation of the functions that need to be invoked to forward such
traffic, etc.

Such dynam ¢ di scovery capability can rely upon the exchange of
specific information by nmeans of an | GP or BGP between network

devi ces or between network devices and the PDP in | egacy networking
envi ronnments. The PDP can al so send unsolicited comrands towards
networ k devices to acquire the description of their functiona
capabilities in return and derive network and service topol ogi es
accordi ngly.

O course, SDN techniques (as introduced in Section 2.4) could be
depl oyed in an | GP-/BGP-free networking environnment, but the SDN
boot st rappi ng procedure in such an environment still assunes the
support of the follow ng capabilities:

o Dynamically discover SDN participating nodes (including the PDP)
and their respective capabilities in a resilient nmanner, assum ng
the mutual authentication of the PDP and the participating devices
Section 5. The integrity of the information exchanged between the
PDP and the participating devices during the discovery phase nust
al so be preserved

0 Dynamically connect the PDP to the participating nodes and avoid
any forwarding | oops;

o Dynamically enable network services as a function of the device
capabilities and (possibly) what has been dynanically negoti ated
bet ween the custoner and the service provider;

o Dynanmically check connectivity between the PDP and the
participating nodes and between participati ng nodes for the
delivery of a given network service (or a set thereof);

o0 Dynanmically assess the reachability scope as a function of the
service to be delivered

o Dynamically detect and di agnose failures, and proceed with
corrective actions accordingly.

Li kewi se, the nmeans to dynamically acquire the descriptive

i nformati on (including the base configuration) of any network device
that may participate in the delivery of a given service should be
provided so as to help the PDP structure the services that can be
delivered as a function of the avail able resources, their |ocation
etc.
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In | GP-/BGP-free networking environnents, a specific bootstrap
protocol may thus be required to support the aforenentioned
capabilities for proper PDP- and SDN capabl e device operation, in
addition to the possible need for a specific additional network that
woul d provi de di scovery and connectivity features.

In particular, SDN design and operation in | GP-/BGP-free environments
shoul d provide performances sinmilar to those of |egacy environnents
that run an | GP and BGP. For exanple, the underlying network should
remai n operational even if connection with the PDP has been | ost.

Furt hernore, operators should assess the cost of introducing a new,
specific bootstrap protocol conpared to the cost of integrating the
af orenenti oned capabilities in existing | G? BG protocol nachineries.

Since SDN-rel ated features can be grafted into an existing network
infrastructure, they may not be all enabled at once froma
boot st rappi ng perspective; a gradual approach can be adopted instead.

A typical deploynent exanple would be to use an SDN deci si on- naki ng
process as an enul ation platformthat would hel p service providers
and operators nake appropriate technical choices before their actua
depl oynent in the network

Finally, the conpletion of the discovery procedure does not
necessarily nean that the network is now fully operational. The
operationality of the network usually assumes a robust design based
upon resilience and high availability features.

4.3. Operating an SDN

From an Operations and Managenent (QAM standpoint [RFC6291], running
an SDN-capabl e network raises several issues such as those listed
bel ow

0 How do SDN service and network nmanagenent bl ocks interact? For
exanpl e, how the results of the dynanmi c negotiation of service
paraneters with a custoner or a set thereof over a given period of
time will affect the PDP decisi on-naking process (resource
al l ocation, path conputation, etc.).

0 What should be the appropriate CAMtools for SDN network operation
(e.g., to check PDP or PEP reachability)?

0 How can performance (expressed in ternms of service delivery ting,

for exanple) be optimized when the activation of software nodul es
is controlled by an external entity (typically a PDP)?
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0 To what extent does an SDN i npl enentati on ease network
manageabi lity, including service and network di agnosi s?

o Should the "control and data pl ane separation" principle be
applied to the whole network or a portion thereof, as a function
of the nature of the services to be delivered or by taking into
account the technology that is currently depl oyed?

0 What is the inpact on the service provider’s testing procedures
and net hodol ogi es (that are used during validation and pre-
depl oynent phases)? Particularly, (1) how test cases will be
defined and executed when the activation of custom zed nodules is
supported, (2) what the methodol ogy is to assess the behavior of
SDN-control | ed devices, (3) how test regression will be conducted,
(4) etc.

0 How do SDN techni ques inpact service fulfillnment and assurance?
How t he resul ting behavi or of SDN devices (conpletion of
configuration tasks, for exanple) should be assessed agai nst what
has been dynamically negotiated with a custoner. How to neasure
the efficiency of dynanmically enforced policies as a function of
the service that has been delivered. How to neasure that what has
been delivered is conpliant with what has been negotiated. What
the inmpact is of SDN techni ques on troubl eshooting practice.

0 |Is there any risk to operate frozen architectures because of
potential interoperability issues between a controlled device and
an SDN controller?

0 How does the introduction of SDN techniques affect the lifetine of
| egacy systens? |s there any risk of (rapidly) obsoleting
exi sting technol ogi es because of their hardware or software
limtations?

The answers to the above questions are very likely to be service
provi der specific, depending on their technol ogi cal and busi ness
envi ronment s.

4.4. The Intelligence Resides in the PDP

The proposed SDN definition in Section 2.3 assunes an intelligence
that may reside in the control or the managenent planes (or both).
This intelligence is typically represented by a Policy Decision Point
(PDP) [RFC2753], which is one of the key functional conponents of the
pol i cy-based managenent framework
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SDN networki ng, therefore, relies upon PDP functions that are capabl e
of processing various input data (traffic forecasts, outcones of
negoti ati on between custonmers and service providers, resource status
as depicted in appropriate information nodels instantiated in the
PIB, etc.) to make appropriate decisions.

The design and the operation of such PDP-based intelligence in a
scal abl e manner renmains a part of the najor areas that need to be
i nvesti gat ed.

To avoid centralized design schenes, inter-PDP comunication is
likely to be required, and correspondi ng i ssues and sol utions shoul d
be considered. Several PDP instances may thus be activated in a

gi ven dormai n. Because each of these PDP instances nay be responsible
for maki ng deci sions about the enforcement of a specific policy
(e.g., one PDP for QoS policy enforcement purposes, another one for
security policy enforcenment purposes, etc.), an inter-PDP

conmuni cati on schene is required for global PDP coordination and
correl ation.

I nter-donmai n PDP exchanges may al so be needed for specific usages.
Exanpl es of such exchanges are as follows: (1) during the network
attachnent phase of a node to a visited network, the PDP operated by
the visited network can contact the honme PDP to retrieve the policies
to be enforced for that node, and (2) various PDPs can col |l aborate in
order to conpute inter-donain paths that satisfy a set of traffic

per f or mance guar ant ees.

4.5. Sinplicity and Adaptability vs. Conplexity

The functional netadonmains introduced in Section 2.4 assune the

i ntroduction of a high |evel of automation, from service negotiation
to delivery and operation. Automation is the key to sinplicity, but
it must not be seen as a magic button that would be hit by a network
adm ni strat or whenever a custoner request has to be processed or

addi tional resources need to be all ocated.

The need for sinplicity and adaptability, thanks to autonated
procedures, generally assunes sonme conplexity that |ies beneath
aut omat i on.

4.6. Performance and Scal ability
The conbination of flexibility with software inevitably raises
performance and scalability issues as a function of the nunber and

the nature of the services to be delivered and their associ at ed
dynani cs.
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4.

5.

For exanpl e, networks deployed in Data Centers (DCs) and that rely
upon OpenFl ow switches are unlikely to raise inportant FIB
scalability issues. Conversely, DC interconnect designs that aimto
dynani cal | y manage Virtual Machine (VM nobility, possibly based upon
t he dynami c enforcenent of specific QoS policies, may raise

scal ability issues.

The claimed flexibility of SDN networking in the latter context will
have to be carefully investigated by operators.

7. Ri sk Assessnent
Various risks are to be assessed such as:

o Evaluating the risk of depending on a controller technol ogy rather
than a device technol ogy.

o Evaluating the risk of operating frozen architectures because of
potential interoperability issues between a controller and a
control | ed device

0 Assessing whether SDN-Iabeled solutions are likely to obsolete
exi sting technol ogi es because of hardware limtations. Froma
techni cal standpoint, the ability to dynanically provision
resources as a function of the services to be delivered may be
i nconpatible with | egacy routing systenms because of their hardware
limtations, for exanple. Likew se, froman econonica
standpoi nt, the use of SDN solutions for the sake of flexibility
and automation may dramatically inpact Capital Expenditure (CAPEX)
and Operational Expenditure (OPEX) budgets.

Security Considerations

Security is an inmportant aspect of any SDN design because it
conditions the robustness and reliability of the interactions between
networ k and applications people for efficient access contro
procedures and optinized protection of SDN resources agai nst any kind
of attack. |In particular, SDN security policies [SDNSEC] shoul d nmeke
sure that SDN resources are properly safeguarded agai nst actions that
may j eopardi ze network or application operations.

In particular, service providers should define procedures to assess
the reliability of software nodul es enbedded in SDN nodes. Such
procedures should include the neans to al so assess the behavi or of
sof tware conponents (under stress conditions), detect any exploitable
vulnerability, reliably proceed with software upgrades, etc. These
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security guards should be activated during initial SDN node
depl oynent and activation but also during SDN operation that inplies
sof tware upgrade procedures.

Al t hough t hese procedures may not be SDN-specific (e.g., operators
are famliar with firmvare updates with or without service

di sruption), it is worth challenging existing practice in |light of
SDN depl oynent and operation

Li kewi se, PEP-PDP interactions suggest the need to make sure that (1)
a PDP is entitled to solicit PEPs, so that they can apply the

deci sions nade by the said PDP, (2) a PEP is entitled to solicit a
PDP for whatever reason (request for additional configuration

i nformati on, notification about the results of a set of configuration
tasks, etc.), (3) a PEP can accept decisions nade by a PDP, and (4)
conmmuni cati on between PDPs within a domain or between domains is
properly secured (e.g., make sure a pair of PDPs are entitled to
conmuni cate with each other, make sure the confidentiality of the

i nformati on exchanged between two PDPs can be preserved, etc.).
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