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Abstr act

Net wor k Address and Port Translation (NAPT) works well for conserving
gl obal addresses and addressing nul ti homing requirenents because an

| Pv4 NAPT router inplements three functions: source address

sel ection, next-hop resolution, and (optionally) DNS resolution. For
| Pv6 hosts, one approach could be the use of |Pv6-to-1Pv6 Network
Prefix Translation (NPTv6). However, NAT and NPTv6 shoul d be
avoided, if at all possible, to pernmt transparent end-to-end
connectivity. In this docunent, we analyze the use cases of

mul ti homi ng. W al so describe functional requirenents and possible
solutions for nultihom ng without the use of NAT in |IPv6 for hosts
and small | Pv6 networks that woul d otherw se be unable to neet

m ni rum | Pv6-al | ocation criteria. W conclude that DHCPv6- based
solutions are suitable to solve the nmultihoning issues described in
this docunent, but NPTv6 may be required as an internedi ate sol ution

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc7157
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1

I ntroduction

In this docunment, we analyze the use cases of multihoni ng, describe
functional requirements, and describe the problens with |IPv6

mul ti hom ng. There are two ways to avoid the problens of |Pv6

mul ti hom ng:

1. wusing |Pv6-to-1Pv6 network prefix translation (NPTv6) [RFC6296],
or;

2. refining I Pv6 specifications to resolve the problens with |IPv6
mul ti homi ng.

Thi s docunent concerns itself with the latter and explores the
solution space. W hope this will encourage the devel opment of
solutions to the problemso that, in the Iong run, NPTv6 can be
avoi ded.

| Pv6 provides enough gl obally uni que addresses to pernit every

concei vabl e host on the Internet to be uniquely addressed without the
requi renent for Network Address Port Translation (NAPT) [RFC3022],

of fering a renai ssance in end-to-end transparent connectivity.

Unfortunately, this may not be possible in every case, due to the
possi bl e necessity of NAT even in |IPv6, because of nultihoni ng

Though there are mechanisns to inplenent multihoni ng, such as BGP

mul ti homi ng [ RFC4116] at the network |evel and nultihomi ng based on
the Stream Control Transm ssion Protocol (SCTP) [ RFC4960] in the
transport layer, there is no nechanismin IPv6 that serves as a

repl acenent for NAT-based nultihoming in IPv4. In IPv4, for a host
or a small network, NAT-based nultihoming is easily deployable and is
an al ready- depl oyed t echni que.

Whenever a host or small network (that does not neet nininmum | Pv6

all ocation criteria) is connected to nultiple upstream networks, an

| Pv6 address is assigned by each respective service provider
resulting in hosts with nultiple global scope | Pv6 addresses with
different prefixes. As each service provider is allocated a

di fferent address space fromits Internet Registry, it, in turn,
assigns a different address space to the end-user network or host.

For exanple, a renote access user’s host or router may use a VPN to
si mul t aneously connect to a renbte network and retain a default route
to the Internet for other purposes.
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In IPv4, a conmon solution to the nultihom ng problemis to enpl oy
NAPT on a border router and use private address space for individua
host addressing. The use of NAPT allows hosts to have exactly one IP
address visible on the public network, and the conbination of NAPT

wi th provider-specific outside addresses (one for each uplink) and
destination-based routing insulates a host fromthe inpacts of
mul ti ple upstream networks. The border router nmay also inplenent a
DNS cache or DNS policy to resol ve address queries from hosts.

It is our goal to avoid the IPv6 equival ent of NAT. So, the goals
for 1Pv6 nmultihom ng defined in [ RFC3582] do not match the goals of
this docunent. Also, regardless of what the NPTv6 specification is,
we are trying to avoid any form of network address translation
techni que that nmay not be visible to either of the end hosts. To
reach this goal, several nechanisns are needed for end-user hosts to
have nul ti pl e address assignnents and resol ve i ssues such as which
address to use for sourcing traffic to which destination:

o If nmultiple routers exist on a single Iink, the host nust select
the appropriate next hop for each connected network. Each router
is in turn connected to a different service provider network,
whi ch provi des i ndependent address assignment. Routing protocols
that would normally be enployed for router-to-router network
adverti senent seeminappropriate for use by individual hosts.

0 Source address selection becones difficult whenever a host has
nore than one address of the sane address scope. Current address
selection criteria may result in hosts using an arbitrary or
random addr ess when sourcing upstreamtraffic. Unfortunately, for
the host, the appropriate source address is a function of the
upstream network for which the packet is bound. |If an upstream
service provider uses IP anti-spoofing or ingress filtering, it is
concei vabl e that the packets that have an inappropriate source
address for the upstream network woul d never reach their
destinati on.

o0 In a multihomed environnent, different DNS scopes or partitions
may exi st in each independent upstream network. A DNS query sent
to an arbitrary upstream DNS recursive name server may result in
i ncorrect or poisoned responses.

In short, while IPv6 facilitates hosts having nore than one address
in the same address scope, the application of this causes significant
i ssues for a host fromrouting, source address selection, and DNS
resol uti on perspectives. A possible consequence of assigning a host
multiple identically scoped addresses is severely inpaired I P
connectivity.
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If a host connects to a network behind an | Pv4 NAPT, the host has one
private address in the |ocal network. There is no confusion. The
NAT becones the gateway of the host and forwards the packet to an
appropriate network when it is multihoned. It also operates a DNS
cache server or DNS proxy, which receives all DNS inquires, and gives
a correct answer to the host.

2. Terninol ogy

NPTv6 | Pv6-to-1Pv6 Network Prefix Translation as described in
[ RFC6296] .

NAPT Net wor k Address Port Transl ati on as described in
[ RFC3022]. In other contexts, NAPT is often pronounced

"NAT" or witten as "NAT"

VHVP Mul tihomed with nmulti-prefix. A host inplenentation that
supports the nechani sns described in this docunent;
nanel y, source address sel ection policy, next hop
sel ection, and DNS sel ection policy.
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3. |1Pve Multi honed Network Scenari os

In this section, we classify three scenarios of the nultihoning
envi ronnent .

3.1. dassification of Network Scenarios for Miultihomed Host
Scenario 1:

In this scenario, two or nore routers are present on a single link
shared with the host(s). Each router is, in turn, connected to a

di fferent service provider network, which provides independent
address assignnent and DNS recursive nane servers. A host in this
envi ronnment woul d be offered multiple prefixes and DNS recursive name
servers advertised fromthe two different routers.

S +
| / \
+---| rtrl | =====/ net wor k \
| | \ 1 /
e oo oo + | +------ + \ /
| |
| hosts|----- +
R B
| | / \
+___| rtr2 |:::::/ net wor k \
| | \ 2 /
Fommeo e + \ /

Figure 1: Single Uplink, Miltiple Next Hop, Multiple Prefix
(Scenario 1)

Figure 1 illustrates the host connecting to rtrl and rtr2 via a
shared Iink. Networks 1 and 2 are reachable via rtrl1 and rtr2,
respectively. Wen the host sends packets to network 1, the next hop
to network 1 is rtrl. Simlarly, rtr2 is the next hop to network 2.

Exanpl e: multiple broadband service providers (Internet, VolP, |PTV,
etc.)
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Scenario 2:

In this scenario, a single gateway router connects the host to two or
nmore upstream service provider networks. This gateway router would
recei ve prefix delegations and a different set of DNS recursive nane
servers from each i ndependent service provider network. The gateway,
in turn, advertises the provider prefixes to the host, and for DNS
may either act as a |lightweight DNS cache server or advertise the
conpl ete set of service provider DNS recursive nane servers to the
host s.

Fommm o +
Foom - + | | / \
| | :::::::l rtril | =—====/ net wor k \
| |port1 | | \ 1 /

e + | | o + \ /

I I I

| hosts|----- | GW |

| | | rtr |

Hommm - + | | Fo--oo- S
| |port2 | | / \
| [------- | rtr2 | =====/ net wor k \
R + | | \ 2 /

SR — + \ /

Figure 2: Single Uplink, Single Next Hop, Multiple Prefix
(Scenario 2)

Figure 2 illustrates the host connected to GWNrtr. GWNrtr connects
to networks 1 and 2 via portl and 2, respectively. As the figure
shows a | ogical topology of the scenario, portl could be a pseudo-
interface for tunneling, which connects to network 1 through network
2 and vice versa. \When the host sends packets to either network 1 or
2, the next hop is GNrtr. Wen the packets are sent to network 1
(network 2), GWNrtr forwards the packets to portl (port2).

Exanple: Internet + VPN / Application Service Provider (ASP)
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Scenario 3:

In this scenario, a host has nore than one active interface that
connects to different routers and service provider networks. Each
router provides the host with a different address prefix and set of
DNS recursive nane servers, resulting in a host with a uni que address
per link/interface.

[T + +------ +

I I I I / \

| [ ----- | rtrl | =====/ net wor k \
I I I I \ 1 /
| | SRR + \_ /
I I

| host |

I I

I I t------ +

I I I I / \

| | =====| rtr2 |=====/ network \
I I I I \ 2 /
Fomm - - + Fo-em - - + \ /

Figure 3: Multiple Uplink, Miultiple Next Hop, Miultiple Prefix
(Scenario 3)

Figure 3 illustrates the host connecting to rtrl and rtr2 via a
direct connection or a virtual link. Wen the host sends packets to
network 1, the next hop to network 1 is rtrl. Sinmilarly, rtr2 is the
next hop to network 2.

Exanpl e: Mbile Wfi + 3G ISP A+ ISP B
3.2. Miltihonmed Network Environnment

In an I Pv6 multi honed network, a host is assigned two or nore |Pv6
addresses and DNS recursive nane servers from i ndependent service
provi der networks. Wen this nultihoned host attenpts to connect
with other hosts, it may incorrectly resolve the next-hop router, use
an inappropriate source address, or use a DNS response from an

i ncorrect service provider that may result in inpaired IP
connectivity.

In many cases, nultihonmed networks in | Pv4 have been inpl enented

t hrough the use of a gateway router with NAPT function (scenario 2
with NAPT). An analysis of the current | Pv4 NAPT and DNS functions
within the gateway router should provide a baseline set of
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requirenents for IPv6 multihomed environnents. A destination prefix/
route is often used on the gateway router to separate traffic between
t he networks.

Hommo - +
| / \
+---| rtrl | =====/ net wor k \
| I \ 1 /
Fee e - - - + +- - + | Fo----- + \__ /
| 1Pv4 | | |
| hosts|----- | GV |---+
| | | rtr | |
Fom e o + F----- + +o----- +
(NAPT&DNS) | | | / \
(private +---] rtr2 | =====/ network \
addr ess | | \ 2 /
space) to----- + \ /

Figure 4: | Pv4 Miltihonmed Environnment with
Gat eway Router Perform ng NAPT

3. 3. Pr obl em St at enent

A mul ti homed | Pv6 host has one or nore assigned | Pv6 addresses and
DNS recursive nane servers from each upstream service provider
resulting in the host having multiple valid | Pv6 addresses and DNS
recursive nanme servers. The host nust be able to resolve the
appropriate next hop, the correct source address, and the correct DNS
recursive nane server to use based on the destination prefix. To
prevent | P spoofing, operators will often inplenment ingress filtering
to discard traffic with an inappropriate source address, naking it
essential for the host to correctly resolve these three itens before
sourcing the first packet.

| Pv6 has mechani snms for the provision of multiple routers on a single
link and multiple address assignnents to a single host. However,
when t hese nechani sns are applied to the three scenarios described in
Section 3.1, a nunmber of connectivity issues are identified:

Scenario 1:
The host has been assigned an address from each router and recogni zes

both rtrl and rtr2 as valid default routers (in the default routers
list).

Troan, et al. I nf or mat i onal [ Page 9]



RFC 7157 | Pv6 Mul ti homi ng wi thout NAT March 2014

0 The source address selection policy on the host does not
deterministically resolve a source address. Ingress filtering or
filter policies will discard traffic with source addresses that
the operator did not assign

o The host will select one of the two routers as the active default
router. No traffic is sent to the other router

Scenari o 2:

The host has been assigned two different addresses fromthe single
gateway router. The gateway router is the only default router on the
i nk.

0 The source address selection policy on the host does not
determnistically resolve a source address. Ingress filtering or
filter policies will discard traffic with source addresses that
the operator did not assign

0 The gateway router does not have an aut ononobus nechani sm f or
determi ning which traffic should be sent to which network. [|f the
gateway router is inplementing host functions (i.e., processing
Rout er Advertisenent (RA)), then two valid default routers may be
recogni zed

Scenari o 3:

A host has two separate interfaces, and each interface has a
di fferent address assigned. Each link has its own router

o0 The host does not have enough infornation to determnm ne which
traffic should be sent to which upstreamrouters. The host will
sel ect one of the two routers as the active default router, and no
traffic is sent to the other router. The default address
selection rules select the address assigned to the outgoing
interface as the source address. So, if a host has an appropriate
routing table, an appropriate source address wll be sel ected.

Al'l scenari os:
0 In network deploynents utilizing | ocal namespaces, the host may

choose to conmunicate with a "wrong" DNS recursive server unabl e
to serve a | ocal nanespace.
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4. Requirenents

This section describes requirements that any solution rulti-address
and nulti-uplink architectures need to neet.

4.1. End-to-End Transparency

One of the major design goals for IPv6 is to restore the end-to-end

transparency of the Internet. |If NAT is applied to | P conmuni cation
bet ween hosts, NAT traversal mnechanisnms are required to establish
bi directional IP conmunication. 1In an environment with end-to-end

transparency, a NAT traversal nechani sm does not need to be

i mpl enented in an application (e.g., |ICE [ RFC5245]). Therefore, the
| Pv6 nul ti hom ng solution should strive to avoid NPTv6 to achi eve
end-to-end transparency.

4.2. Scalability

The solution will have to be able to nanage a | arge nunber of sites/
nodes. In services for residential users, provider edge devices have
to manage thousands of sites. In such environnments, sending packets
periodically to each site may affect edge system performance.

5. Problem Anal ysi s

The probl ens described in Section 3 can be classified into these
three types:

0 Wong source address sel ection
0 Wong next hop sel ection
0 Wong DNS server selection

This section reviews the problem statements presented above and the
proposed functional requirenents to resolve the issues.

5.1. Source Address Sel ection

A multihomed I Pv6 host will typically have different addresses
assigned from each service provider on either the same |ink
(scenarios 1 and 2) or different links (scenario 3). Wen the host
wi shes to send a packet to any given destination, the current source
address selection rules [RFC6724] nmay not deterministically select
the correct source address. [RFC7078] describes the use of the
policy table (as discussed in [RFC6724]) to resolve this problem
usi ng a DHCPv6 nechani sm for host policy table managenent.
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Agai n, by enpl oyi ng DHCPv6, the server could restrict address
assignnent (of additional prefixes) only to hosts that support policy
t abl e managenent.

Scenario 1: Host needs to support the solution for this problem
Scenario 2: Host needs to support the solution for this problem

Scenario 3: If Host supports the next hop selection solution, there
is no need to support the address selection functionality on the
host .

It is noted that the network’s DHCP server and DHCP-forwardi ng
routers nust al so support the Address Sel ection option [ RFC7078].

5.2. Next Hop Sel ection

A mul ti homed | Pv6 host or gateway may have nultiple uplinks to
different service providers. Here, each router would use Router
Advertisenents [RFC4861] to distribute default route/next-hop
informati on to the host or gateway router

In this case, the host or gateway router may select any valid default
router fromthe default routers list, resulting in traffic being sent
to the wong router and di scarded by the upstream service provider
Usi ng the above scenarios as an exanpl e, whenever the host wi shes to
reach a destination in network 2 and there is no connectivity between
networks 1 and 2 (as is the case for a wall ed-garden or closed
service), the host or gateway router does not know whether to forward
traffic tortrl or rtr2 to reach a destination in network 2. The
host or gateway router nay choose rtrl as the default router, but
traffic will fail to reach the destination server. The host or
gateway router requires route information for each upstream service
provi der, but the use of a routing protocol between the gateway and
the two routers causes both configuration and scaling issues. In

| Pv4, gateway routers are often pre-configured with static routes or
use the Classless Static Route Options [ RFC3442] for DHCPv4. An
extension to Router Advertisenents through Default Router Preference
and More-Specific Routes [ RFC4191] provides for link-specific
preferences but does not address per-host configuration in a multi-
access topol ogy because of its reliance on Router Advertisenents.

Scenario 1. Host needs to support the solution for this problem
Scenario 2: GNrtr needs to support the solution for this problem

Scenario 3: Host needs to support the solution for this problem
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5.3. DNS Recursive Nane Server Sel ection

A multihomed | Pv6 host or gateway router may be provided multiple DNS
recursive nane servers through DHCPv6 [ RFC3646] or RA [ RFC6106] .

When the host or gateway router sends a DNS query, it would normally

choose one of the avail able DNS recursive nane servers for the query.

In the | Pv6 gateway router scenario, the Broadband Forum ( BBF)

[ TR-124] requires that the query be sent to all DNS recursive nane
servers and that the gateway wait for the first reply. In IPv6

gi ven our use of specific destination-based policy for both routing
and source address selection, it is desirable to extend a policy-
based concept to DNS recursive nane server selection. Doing so can
nm ni i ze DNS recursive name server |oad and avoid i ssues where DNS
recursive nane servers in different networks have connectivity

i ssues, or the DNS recursive nane servers are not publicly
accessible. In the worst case, a DNS query for a nane froma |oca
nanespace nay not be resolved correctly if sent towards a DNS server
not aware of said |ocal nanespace, resulting in a | ack of
connectivity.

It is not an issue of the Domain Nanme System nodel itself, but an

I Pv6 nulti homed host or gateway router should have the ability to
sel ect appropriate DNS recursive nane servers for each service based
on the donain space for the destination, and each service shoul d
provide rules specific to that network. [RFC6731] proposes a
solution for distributing DNS server selection policy using a DHCPv6
option.

Scenario 1: Host needs to support the solution for this problem
Scenario 2. GNrtr needs to support the solution for this problem
Scenario 3: Host needs to support the solution for this problem

It is noted that the network’s DHCP server and DHCP-forwardi ng
routers must al so support the Address Sel ection option [ RFC6731].

6. I nplenentati on Approach

As nentioned in Section 5, in the nmulti-prefix environment, we have
three problens: source address sel ection, next hop selection, and DNS
recursive nane server selection. 1In this section, possible solutions
for each problem are introduced and eval uat ed agai nst the
requirenents in Section 4.
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6.1. Source Address Sel ection

The probl ens of address selection in nulti-prefix environnents are
summari zed in [ RFC5220]. Wen solutions are exam ned agai nst the
requirenents in Section 4, the proactive approaches, such as the
policy table distribution mechani smand the routing hints nechani sm
are nore appropriate in that they can propagate the network

adm nistrator’s policy directly. The policy distribution nechanism
has an advantage with regard to the host’s protocol stack inpact and
the static nature of the assuned target network environnment.

6.2. Next Hop Sel ection

As for the source address selection problem both a policy-based
approach and a non-policy-based approach are possible with regard to
the next hop selection problem Because of the sane requirenents,
the policy propagation-based sol uti on mechani sm whatever the policy,
shoul d be nore appropriate.

Routing information is a typical exanple of policy related to next
hop selection. |If we assume source-address-based routing at hosts or
internmedi ate routers, pairs of source prefixes and next hops can be
anot her exanpl e of next hop sel ection policy.

The routing-informati on-based approach has a cl ear advantage in
i mpl enentation and is al ready commonly used.

The existing proposed or standardi zed routing information

di stribution mechani sns are routing protocols (such as Routing

I nformati on Protocol Next Generation (R Png) and OSPFv3), the RA
extension option defined in [RFC4191], and the CPE WAN Managenent
Protocol (CWWP) [TR069] standardi zed at BBF.

The RA-based nechani sm doesn’t handl e distribution of per-host
routing information easily. Dynam c routing protocols are not
typically used between residential users and | SPs, because of their
scalability and security inplications. The DHCPv6 nechani sm does not
have these problens and has the advantage of relay functionality. It
is commonly used and is thus easy to depl oy.

[ TRO69], nentioned above, defines a possible solution nechanismfor
routing information distribution to custoner prenises equi pnent
(CPE). It assunes, however, that |IP reachability to the Auto
Configuration Server (ACS) has been established. Therefore, if the
CPE requires routing information to reach the ACS, CWP [ TR069]
cannot be used to distribute this information
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6. 3.

DNS Recursi ve Nanme Server Sel ection

Note: Split-horizon DNS is discussed in this section. Split-

hori zon DNS is known to cause problens with applications to all ow
i nformati on | eakage. The di scussion of split-horizon DNS is not
condoning its use, but rather acknow edging that split-horizon DNS
is used and that its use is another justification for network
address translation. The goal of this docunent is to encourage
buil di ng solutions that do not need network address translation
Two sol utions appear possible: inprove the function of split-

hori zon DNS (which is discussed bel ow) or meet network

adm nistrators’ requirenments without split-horizon DNS (which is
out of scope of this docunent).

As in the above two problens, a policy-based approach and a non-

pol i cy-based approach are possible. 1n a non-policy-based approach
a host or a hone gateway router is assunmed to send DNS queries to
several DNS recursive nanme servers at once or to select one of the
avai |l abl e servers

In the non-policy-based approach, by making a query to a DNS
recursive nane server in a different service provider to that which
hosts the service, a user could be directed to an unexpected IP
address or receive an invalid response, and thus it could not connect
to the service provider’'s private and legitinmate service. For
exanpl e, sonme DNS recursive nane servers reply with different answers
dependi ng on the source address of the DNS query, which is sonetines
called "split-horizon". Wen the host nistakenly makes a query to a
different provider’s DNS recursive nane server to resolve a Fully
Qualified Donmain Nane (FQDN) of another provider’s private service,
and the DNS recursive name server adopts the split-horizon
configuration, the queried server returns an | P address of the non-
private side of the service. Another problemw th this approach is
that it causes unnecessary DNS traffic to the DNS recursive nane
servers that are visible to the users

The alternative to a policy-based approach is docunented in

[ RFC6731], where several pairs of DNS recursive name server addresses
and DNS domai n suffixes are defined as part of a policy and conveyed
to hosts in a new DHCP option. In an environnent where there is a
hone gateway router, that router can act as a DNS recursive nane
server, interpret this option, and distribute DNS queries to the
appropriate DNS servers according to the policy.
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6.4. Oher Algorithns Available in RFCs

The aut hors of this document are aware of a variety of other

al gorithnms and architectures, such as Shinb [ RFC5533] and HI P

[ RFC5206], that may be useful in this environment. At the tinme of
this witing, there is not enough operational experience on which to
base a recommendation. Should such operational experience becone
avai l abl e, this docunent nay be updated in the future.

7. Considerations for MHVWP Depl oynent

This section describes considerations to nmitigate possible problens
in a network that inplenents MHAVWP (described in Section 6).

7.1. Non- VHW Host Consi deration

In a typical IPv4 nultihonmed network depl oyment, |Pv4 NAPT is
practically used and it can eventually avoid assigning nultiple
addresses to the hosts and solve the next hop selection problem In
a simlar fashion, NPTv6 can be used as a last resort for |Pv6

mul ti honed networ k depl oynments where one needs to assign a single

| Pv6 address to a non- MHVP host.

/ \
+---/ Internet \
gat eway router | \ /
F- - - + Fomm e e e e e e e + | \__ /
| | | | | WANL  +--+
| host |----- | LAN|] Router |[--------
| | | | | NAT| WAN2+- - +
[ SIS, + G I + | __________
| / \
+---/ ASP \
\ /
\ /

Fi gure 5: Legacy Host

The gateway router also has to support the two features, next hop
sel ection and DNS server selection, shown in Section 6.

The inplenentation and i ssues of NPTv6 are out of the scope of this
document, but are discussed in Section 5 of [RFC6296].
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7.2. Coexistence Consi derations

To all ow t he coexi stence of non- MHW hosts and MHWP hosts (i.e.
hosts supporting multi-prefix with the enhancenents for the source
address selection), GNrtr may need to treat those hosts separately.

An idea for how to achieve this would be for GWrtr to identify the
hosts, and then assign a single prefix to non- MVHW hosts and assign
multiple prefixes to MHVWP hosts. In this case, GNrtr can perform
| Pv6 NAT only for the traffic fromnon-MHW hosts if its source
address is not appropriate.

Another idea is that GNrtr could assign nultiple prefixes to both
hosts and perform | Pv6 NAT for traffic fromnon- VHW hosts if its
source address is not appropriate.

In scenarios 1 and 3, the non-MHWP hosts can be placed behind the NAT
box. In this case, the non- MVHVWP host can access the service through
t he NAT box.

The inplenentation of identifying non- VHW hosts and NAT policy is
out si de the scope of this docunent.

7.3. Policy Collision Consideration

Wien nultiple policy distributors exist, a policy receiver may not
foll ow each of the received policies. |In particular, when a policy
conflicts with another policy, a policy receiver cannot inplenent
both of the policies. To solve or mtigate this issue, a
prioritization rule is required to align the policies with the
preferences of a trusted interface. Another solution is to preclude
the functionality of the acceptance of multiple policies at the
receiver side. In this case, a policy distributor should cooperate
with other policy distributors, and a single representative provider
shoul d distribute a nmerged policy.

Thi s docunent does not presune specific recomendati ons for resolving
policy collision. It is expected that the inplenentation will decide
how to resolve the conflicts. |If they are not resolved consistently
by different inplenentations, that could affect interoperability and
security trust boundaries. Future work is expected to address the
need for consistent policy resolution to avoid interoperability and
security trust boundary issues.
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8.

Security Considerations

In today’s nultihoned | Pv4 networks, it is difficult to resolve or
coordi nate conflicts between the two upstream networks. This problem
persists with IPv6, no matter if the hosts use |IPv6 provider-
dependent or provider-independent addresses.

Thi s docunent requires that MHWP sol utions have functions that
provide policy controls. New security threats can be introduced
dependi ng on the kind and formof the policy. The threats can be
categorized in two parts: the policy receiver side and the policy
di stributor side.

A policy receiver may receive an evil policy froma policy
distributor. A policy distributor should expect that sone hosts in
its network will not follow the distributed policy. At the tine of
this witing, there are no known nethods to resolve conflicts between
the host’s own policy (policy receiver) and the policies of upstream
providers (policy provider). As this docunent is analyzing the
probl em space, rather than proposing a solution, we note the
foll owi ng probl ens:

Threats related to the policy distributor side:

The service provider shoul d expect the existence of hosts that
will not obey the received policy. A possible solutionis to
ingress-filter those packets that do not match the distributed
policy and drop them For route sel ection, packet forwarding
or redirection can be anot her possible solution. For source
address sel ection, |Pv6 NAT can be anot her possible sol ution.

In a nmulti honmed nul tiple-provider network, nodes in the network
may be administered by different organi zations. Administrators
m ght need to control policies (and a node’s behavi or)

i ndependently of other adm nistrators. Access control policies
need to be in place to restrict the adm nistrator’s access to
only the nodes it is authorized to control

Threats related to the policy receiver side

For the policy receiver side, who should be trusted to accept
policies is a fundanental issue. Howis the trust established?
How can the network el ement be assured that it can establish
that trust before the network is fully configured? |If a policy
receiver trusts an untrusted network, it will cause the

di stributing of the unwanted and unauthorized policy that is
descri bed bel ow
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A policy receiver is exposed to the threats of unauthorized
policy, which can |lead to session hijack, falsification, DoS,
Wi retappi ng, and phishing. Unauthorized policy here neans a
policy distributed froman entity that does not have rights to
do so. Usually, only a site adm nistrator and a network
service provider have rights to distribute these policies in
addition to | P address assignment and DNS server address
notification. Regarding source address selection, unauthorized
policy can expose an |P address that will not usually be
exposed to an external server, which can be a privacy problem
To solve or mitigate the probl em of unauthorized policy, one
approach is to linmt the use of these policy distribution
mechani sns, as described in the Section 4.4 of [RFC6731]. For
exanpl e, a policy should be preferred or accepted if delivered
over a secure, trusted channel such as a cellular data
connection. The proposed solutions are based on DHCP, so the
limtation of local site comunication, which is often used in
W Fi access services, should be another solution or mitigation
for this problem For the DNS server selection issue, DNS
Security (DNSSEC) can be another solution. For source address
selection, the ingress filter at the network service provider
router can be a solution

Anot her threat is the | eakage of the policy and privacy issues
resulting fromthat. Especially when clients receive different
policies fromthe network service provider, that difference
provides hints about the host itself and can be useful to
uniquely identify the host. Encryption of the conmunication
channel and separation of the conmmuni cati on channel per host
can be solutions for this problem

The security threats related to I Pv6 nultihoming are described in
[ RFC4218] .

9. Contributors

The follow ng people contributed to this docunent: Akiko Hattori
Arifum WMatsunmoto, Frank Brockners, Fred Baker, Tonohiro Fuji saki
Jun-ya Kato, Shigeru Akiyama, Seiichi Mrikawa, Mirk Townsl ey,
Wj ci ech Dec, Yasuo Kashimura, and Yuji Yanmazaki. This docunent has
greatly benefited frominputs by Randy Bush, Brian Carpenter, and
Teenmu Savol ai nen.

Troan, et al. I nf or mat i onal [ Page 19]



RFC 7157

| Pv6 Multihom ng without NAT March 2014

10. References

10. 1.

Nor mati ve Ref erences

[ RFC4191]

[ RFC4861]

[ RFC5296]

[ RFC6724]

[ RFC6731]

[ RFC7078]

10. 2.

Draves, R and D. Thaler, "Default Router Preferences and
Mor e- Speci fi ¢ Routes", RFC 4191, Novenber 2005.

Narten, T., Nordmark, E., Sinpson, W, and H Soli nan,
"Nei ghbor Di scovery for IP version 6 (IPv6)", RFC 4861,
Sept enber 2007.

Wasserman, M and F. Baker, "IPv6-to-1Pv6 Network Prefix
Transl ation", RFC 6296, June 2011.

Thal er, D., Draves, R, Matsunmpto, A, and T. Chown,
"Default Address Selection for Internet Protocol Version 6
(IPv6)", RFC 6724, Septenber 2012.

Savol ainen, T., Kato, J., and T. Lenon, "Inproved
Recursive DNS Server Selection for Miulti-Interfaced
Nodes", RFC 6731, Decenber 2012.

Mat sunoto, A., Fujisaki, T., and T. Chown, "Distributing
Address Sel ection Policy Using DHCPv6", RFC 7078, January
2014.

I nformati ve References

[ RFC3022]

[ RFC3442]

[ RFC3582]

[ RFC3646]

[ REC4116]

Tr oan,

et al.

Srisuresh, P. and K Egevang, "Traditional |IP Network
Address Translator (Traditional NAT)", RFC 3022, January
2001.

Lemon, T., Cheshire, S., and B. Vol z, "The d assl ess
Static Route Option for Dynam c Host Configuration
Prot ocol (DHCP) version 4", RFC 3442, Decenber 2002.

Abley, J., Black, B., and V. GIIl, "CGoals for IPv6 Site-
Mul ti homi ng Architectures”, RFC 3582, August 2003.

Droms, R, "DNS Configuration options for Dynam c Host
Configuration Protocol for IPv6e (DHCPv6)", RFC 3646,
Decenber 2003.

Abl ey, J., Lindqgvist, K, Davies, E., Black, B., and V.

Gll, "I'Pvd Multihomi ng Practices and Limtations", RFC
4116, July 2005.

I nf or mat i onal [ Page 20]



RFC 7157

[ RFC4218]

[ RFC4960]

[ RFC5206]

[ RFC5220]

[ RFC5245]

[ RFC5533]

[ RFC6106]

[ TR-124]

[ TRO69]

Troan, et al.

| Pv6 Multihom ng without NAT March 2014

Nordrmark, E. and T. Li, "Threats Relating to |IPv6
Mul ti homi ng Sol utions", RFC 4218, Cctober 2005.

Stewart, R, "Stream Control Transm ssion Protocol", RFC
4960, Septenber 2007.

Ni kander, P., Henderson, T., Vogt, C., and J. Arkko, "End-
Host Mbility and Multihoming with the Host Identity
Protocol ", RFC 5206, April 2008.

Mat sunoto, A, Fujisaki, T., Hrom, R, and K Kanayans,
"Problem Statenent for Default Address Selection in Milti-
Prefix Environments: Operational |ssues of RFC 3484
Default Rules", RFC 5220, July 2008.

Rosenberg, J., "Interactive Connectivity Establishnent
(ICE): A Protocol for Network Address Transl ator (NAT)
Traversal for Ofer/Answer Protocols", RFC 5245, April
2010.

Nordmark, E. and M Bagnul o, "Shint: Level 3 Miltihoni ng
Shim Protocol for 1Pv6", RFC 5533, June 2009.

Jeong, J., Park, S., Beloeil, L., and S. Madanapalli,
"I Pv6 Router Advertisenent Options for DNS Configuration",
RFC 6106, Novenber 2010.

The Broadband Forum "TR-124, Functional Requirenents for
Br oadband Resi denti al Gateway Devices", |ssue: 2, My
2010, <http://ww. broadband-forum org/techni cal / downl oad/
TR- 124 | ssue- 2. pdf >,

The Broadband Forum "TR-069, CPE WAN Managenent Protocol
vl.1", Version: Issue 1 Arendnent 2, Decenber 2007,

<ht t p: / / ww. br oadband- f orum or g/ t echni cal / downl oad/

TR- 069_Anendnent - 2. pdf >.

I nf or mat i onal [ Page 21]



RFC 7157 | Pv6 Mul ti homi ng wi thout NAT March 2014

Aut hors’ Addr esses

O e Troan (editor)
Ci sco

Gsl o

Nor way

EMai |l : ot @i sco.com

David M1 es

Googl e Fi ber

Mount ai n View, CA
USA

EMai | : davi dmi | es@oogl e. com

Sat oru Mat sushi ma
Sof t bank Tel ecom
Tokyo
Japan

EMai | ; sat or u. mat sushi nra@. sof t bank. co. jp

Tadahi sa Cki not o
NTT West

GCsaka

Japan

EMai |l : t.okinoto@west.ntt.co.jp
Dan W ng

Ci sco

170 West Tasman Drive

San Jose

USA

EMai | : dwi hg@i sco. com

Troan, et al. I nf or mat i onal [ Page 22]



