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1. I nt roducti on

Thi s docunent describes the TCP-based convergence-| ayer protocol for
Del ay- Tol erant Networki ng. Delay-Tol erant Networking is an end-to-
end architecture providi ng communi cations in and/or through highly
stressed environnments, including those with intermttent

connectivity, long and/or variable delays, and high bit error rates.
More detail ed descriptions of the rationale and capabilities of these
net wor ks can be found in "Del ay-Tol erant Network Architecture"

[ RFC4838] .

An inmportant goal of the DIN architecture is to accommbpdate a w de
range of networking technol ogi es and environnents. The protocol used
for DTN comuni cations is the Bundl e Protocol (BP) [RFC5050], an
application-layer protocol that is used to construct a store-and-
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forward overlay network. As described in the Bundl e Protoco
specification [ RFC5050], it requires the services of a "convergence-

| ayer adapter" (CLA) to send and receive bundles using the service of
sonme "native" link, network, or Internet protocol. This docunent
descri bes one such convergence-|ayer adapter that uses the well-known
Transm ssion Control Protocol (TCP). This convergence |ayer is
referred to as TCPCL.

The | ocations of the TCPCL and the BP in the Internet nodel protocol
stack are shown in Figure 1. In particular, when BP is using TCP as
its bearer with TCPCL as its convergence |ayer, both BP and TCPCL
reside at the application | ayer of the Internet nodel.

o e e e e e aa oo +

| DTN Application [ -\
o |

| Bundle Protocol (BP) | -> Application Layer
o e e e e e e e e oo +

| TCP Conv. Layer (TCPCL) | -/

o e e e e e aa oo +

| TCP | ---> Transport Layer
Fom e e e e e e e e e mea oo +

| I P | ---> Network Layer

o e e e e e e e e oo +

| Li nk- Layer Prot ocol | ---> Link Layer

o e e e e e aa oo +

| Physi cal Medium | ---> Physical Layer
Fom e e e e e e e e e mea oo +

Figure 1: The Locations of the Bundle Protocol and the TCP
Conver gence- Layer Protocol in the Internet Protocol Stack

Thi s docunent describes the format of the protocol data units passed
between entities participating in TCPCL comruni cations. This
docunent does not address:

o The format of protocol data units of the Bundle Protocol, as those
are defined el sewhere [ RFC5050].

0 Mechanisnms for locating or identifying other bundle nodes within
an internet.

Note that this docunment describes version 3 of the protocol

Versions 0, 1, and 2 were never specified in an Internet-Draft, RFC
or any other public docunment. These prior versions of the protoco
were, however, inplemented in the DIN reference inplenentation
[DTNI MPL] in prior rel eases; hence, the current version nunber
reflects the existence of those prior versions.
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This is an experinmental protocol produced within the | RTF s Del ay-
Tol erant Networ ki ng Research Goup (DTNRG. It represents the
consensus of all active contributors to this group. |If this protoco
is used on the Internet, |ETF standard protocols for security and
congestion control should be used.

2. Definitions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

The terns defined in Section 3.1 of [RFC5050] are used extensively in
this docunent.

2.1. Definitions Specific to the TCPCL Protoco

This section contains definitions that are interpreted to be specific
to the operation of the TCPCL protocol, as described bel ow.

TCP Connection -- A TCP connection refers to a transport connection
using TCP as the transport protocol

TCPCL Connection -- A TCPCL connection (as opposed to a TCP
connection) is a TCPCL conmuni cation rel ationship between two
bundl e nodes. The lifetine of a TCPCL connection is bound to
the lifetime of an underlying TCP connection. Therefore, a
TCPCL connection is initiated when a bundle node initiates a TCP
connection to be established for the purposes of bundle
comuni cation. A TCPCL connection is term nated when the TCP
connection ends, due either to one or both nodes actively
term nating the TCP connection or due to network errors causing
a failure of the TCP connection. For the renainder of this
docunent, the term "connection" w thout the prefix "TCPCL" shal
refer to a TCPCL connection

Connection paraneters -- The connection paraneters are a set of
val ues used to affect the operation of the TCPCL for a given
connection. The nmanner in which these paraneters are conveyed
to the bundl e node and thereby to the TCPCL is inplenentation
dependent. However, the nechani sm by which two bundl e nodes
exchange and negotiate the values to be used for a given session
is described in Section 4.2.

Transmi ssion -- Transnission refers to the procedures and mechani snms
(described bel ow) for conveyance of a bundle fromone node to
anot her .
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3.

Ceneral Protocol Description

The service of this protocol is the transmi ssion of DTN bundl es over
TCP. This docunent specifies the encapsul ati on of bundl es,
procedures for TCP setup and teardown, and a set of nessages and node
requirenents. The general operation of the protocol is as follows.

First, one node establishes a TCPCL connection to the other by
initiating a TCP connection. After setup of the TCP connection is
complete, an initial contact header is exchanged in both directions
to set paraneters of the TCPCL connection and exchange a singl eton
endpoi nt identifier for each node (not the singleton Endpoint
Identifier (EID) of any application running on the node) to denote
the bundl e-1ayer identity of each DTN node. This is used to assist
in routing and forwardi ng nessages, e.g., to prevent | oops.

Once the TCPCL connection is established and configured in this way,
bundl es can be transnmitted in either direction. Each bundle is
transmitted in one or nore |logical segnents of fornmatted bundl e data.
Each | ogi cal data segnent consists of a DATA _SEGMVENT nessage header,
a Self-Delimting Nuneric Value (SDNV) as defined in [ RFC5050] (see
al so [ RFC6256]) containing the length of the segnent, and finally the
byte range of the bundle data. The choice of the Iength to use for
segnents is an inplenentation natter. The first segnent for a bundle
must set the 'start’ flag, and the last one nust set the 'end flag
in the DATA_SEGMENT nessage header

If multiple bundles are transnmitted on a single TCPCL connection
they MJUST be transmitted consecutively. Interleaving data segnents
fromdifferent bundles is not allowed. Bundle interleaving can be
acconpl i shed by fragnentation at the BP | ayer

An optional feature of the protocol is for the receiving node to send
acknow edgnments as bundl e data segnents arrive (ACK _SEGVENT). The
rational e behind these acknow edgnents is to enable the sender node
to determ ne how nuch of the bundle has been received, so that in
case the connection is interrupted, it can performreactive
fragmentation to avoid re-sending the already transnitted part of the
bundl e.

When acknow edgnents are enabl ed, then for each data segment that is
recei ved, the receiving node sends an ACK SEGVENT code foll owed by an
SDNV contai ni ng the cunul ative | ength of the bundle that has been
received. The sending node may transmit multiple DATA SEGVENT
nmessages w thout necessarily waiting for the correspondi ng
ACK_SEGQMVENT responses. This enabl es pipelining of messages on a
channel. In addition, there is no explicit flow control on the TCPCL
| ayer.
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Anot her optional feature is that a receiver may interrupt the

transm ssion of a bundle at any point in time by replying with a
REFUSE_BUNDLE nessage, which causes the sender to stop transmi ssion
of the current bundle, after conpleting transm ssion of a partially
sent data segnent. Note: This enables a cross-layer optimzation in
that it allows a receiver that detects that it already has received a
certain bundle to interrupt transnission as early as possible and

t hus save transm ssion capacity for other bundles.

For connections that are idle, a KEEPALIVE nessage rmay optionally be
sent at a negotiated interval. This is used to convey |liveness
i nformation.

Finally, before connections close, a SHUTDOM nessage is sent on the
channel . After sending a SHUTDOM nessage, the sender of this
message may send further acknow edgments (ACK SEGVENT or
REFUSE_BUNDLE) but no further data nessages (DATA _SEGVENT). A
SHUTDOWN nessage nay al so be used to refuse a connection setup by a
peer.

3.1. Bidirectional Use of TCP Connecti on

There are specific nessages for sending and receiving operations (in
addition to connection setup/teardown). TCPCL is symmetric, i.e.
both sides can start sending data segnents in a connection, and one
side’s bundl e transfer does not have to conpl ete before the other
side can start sending data segments on its own. Hence, the protoco
allows for a bi-directional node of conmunication

Note that in the case of concurrent bidirectional transm ssion
acknow edgnent segnents may be interl eaved with data segnents.

3.2. Exanpl e Message Exchange

The following figure visually depicts the protocol exchange for a
si npl e sessi on, showi ng the connection establishnent and the
transm ssion of a single bundle split into three data segnents (of
lengths L1, L2, and L3) from Node A to Node B

Note that the sending node may transmt multiple DATA SEGVENT
messages without necessarily waiting for the corresponding
ACK_SEGQMVENT responses. This enabl es pipelining of messages on a
channel. Although this exanple only denonstrates a single bundle
transmission, it is also possible to pipeline nmultiple DATA SEGVENT
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messages for different bundl es w thout necessarily waiting for
ACK_SEGVENT nessages to be returned for each one. However,
interleaving data segnments fromdifferent bundles is not allowed.

No errors or rejections are shown in this exanple.

Node A Node B
Fom e e e e e e e e e mea oo + Fom e e e e e e e e e mea oo +
Cont act Header -> < Cont act Header
o e e e e e e e e oo + o e e e e e e e e oo +
o e e eieeeeeeaaaaan +
| DATA SEGMENT (start) | ->
| SDNV | ength [L1] | ->
| Bundle Data 0..(L1-1) | ->
o e e e e e e e e oo +
S + S +
| DATA SEGVENT | -> < | ACK_SEGVENT |
| SDNV | ength [L2] | -> < | SDNV | ength [L1]
| Bundl e Data L1..(L1+L2-1)| -> R e +
o e e e e e e e e +
o e e e e e e e e oo + o e e e e e e e e oo +
| DATA_SEGMENT ( end) | -> < | ACK_SEGVENT
| SDNV | ength [L3] | -> < | SDNV | ength [L1+L2]
| Bundl e Dat a | -> i +
| (L1+L2)..(L1+L2+L3-1)|
o e e e e e e e e +
o e e e e e e e e oo +
<- | ACK_SEGVENT
<- | SDNV length [L1+L2+L3]
T +
o e e e e e e e e + o e e e e e e e e +
| SHUTDOWN | -> < | SHUTDOWN
S + S +

Figure 2: A Sinple Visual Exanple of the Flow of Protocol Messages on
a Single TCP Session between Two Nodes (A and B)

4., Connection Establishnment

For bundl e transnissions to occur using the TCPCL, a TCPCL connection
must first be established between conmunicating nodes. It is up to
the inplenmentation to deci de how and when connection setup is
triggered. For exanple, sone connections may be opened proactively
and naintained for as long as is possible given the network
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conditions, while other connections nmay be opened only when there is
a bundle that is queued for transm ssion and the routing al gorithm
sel ects a certain next-hop node.

To establish a TCPCL connection, a node nust first establish a TCP
connection with the intended peer node, typically by using the
services provided by the operating system Port nunber 4556 has been
assigned by I ANA as the well-known port nunber for the TCP
convergence layer. Oher port nunbers MAY be used per |oca
configuration. Determning a peer’s port nunber (if different from
the well-known TCPCL port) is up to the inplenentation

If the node is unable to establish a TCP connection for any reason
then it is an inplenmentation matter to determne how to handl e the
connection failure. A node MAY decide to re-attenpt to establish the
connection. If it does so, it MJST NOT overwhelmits target with
repeated connection attenpts. Therefore, the node MIST retry the
connection setup only after sone delay (a 1-second minimumis
RECOMVENDED), and it SHOULD use a (binary) exponential backoff
nmechani smto increase this delay in case of repeated failures. In
case a SHUTDOWN nmessage specifying a reconnection delay is received,
that delay is used as the initial delay. The default initial delay
SHOULD be at |east 1 second but SHOULD be configurable since it wll
be application and network type dependent.

The node MAY declare failure after one or nore connection attenpts
and MAY attenpt to find an alternate route for bundle data. Such
decisions are up to the higher layer (i.e., the BP)

Once a TCP connection is established, each node MJST i mmedi ately
transnt a contact header over the TCP connection. The format of the
contact header is described in Section 4.1.

Upon recei pt of the contact header, both nodes performthe validation
and negoti ation procedures defined in Section 4.2

After receiving the contact header fromthe other node, either node
MAY al so refuse the connection by sending a SHUTDOAN nessage. |f
connection setup is refused, a reason MJST be included in the
SHUTDOWN message.

4.1. Contact Header
Once a TCP connection is established, both parties exchange a contact

header. This section describes the format of the contact header and
the nmeaning of its fields.
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The format for the Contact Header is as follows:

1111111111222222222233
01234567890123456789012345678901
S S S S +

| magi c=" dtn!’

. I . . +
| version | fl ags | keepal i ve_i nt erval
. . . Fommemeeme e +
| | ocal EID | ength ( SDNV) |
S S S S +
| |
+ | ocal EID (variable) +
L --------------- I I I L

Fi gure 3: Contact Header For mat
The fields of the contact header are:

magi c: A four-byte field that always contains the byte sequence 0x64
0x74 0Ox6e 0x21, i.e., the text string "dtn!" in US-ASClI.

version: A one-byte field value containing the value 3 (current
versi on of the protocol).

flags: A one-byte field containing optional connection flags. The
first four bits are unused and MJST be set to zero upon
transm ssi on and MJST be ignored upon reception. The |ast four
bits are interpreted as shown in Table 1 bel ow.

keepalive_interval: A two-byte integer field containing the nunber
of seconds between exchanges of KEEPALI VE nessages on the
connection (see Section 5.6). This value is in network byte
order, as are all other multi-byte fields described in this
pr ot ocol

local EID length: A variable-length SDNV field containing the Iength
of the endpoint identifier (EID) for some singleton endpoint in
whi ch the sending node is a nenber. A four-byte SDNV is
depicted for clarity of the figure.

local EID: A byte string containing the EID of sone singleton
endpoi nt in which the sending node is a menber, in the canonica
format of <schene name>: <schene-specific part> An eight-byte
EIDis shown for clarity of the figure.
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| 00000001 | Request acknow edgnent of bundl e segnents. |

| 00000010 | Request enabling of reactive fragnmentation. |

| 00000100 | Indicate support for bundle refusal. This flag MUST |

| | NOT be set to '1' unless support for acknow edgments

| | is also indicated. |

| 00001000 | Request sending of LENGIH nessages. |
+

Tabl e 1: Contact Header Fl ags

The manner in which values are configured and chosen for the various
flags and paraneters in the contact header is inplenentation
dependent .

4.2. Validation and Paraneter Negotiation

Upon reception of the contact header, each node follows the follow ng
procedures to ensure the validity of the TCPCL connection and to
negoti ate val ues for the connection paraneters.

If the magic string is not present or is not valid, the connection
MUST be ternminated. The intent of the magic string is to provide
some protection against an inadvertent TCP connection by a different
protocol than the one described in this docunment. To prevent a flood
of repeated connections froma msconfigured application, a node MAY
elect to hold an invalid connection open and idle for sone tine
before closing it.

If a node receives a contact header containing a version that is
greater than the current version of the protocol that the node

i npl enments, then the node SHOULD interpret all fields and nmessages as
it would normally. If a node receives a contact header with a
version that is |lower than the version of the protocol that the node
i mpl ements, the node may either term nate the connection due to the
version msnmatch or nmay adapt its operation to conformto the ol der
version of the protocol. This decision is an inplenmentation natter

A node cal cul ates the paranmeters for a TCPCL connection by
negotiating the values fromits own preferences (conveyed by the
contact header it sent) with the preferences of the peer node
(expressed in the contact header that it received). This negotiation
MJUST proceed in the follow ng manner
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0 The paraneter for requesting acknow edgnent of bundle segnents is
set to true iff the corresponding flag is set in both contact
headers.

0 The paraneter for enabling reactive fragnentation is set to true
iff the corresponding flag is set in both contact headers.

0 The bundl e refusal capability is set to true if the corresponding
flag is set in both contact headers and if segment acknow edgnent
has been enabl ed.

0 The keepalive_ interval paraneter is set to the mni numval ue from
both contact headers. |If one or both contact headers contains the
val ue zero, then the keepalive feature (described in Section 5.6)

i s di sabl ed.

o The flag requesting sending of LENGITH nessages is handl ed as
described in Section 5.5.

Once this process of paraneter negotiation is conpleted, the protoco
defines no additional nechanismto change the paraneters of an

est abl i shed connection; to effect such a change, the connection MJST
be term nated and a new connection established.

5. Established Connection Operation

This section describes the protocol operation for the duration of an
est abl i shed connection, including the nechanisns for transmitting
bundl es over the connection

5.1. Message Type Codes

After the initial exchange of a contact header, all nessages
transmtted over the connection are identified by a one-byte header
with the follow ng structure:

01234567
+- -4+ +
type | f
+- - - -+

+- 4o+
ags |
+- -+

+— +

Figure 4: Fornmat of the One-Byte Message Header
type: Indicates the type of the nessage as per Table 2 bel ow
flags: Optional flags defined based on nessage type.

The types and val ues for the nessage type code are as foll ows.
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o e e [ TS oo m e e e e e e e e e e e e e e emee s +
| Type | Code | Description |
oo oo [ TS o m e e e e e e e e e e e e e e e me oo +
0x0 Reserved.
DATA SEGVENT Ox1 I ndi cates the transm ssion of a

segrment of bundl e data, as descri bed
in Section 5.2.
ACK_SEGVENT

0x2 Acknowl edges reception of a data

segnment, as described in Section 5.3
REFUSE_BUNDLE 0x3 I ndi cates that the transnission of the
current bundle shall be stopped, as

descri bed in Section 5. 4.

as described in Section 5. 6.

SHUTDOWN 0x5 I ndi cates that one of the nodes
participating in the connection w shes
to cleanly terninate the connection,
as described in Section 6.

LENGTH 0x6 Contains the length (in bytes) of the
next bundl e, as described in Section
5. 5.

0x7- Oxf

| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
: :
| KEEPALI VE | Ox4
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| | Unassi gned.
| |

|
|
|
|
|
|
|
|
|
|
|
|
KEEPALI VE nessage for the connection, |
|
|
|
|
|
|
|
|
|
|
|
|
|

Tabl e 2: TCPCL Message Types
5.2. Bundle Data Transm ssi on ( DATA_SEGVENT)

Each bundle is transmitted in one or nore data segnents. The fornmat
of a DATA _SEGMENT nessage foll ows:

1111111111222222222233
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Ox1 |0]O0] S| E]| length ... | contents.... |
T T i e S e e e s ik S R TR SR SR

Figure 5: Format of DATA SEGVENT Messages

The type portion of the nessage header contains the val ue 0x1.
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The flags portion of the nmessage header byte contains two optiona
values in the two loworder bits, denoted 'S and 'E above. The 'S
bit MJST be set to one if it precedes the transm ssion of the first
segment of a new bundle. The 'E bit MJST be set to one when
transmtting the | ast segnment of a bundle.

Fol | owi ng the nessage header, the length field is an SDNV cont ai ni ng
t he nunber of bytes of bundle data that are transmitted in this
segment. Following this length is the actual data contents.

Determ ning the size of the segnent is an inplenentation matter. 1In
particular, a node nay, based on |ocal policy or configuration, only
ever transnit bundle data in a single segnment, in which case both the
'S and 'E bits MJST be set to one.

In the Bundle Protocol specification [RFC5050], a single bundle
conprises a primary bundl e bl ock, a payl oad bl ock, and zero or nore
addi ti onal bundle blocks. The relationship between the protocol

bl ocks and the convergence-layer segnents is an inplenentation-
specific decision. 1In particular, a segnent MAY contain nore than
one protocol block; alternatively, a single protocol block (such as
t he payl oad) MAY be split into multiple segments.

However, a single segnent MUST NOT contain data of nore than a single
bundl e.

Once a transmi ssion of a bundl e has commenced, the node MJST only
send segnments containing sequential portions of that bundle until it
sends a segnment with the "E bit set.

5.3. Bundl e Acknow edgnents (ACK _SEGVENT)

Al t hough the TCP transport provides reliable transfer of data between
transport peers, the typical BSD sockets interface provides no neans
to informa sending application of when the receiving application has
processed sone anount of transmitted data. Thus, after transmitting
sonme data, a Bundle Protocol agent needs an additional nechanismto
det erm ne whether the receiving agent has successfully received the
segment .

To this end, the TCPCL protocol offers an optional feature whereby a
recei ving node transmts acknow edgnents of reception of data
segments. This feature is enabled if, and only if, during the
exchange of contact headers, both parties set the flag to indicate

t hat segnent acknow edgnents are enabl ed (see Section 4.1). |If so,
then the receiver MIST transnmit a bundl e acknow edgnent nessage when
it successfully receives each data segnent.
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5. 4.

The format of a bundl e acknow edgnent is as foll ows:

1111111111222222222233
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| 0Ox2 |0]0]0|0] acknow edged length ... |
B s S S i i i ks a ks st S S S S S S

Figure 6: Format of ACK SEGVENT Messages

To transmt an acknow edgnment, a node first transmits a nessage
header with the ACK SEGQVENT type code and all flags set to zero, then
transmits an SDNV containing the cunulative length in bytes of the
recei ved segnent(s) of the current bundle. The length MUST fall on a
segment boundary. That is, only full segments can be acknow edged.

For exanpl e, suppose the sending node transmts four segnents of
bundl e data with | engths 100, 200, 500, and 1000, respectively.
After receiving the first segnent, the node sends an acknow edgnent
of length 100. After the second segnent is received, the node sends
an acknow edgnment of length 300. The third and fourth

acknow edgnments are of length 800 and 1800, respectively.

Bundl e Refusal (REFUSE BUNDLE)

As bundl es nay be large, the TCPCL supports an optional mechani sns by
whi ch a receiving node may indicate to the sender that it does not
want to receive the correspondi ng bundl e.

To do so, upon receiving a DATA SEGVENT nessage, the node MAY
transmt a REFUSE BUNDLE nessage. As data segnents and

acknow edgnents may cross on the wire, the bundle that is being
refused is inplicitly identified by the sequence in which
acknow edgenments and refusals are received.

The fornmat of the REFUSE BUNDLE nessage is as follows:

01234567
R ok
| O0x3 | RCode |
R ol ok I S SN e

Figure 7: Format of REFUSE BUNDLE Messages

The RCode field, which stands for "reason code", contains a value

i ndi cating why the bundle was refused. The follow ng table contains
semantics for sonme values. Oher values may be registered with | ANA
as defined in Section 8.
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Fommemana B TS +
| RCode | Semantics |
N T TN +
| 0x0 | Reason for refusal is unknown or not specified.

| 0x1 | The receiver now has the conpl ete bundle. The sender

| | may now consider the bundle as conpletely received.

| 0x2 | The receiver’'s resources are exhausted. The sender

| | SHOULD apply reactive bundle fragnmentation before |
| | retrying. |
| 0x3 | The receiver has encountered a problemthat requires

| | the bundle to be retransmitted inits entirety. |
| O0x4-0x7 | Unassi gned. |
| Ox8-0xf | Reserved for future usage. |
N T NN +

Tabl e 3: REFUSE BUNDLE Reason Codes

The receiver MJST, for each bundl e preceding the one to be refused,
have either acknow edged all DATA SEGVENTs or refused the bundl e.
This allows the sender to identify the bundles accepted and refused
by nmeans of a sinple FIFOIlist of segnments and acknow edgnents.

The bundl e refusal MAY be sent before the entire data segnent is
received. |f a sender receives a REFUSE BUNDLE nessage, the sender
MUST conpl ete the transmi ssion of any partially sent DATA SEGVENT
message (so that the receiver stays in sync). The sender MJST NOT
comrence transm ssion of any further segnents of the rejected bundle
subsequently. Note, however, that this requirenment does not ensure
that a node will not receive another DATA SEGMVENT for the sane bundl e
after transmtting a REFUSE BUNDLE nessage since nessages nmay Cross
on the wire; if this happens, subsequent segnents of the bundle
SHOULD al so be refused with a REFUSE BUNDLE nessage

Note: If a bundle transmi ssion is aborted in this way, the receiver
may not receive a segment with the "E flag set to 1 for the
aborted bundle. The beginning of the next bundle is identified by
the 'S bit set to "1, indicating the start of a new bundl e.

5.5. Bundle Length (LENGTH)
The LENGTH nessage contains the total length, in bytes, of the next
bundle, formatted as an SDNV. Its purpose is to allow nodes to

preenptively refuse bundl es that would exceed their resources. It is
an optimnzation.
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The format of the LENGTH nessage is as follows:

1111111111222222222233
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| Ox6 |0]0]0|O0] total bundle length ...
B s S S i i i ks a ks st S S S S S S

Fi gure 8: Format of LENGITH Messages

LENGTH nmessages MJST NOT be sent unless the corresponding flag bit is
set in the contact header. |If the flag bit is set, LENGIH nessages
MAY be sent at the sender’s discretion. LENGTH nessages MJST NOT be
sent unless the next DATA SEGMVENT nessage has the 'S bit set to "1"
(i.e., just before the start of a new bundle).

A receiver MAY send a BUNDLE REFUSE nessage as soon as it receives a
LENGTH nmessage without waiting for the next DATA SEGVENT nessage.
The sender MUST be prepared for this and MJST associate the refusa
with the right bundle.

5.6. KEEPALI VE Feature (KEEPALI VE)
The protocol includes a provision for transm ssion of KEEPALIVE
messages over the TCP connection to help determine if the connection
has been di srupted.

As described in Section 4.1, one of the paraneters in the contact

header is the keepalive_interval. Both sides populate this field
with their requested intervals (in seconds) between KEEPALI VE
nessages.

The format of a KEEPALIVE nessage i s a one-byte nessage type code of
KEEPALI VE (as described in Table 2) with no additional data. Both
si des SHOULD send a KEEPALI VE nessage whenever the negoti ated
interval has el apsed with no transm ssion of any nessage (KEEPALI VE
or other).

If no message (KEEPALIVE or other) has been received for at |east

twi ce the keepalive_interval, then either party MAY term nate the
session by transmitting a one-byte SHUTDOAN nessage (as described in
Tabl e 2) and by cl osing the TCP connecti on.

Not e: The keepalive_interval should not be chosen too short as TCP
retransm ssions may occur in case of packet loss. Those will have to
be triggered by a tineout (TCP retransm ssion timeout (RTO), which

i s dependent on the neasured RTT for the TCP connection so that
KEEPALI VE nessages nmay experience noticeable | atency.
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6. Connection Term nation
This section describes the procedures for ending a TCPCL connection
6.1. Shutdown Message (SHUTDOWN)

To cleanly shut down a connection, a SHUTDOAN nessage MJST be
transmtted by either node at any point followi ng conplete

transm ssion of any other nessage. |n case acknow edgnents have been
negoti ated, a node SHOULD acknow edge all received data segnents
first and then shut down the connection

The format of the SHUTDOWN nessage is as foll ows:

1111111111222222222233
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Ox5 |O]O|R D reason (opt) | reconnection delay (opt) |
B s S S i i i ks a ks st S S S S S S

Figure 9: Format of Bundl e SHUTDOAN Messages

It is possible for a node to convey additional information regarding
the reason for connection term nation. To do so, the node MJST set
the "R bit in the nessage header flags and transnit a one-byte
reason code imedi ately follow ng the nessage header. The specified
val ues of the reason code are:

I dl e tinmeout The connection is being closed due

to idl eness.

| | | |
| | | |
| | S | |
| 0x01 | Version mismatch | The node cannot conformto the

| | | specified TCPCL protocol version.

| | | |
| 0x02 | Busy | The node is too busy to handle the

| | | current connection. |
| | | |
| Ox03-0xff | | Unassi gned. |
[ S S oot o e e e e e oo oo - +

Tabl e 4: SHUTDOWN Reason Codes
It is also possible to convey a requested reconnection delay to

i ndi cate how | ong the other node nust wait before attenpting
connection re-establishnent. To do so, the node sets the "D bit in
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the message header flags and then transmits an SDNV specifying the
requested delay, in seconds, follow ng the nessage header (and
optionally, the SHUTDOMN reason code). The value 0 SHALL be
interpreted as an infinite delay, i.e., that the connecting node MJST
NOT re-establish the connection. In contrast, if the node does not

wi sh to request a delay, it SHOULD onmit the reconnection delay field
(and set the 'D bit to zero). Note that in the figure above, the
reconnection delay SDNV is represented as a two-byte field for

conveni ence.

A connection shutdown MAY occur immediately after TCP connection
establ i shnent or reception of a contact header (and prior to any
further data exchange). This may, for exanple, be used to notify
that the node is currently not able or willing to comuni cate.
However, a node MJUST always send the contact header to its peer
bef ore sendi ng a SHUTDOAN nessage.

If either node term nates a connection prenmaturely in this nmanner, it
SHOULD send a SHUTDOWN nessage and MUST indicate a reason code unl ess
the incom ng connection did not include the magic string. |If a node
does not want its peer to reopen the connection inmrediately, it
SHOULD set the 'D bit in the flags and include a reconnection del ay
to indicate when the peer is allowed to attenpt another connection
set up.

If a connection is to be term nated before another protocol nessage
has conpl eted, then the node MJUST NOT transnmit the SHUTDOMN nessage
but still SHOULD cl ose the TCP connection. In particular, if the
connection is to be closed (for whatever reason) while a node is in
the process of transnmitting a bundl e data segnent, the receiving node
is still expecting segnent data and ni ght erroneously interpret the
SHUTDOWN nessage to be part of the data segnent.

6. 2. I dl e Connecti on Shut down

The protocol includes a provision for clean shutdown of idle TCP
connections. Determining the length of time to wait before closing
idle connections, if they are to be closed at all, is an

i mpl enent ati on and configurati on matter

If there is a configured time to close idle links and if no bundle
data (ot her than KEEPALI VE nessages) has been received for at |east
that anount of time, then either node MAY terninate the connection by
transmitting a SHUTDOMN nessage indicating the reason code of 'Idle
timeout’ (as described in Table 4). After receiving a SHUTDOMAN
message in response, both sides may close the TCP connection
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7.

Security Considerations

One security consideration for this protocol relates to the fact that
nodes present their endpoint identifier as part of the connection

header exchange. It would be possible for a node to fake this val ue
and present the identity of a singleton endpoint in which the node is
not a nenber, essentially nmasqueradi ng as another DTN node. |If this

identifier is used without further verification as a nmeans to

det ermi ne which bundles are transnitted over the connection, then the
node that has falsified its identity may be able to obtain bundles
that it should not have. Therefore, a node SHALL NOT use the
endpoi nt identifier conveyed in the TCPCL connecti on nessage to
derive a peer node's identity unless it can ascertain it via other
neans.

These concerns may be nitigated through the use of the Bundle
Security Protocol [RFC6257]. In particular, the Bundle

Aut henti cation Bl ock defines nechani smfor secure exchange of bundl es
bet ween DTN nodes. Thus, an inplenmentation could delay trusting the
presented endpoint identifier until the node can securely validate
that its peer is in fact the only nmenber of the given singleton
endpoi nt .

In general, TCPCL does not provide any security services. The
mechani snms defined in [ RFC6257] are to be used instead.

Not hing in TCPCL prevents the use of the Transport Layer Security
(TLS) protocol [RFC5246] to secure a connection

Anot her consideration for this protocol relates to denial-of-service
attacks. A node nay send a | arge anount of data over a TCP
connection, requiring the receiving node to handl e the data, attenpt
to stop the flood of data by sending a REFUSE BUNDLE nessage, or
forcibly term nate the connection. This burden could cause denial of
service on other, well-behaving connections. There is also nothing
to prevent a nmalicious node fromcontinually establishing connections
and repeatedly trying to send copious anounts of bundle data. A

i stening node MAY take counterneasures such as ignoring TCP SYN
nmessages, closing TCP connections as soon as they are established,

wai ting before sending the contact header, sending a SHUTDOMAN nmessage
quickly or with a delay, etc.
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8. | ANA Consi derati ons
In this section, registration procedures are as defined in [ RFC5226].
8.1. Port Number

Port number 4556 has been assigned as the default port for the TCP
convergence | ayer.

Service Name: dtn-bundle
Transport Protocol (s): TCP
Assignee: Sinon Perreault <sinon@er.reau.lt>
Contact: Sinon Perreault <sinmon@er.reau.lt>
Description: DTN Bundle TCP CL Protoco
Ref erence: [RFC7242]
Port Number: 4556
8.2. Protocol Versions
| ANA has created, under the "Bundle Protocol" registry, a sub-

registry titled "Bundl e Protocol TCP Convergence-Layer Version
Numbers" and initialized it with the foll ow ng:

F - S S +
| Value | Description | Reference
Fomm e S R +
| 0 | Reserved | [ RFC7242]
| 1 | Reserved | [RFC7242]
| 2 | Reserved | [RFC7242]
| 3 | TCPCL | [RFC7242]
| 4-255 | Unassigned | [RFC7242]
Fomm e S R +

The registration procedure is RFC Required.

8.3. Message Types
| ANA has created, under the "Bundle Protocol" registry, a sub-
registry titled "Bundl e Protocol TCP Convergence-Layer Message Types"

and initialized it with the contents of Table 2. The registration
procedure is RFC Required
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8.4. REFUSE BUNDLE Reason Codes

| ANA has created, under the "Bundle Protocol" registry, a sub-
registry titled "Bundl e Protocol TCP Convergence-Layer REFUSE BUNDLE
Reason Codes” and initialized it with the contents of Table 3. The
regi stration procedure is RFC Required.

8.5. SHUTDOWN Reason Codes

| ANA has created, under the "Bundle Protocol" registry, a sub-
registry titled "Bundl e Protocol TCP Convergence-Layer SHUTDOMN
Reason Codes" and initialized it with the contents of Table 4. The
regi stration procedure is RFC Required.
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