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Abst ract

Thi s docunent describes alternate nechanisns to perform sone of the
functions of MPLS Transport Profile (MPLS-TP) linear protection
defined in RFC 6378, and al so defines additional mechanisnms. The
purpose of these alternate and additional mechanisms is to provide
operator control and experience that nore closely nodel s the behavi or
of linear protection seen in other transport networks.

This docunent al so introduces capabilities and nodes for |inear
protection. A capability is an individual behavior, and a node is a
particul ar conbination of capabilities. Two nodes are defined in
this docunent: Protection State Coordination (PSC) node and Automatic
Protection Switching (APS) node.

Thi s docunent describes the behavior of the PSC protocol including
priority logic and state nmachi ne when all the capabilities associated
with the APS node are enabl ed.

Thi s docunent updates RFC 6378 in that the capability advertisenent
nmet hod defined here is an addition to that docunent.
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Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nmay be obtai ned at
http://ww.rfc-editor.org/info/rfc7271
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Provi sions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
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carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
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1

I ntroduction

Li near protection nechanisns for the MPLS Transport Profile (MPLS-TP)
are described in RFC 6378 [RFC6378] to neet the requirenments
described in RFC 5654 [ RFC5654].

Thi s docunent describes alternate nechanisns to perform sone of the
functions of linear protection, and al so defines additiona

nmechani sms.  The purpose of these alternate and additional nechanisns
is to provide operator control and experience that nore closely
nodel s the behavior of |inear protection seen in other transport
networ ks, such as Synchronous Digital Hierarchy (SDH), Opti cal
Transport Network (OIN), and Ethernet transport networks. Linear
protection for SDH, OIN, and Ethernet transport networks is defined
in ITU T Recomrendations G 841 [&841], G 873.1 [(B73.1], and G 8031

[ GBB8031], respectively.

The reader of this docunent is assuned to be famliar with [ RFC6378].

The alternative nmechani sns described in this docunent are for the
followi ng capabilities:

1. Priority nodification,
2. non-revertive behavior nodification

and the followi ng capabilities have been added to define additiona
mechani sns:

3. support of the Manual Switch to Working path (M5s-W comand,

4. support of protection against Signal Degrade (SD), and

5. support of the Exercise (EXER) command.

The priority nodification includes raising the priority of Signa

Fail on Protection path (SF-P) relative to Forced Switch (FS), and
raising the priority level of Clear Signal Fail (SFc) above SF-P
Non-revertive behavior is nodified to align with the behavior defined
in RFC 4427 [ RFC4427] as well as to follow the behavior of |inear
protection seen in other transport networks.

Support of the M5-Wconmand to revert traffic to the working path in
non-revertive operation is covered in this docunent.
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Support of the protection-swi tching protocol against SDis covered in
this docunent. The specifics for the method of identifying SD are
out of the scope for this docunent and are treated simlarly to
Signal Fail (SF) in [ RFC6378].

Support of the EXER command to test if the Protection State

Coordi nation (PSC) comunication is operating correctly is also
covered in this document. Wthout actually switching traffic, the
EXER comand tests and validates the linear protection nechani smand
PSC protocol including the aliveness of the priority logic, the PSC
state machi ne, the PSC nmessage generation and reception, and the
integrity of the protection path.

Thi s docunent introduces capabilities and nodes. A capability is an
i ndi vi dual behavior. The capabilities of a node are advertised using
the method given in this docunent. A node is a particular

conbi nation of capabilities. Two nodes are defined in this docunent:
PSC node and Autonmtic Protection Sw tching (APS) node.

O her nodes may be defined as new conbi nati ons of the capabilities
defined in this docunent or through the definition of additiona
capabilities. |In either case, the specification defining a new node
wi || be responsible for docunenting the behavior, the priority |ogic,
and the state machi ne of the PSC protocol when the set of
capabilities in the new node is enabl ed.

Thi s docunent describes the behavior, the priority logic, and the
state machi ne of the PSC protocol when all the capabilities
associated with the APS node are enabled. The PSC protocol behavi or
for the PSC node is as defined in [ RFC6378].

Thi s docunent updates [RFC6378] by adding a capability advertisenent
mechanism It is recommended that existing inplenentations of the
PSC protocol be updated to support this capability. Backward
compatibility with existing inplenmentations that do not support this
mechani smis described in Section 9.2.1.

| mpl enent ati ons are expected to be configured to support a specific
set of capabilities (a node) and to reject nessages that indicate the
use of a different set of capabilities (a different node). Thus, the
capability advertisenent is not a negotiation but a verification that
peers are using the sane node.

2. Conventions Used in This Docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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3.

4.

Acr onyns

Thi s docunent uses the follow ng acronyns:

APS Automatic Protection Sw tching
DNR Do- not - Revert

EXER Exerci se

FS Forced Switch

LO Lockout of protection

VS Manual Switch

M5- P Manual Switch to Protection path
M5- W Manual Switch to Working path
MPLS- TP MPLS Transport Profile

NR No Request

cC Operator d ear

OTN Optical Transport Network

PSC Protection State Coordination
RR Rever se Request

SD Si gnal Degrade

SD-P Si gnal Degrade on Protection path
SD-W Si gnal Degrade on Wrking path
SDH Synchronous Digital Hierarchy

SF Si gnal Fail

SF-P Signal Fail on Protection path
SF-W Signal Fail on Working path

SFc Cl ear Signal Fail
SFDc Cl ear Signal Fail or Degrade
W'R Wi t-to-Restore

Capability 1: Priority Modification

[ RFC6378] defines the priority of FS to be higher than that of SF-P
That docunent al so defines the priority of Clear SF (SFc) to be | ow
This docunent defines the priority nodification capability whereby
the relative priorities of FS and SF-P are swapped, and the priority
of Clear SF (SFc) is raised. In addition, this capability introduces
the Freeze comand as described in Appendix C. The rationale for
these changes is detailed in the follow ng subsections fromboth the
techni cal and network operational aspects.

1. Mtivation for Swapping Priorities of FS and SF-P

Defining the priority of FS higher than that of SF-P can result in a
situation where the protected traffic is taken out of service. Wen
the protection path fails, PSC conmmunication nay stop as a result.
In this case, if any input that is supposed to be signaled to the
other end has a higher priority than SF-P, then this can result in an

Ryoo, et al. St andards Track [ Page 6]



RFC 7271 MPLS-TP LP for ITUT June 2014

unpredi ctabl e protection-switching state. An exanple scenario that
may result in an out-of-service situation is presented in Appendix A
of this docunent.

According to Section 2.4 of [RFC5654], it MJIST be possible to operate
an MPLS-TP network without using a control plane. This neans that
the PSC comuni cation channel is very inportant for the transfer of
external swtching commands (e.g., FS), and these commands shoul d not
rely on the presence of a control plane. |n consequence, the failure
of the PSC comuni cation channel has higher priority than FS

In other transport networks (such as SDH, OIN, and Ethernet transport
networks), the priority of SF-P has been higher than that of FS. It
is therefore inportant to offer network operators the option of
havi ng the same behavior in their MPLS-TP networks so that they can
have t he same operational protection-swtching behavior to which they
have beconme accustoned. Typically, an FS conmand is issued before
net wor k mai nt enance jobs (e.g., replacing optical cables or other
networ k conponents). \When an operator pulls out a cable on the
protection path, by nistake, the traffic should continue to be
protected, and the operator expects this behavior based on his/her
experience with traditional transport network operations.

4.2. Mtivation for Raising the Priority of SFc

The priority level of SFc defined in [RFC6378] can cause traffic
di sruption when a node that has experienced | ocal signal fails on
both the working and the protection paths is recovering fromthese
failures.

A sequence di agram highlighting the problemwith the priority |leve
of SFc as defined in [RFC6378] is presented in Appendix B

4.3. Mtivation for Introducing the Freeze Command

Wth the priority swapping between FS and SF-P, the traffic is al ways
noved back to the working path when SF-P occurs in Protecting
Administrative state. |n case network operators need an option to
control their networks so that the traffic can remain on the
protection path even when the PSC conmuni cati on channel is broken

the Freeze command can be used. Freeze is defined to be a "local”
command that is not signaled to the renote node. The use of the
Freeze command is described in Appendix C
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4.4, Procedures in Support of Priority Mdification

6.

6.

When the nodified priority order specified in this docunent is in
use, the list of local requests in order of priority SHALL be as
follows (from highest to | owest):

0 Cear Signal Fai

o Signal Fail on Protection path
o Forced Switch

0o Signal Fail on Wrking path

This requires nodification of the PSC Control Logic (including the
state machine) relative to that described in [RFC6378]. Sections 10
and 11 present the PSC Control Logic when all capabilities of APS
node are enabl ed

Capability 2: Non-revertive Behavior Mdification

Non-revertive operation of protection switching is defined in
[ RFC4427]. In this operation, the traffic does not return to the
wor ki ng path when swi tch-over requests are term nated

However, the PSC protocol defined in [ RFC6378] supports this
operation only when recovering froma defect condition: it does not
support the non-revertive functi on when an operator’s swtch-over
command, such as FS or Manual Switch (MS), is cleared. To be aligned
with the behavior in other transport networks and to be consi stent
with [ RFC4427], a node should go into the Do-not-Revert (DNR) state
not only when a failure condition on the working path is cleared, but
al so when an operator comand that requested switch-over is cleared.

This requires nodification to the PSC Control Logic (including the
state machine) relative to that described in [RFC6378]. Sections 10
and 11 present the PSC Control Logic when all capabilities of APS
node are enabl ed

Capability 3: Support of the Ms- W Command
1. Mtivation for adding M5-W

Changi ng the non-revertive operation as described in Section 5

i ntroduces the necessity of a new operator command to revert traffic
to the working path in the DNR state. When the traffic is on the
protection path in the DNR state, a Manual Switch to Wrking (M5>-W
command is issued to switch the normal traffic back to the working
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path. According to Section 4.3.3.6 (Do-not-Revert State) in

[ RFC6378], "To revert back to the Normal state, the administrator
SHALL issue a Lockout of protection conmand followed by a d ear
command." However, using the Lockout of protection (LO conmand

i ntroduces the potential risk of an unprotected situation while the
LOis in effect.

The "Manual switch-over for recovery LSP/span” comuand is defined in
[ RFC4427]. Requirenent 83 in [ RFC5654] states that the external
commands defined in [ RFC4427] MUST be supported. Since there is no
support for this external command in [RFC6378], this functionality
shoul d be added to PSC. This support is provided by introducing the
M5- W command. The MsS-Wconmand, as descri bed here, corresponds to
the "Manual switch-over for recovery LSP/span" conmand.

6.2. Term nology to Support Ms-W

[ RFC6378] uses the term "Manual Switch" and its acronym"Ms". This
docunent uses the term "Manual Switch to Protection path" and "Ms- P"
to have the sane neaning, while avoiding confusion w th "Mnual
Switch to Working path" and its acronym " N5-W .

Simlarly, we nodify the nane of "Protecting Adm nistrative" state
(as defined in [ RFC6378]) to be "Switching Administrative" state to
i nclude the case where traffic is switched to the working path as a
result of the external Ms-W comand.

6. 3. Behavi or of M5-P and Ms5-W

M5- P and M5-W SHALL have the sane priority. W consider different
i nstances of determining the priority of the conmmands when they are
received either in succession or sinultaneously.

o Wien two commands are received in succession, the command that is
received after the initial command SHALL be cancel |l ed.

o |If two nodes sinultaneously receive conmands that indicate
opposite operations (i.e., one node receives M5-P and the other
node receives M5-W and transnmit the indications to the renote
node, the M5-W SHALL be considered to have a higher priority, and
the M5-P SHALL be cancel |l ed and di scar ded.

Two conmands, M5-P and M5-W are transmitted using the sane Request
field value but SHALL indicate in the Fault Path (FPath) val ue the
path fromwhich the traffic is being diverted. Wen traffic is
switched to the protection path, the FPath field value SHALL be set
to 1, indicating that traffic is being diverted fromthe working
path. Wen traffic is switched to the working path, the FPath field
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val ue SHALL be set to 0, indicating that traffic is being diverted
fromthe protection path. The Data Path (Path) field SHALL indicate
where user data traffic is being transported (i.e., if the working
path is selected, then Path is set to O0; if the protection path is
selected, then Path is set to 1).

When an M5 command is in effect at a node, any subsequent M5 or EXER
command and any other lower-priority requests SHALL be ignored.

6.4. Equal-Priority Resolution for M

7.

7.

7.

[ RFC6378] defines only one rule for the equal-priority condition in
Section 4.3.2 as "The renpte nessage fromthe far-end LER i s assi gned
a priority just below the sinmlar local input." |In order to support
the Manual Switch behavior described in Section 6.3, additional rules
for equal -priority resolution are required. Since the support of
protection agai nst signal degrade also requires a sinilar equal -
priority resolution, the rules are described in Section 7.4.

Support of this function requires changes to the PSC Control Logic
(including the state machine) relative to that shown in [ RFC6378].
Sections 10 and 11 present the PSC Control Logic when al
capabilities of APS node are enabl ed.

Capability 4: Support of Protection against SD
1. Mtivation for Supporting Protection against SD

In the MPLS-TP Survivability Framework [ RFC6372], both SF and SD
fault conditions can be used to trigger protection swtching.

[ RFC6378], which defines the protection-swi tching protocol for
MPLS- TP, does not specify how the SF and SD are detected, and
specifies the protection-sw tching protocol associated with SF only.

The PSC protocol associated with SDis covered in this docunent, but
the specifics for the method of identifying SDis out of scope for
the protection protocol in the same way that SF detection and MS or
FS command initiation are out of scope.

2. Term nology to Support SD
In this docunent, the termC ear Signal Fail or Degrade (SFDc) is

used to indicate the clearance of either a degraded condition or a
failure condition.
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The second paragraph of Section 4.3.3.2 (Unavailable State) in

[ RFC6378] shows the intention of including Signal Degrade on
Protection path (SD-P) in the Unavailable state. Even though the
protection path can be partially avail able under the condition of
SD-P, this docunent follows the sanme state grouping as [RFC6378] for
SD- P.

The bulleted itemon the Protecting Failure state in Section 3.6 of
[ RFC6378] includes the degraded condition in the Protecting Failure
state. This docunent follows the sanme state grouping as [ RFC6378]
for Signal Degrade on Working path (SD-W.

7.3. Behavior of Protection against SD

To better align the behavior of MPLS-TP networks with that of other
transport networks (such as SDH, OIN, and Et hernet transport
networ ks), we define the foll ow ng:

0 The priorities of SD-P and SD-W SHALL be equal

0 Once a switch has been conpleted due to SD on one path, it wll
not be overridden by SD on the other path (first cone, first
served behavior), to avoid protection sw tching that cannot
i mprove signal quality.

The SD nessage indicates that the transnitting node has identified
degradation of the signal or integrity of the packet received on
either the working path or the protection path. The FPath field
SHALL identify the path that is reporting the degraded condition
(i.e., if the protection path, then FPath is set to 0; if the working
path, then FPath is set to 1), and the Path field SHALL indicate
where the data traffic is being transported (i.e., if the working
path is selected, then Path is set to O; if the protection path is
selected, then Path is set to 1).

When the SD condition is cleared and the protected domain is
recovering fromthe situation, the Wait-to-Restore (WIR) tiner SHALL
be used if the protected domain is configured for revertive behavior
The WIR timer SHALL be started at the node that recovers froma |oca
degraded condition on the working path.

Protection switching against SD is always provided by a selector
bridge duplicating user data traffic and feeding it to both the
wor ki ng path and the protection path under SD condition. Wen a
local or renote SD occurs on either the working path or the
protection path, the node SHALL duplicate user data traffic and SHALL
feed it to both the working path and the protection path. The packet
duplication SHALL continue as |long as any SD condition exists in the
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protected domain. Wen the SD condition is cleared, in revertive
operation, the packet duplication SHALL continue in the WIR state and
SHALL stop when the node | eaves the WIR state; while in non-revertive
operation, the packet duplication SHALL stop inmedi ately.

The selector bridge with the packet duplication under SD condition
whi ch is a non-permanent bridge, is considered to be a 1:1 protection
architecture.

Protection switching agai nst SD does not introduce any nodification
to the operation of the selector at the sink node described in

[ RFC6378]. The selector chooses either the working or protection
path fromwhich to receive the normal traffic in both 1.1 and 1+1
architectures. The position of the selector, i.e., which path to
receive the traffic, is deternined by the PSC protocol in
bidirectional switching or by the Iocal input in unidirectiona
swi t chi ng.

7.4. Equal-Priority Resolution

In order to support the MS behavior described in Section 6.3 and the
protection agai nst SD described in Section 7.3, it is necessary to
expand rules for treating equal-priority inputs.

For equal -priority local inputs, such as Ms and SD, apply a sinple
first-cone, first-served rule. Once a local input is deternined as
the highest priority local input, then a subsequent equal-priority

| ocal input requesting a different action, i.e., the action results
in the same PSC Request field but different FPath value, will not be
presented to the PSC Control Logic as the highest |ocal request.
Furthernmore, in the case of an M5 command, the subsequent |ocal M
command requesting a different action will be cancell ed.

If a node is in a renote state due to a renote SD (or MS) nessage, a
subsequent | ocal input having the same priority but requesting a
different action to the PSC Control Logic will be considered as
having | ower priority than the renpte nessage and will be ignored.
For exanple, if a node is in renote Switching Administrative state
due to a renmote Ms-P, then any subsequent |ocal Ms-W SHALL be ignored
and automatically cancelled. |If a node is in renote Unavail abl e
state due to a renpte SD-P, then any subsequent |ocal SD-Winput wll
be ignored. However, the | ocal SD-WSHALL continue to appear in the
Local Request Logic as long as the SD condition exists, but it SHALL
NOT be the top-priority global request, which determines the state
transition at the PSC Control Logic.
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Cases where two end-points of the protected donain sinultaneously
receive local triggers of the sanme priority that request different
actions may occur (for exanple, one node receives SD-P and the other
receives SD-W. Subsequently, each node will receive a renote
message with the opposing action indication. To address these cases,
we define the following priority resolution rules:

o Wien M5-Wand Ms-P occur sinultaneously at both nodes, Ms-W SHALL
be consi dered as having higher priority than M5-P at both nodes.

0o Wien SD-Wand SD-P occur sinultaneously at both nodes, the SD on
the standby path (the path fromwhich the sel ector does not sel ect
the user data traffic) is considered as having higher priority
than the SD on the active path (the path from which the sel ector
selects the user data traffic) regardless of its origin (local or
renote nessage). Therefore, no unnecessary protection swtching
is performed, and the user data traffic continues to be selected
fromthe active path.

In the precedi ng paragraphs, "sinultaneously" refers to the case a
sent SD (or MS) request has not been confirned by the renote end in
bidirectional protection sw tching. Wen a |ocal node that has
transmtted an SD nessage receives an SD (or MsS) message that
indicates a different value of Path field fromthe value of Path
field in the transmtted SD (or MS) nessage, both the local and
remote SD requests are considered to occur sinultaneously.

The addition of support for protection against SD requires

nodi fication to the PSC Control Logic (including the state nachine)
relative to that described in [RFC6378]. Sections 10 and 11 present
the PSC Control Logic when all capabilities of APS node are enabl ed.

8. Capability 5: Support of EXER Conmmand

The EXER conmand is used to verify the correct operation of the PSC
communi cati on, such as the aliveness of the Local Request Logic, the
integrity of the PSC Control Logic, the PSC nessage generation and
reception mechanism and the integrity of the protection path. EXER
does not trigger any actual traffic swtching.

The conmand is only relevant for bidirectional protection sw tching,
since it is dependent upon receiving a response fromthe renote node.
The EXER conmand is assigned |ower priority than any sw tching
message. It may be used regardless of the traffic usage of the

wor ki ng pat h.
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When a node receives a renote EXER nessage, it SHOULD respond with a
Reverse Request (RR) nmessage with the FPath and Path fields set
according to the current condition of the node. The RR nmessage SHALL
be generated only in response to a renote EXER nessage.

This command is docunented in R84 of [RFC5654].

| f EXER commands are input at both ends, then a race condition nmay
arise. This is resolved as foll ows:

o |If a node has issued EXER and recei ves EXER before receiving RR
it MIST treat the received EXER as it would an RR, and it SHOULD
NOT respond with RR

The followi ng PSC Requests are added to the PSC Request field to
support the Exercise command (see al so Section 14.1):

(3) Exercise - indicates that the transmtting end-point is
exercising the protection channel and nechanism FPath and Path
are set to the same value of the No Request (NR), RR or DNR
nmessage whose transmission is stopped by EXER

(2) Reverse Request - indicates that the transmtting end-point is
responding to an EXER command fromthe renote node. FPath and
Path are set to the sane value of the NR or DNR nessage whose
transm ssion is stopped by RR

The relative priorities of EXER and RR are defined in Section 10. 2.
9. Capabilities and Mddes
9.1. Capabilities
A Capability is an individual behavior whose use is signaled in a
Capabilities TLV, which is placed in Optional TLVs field inside the

PSC nessage shown in Figure 2 of [RFC6378]. The format of the
Capabilities TLV is:
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Figure 1: Format of Capabilities TLV
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The val ue of the Type field is 1.

The val ue of the Length field is the length of the Flags field in
octets. The length of the Flags field MIUST be a nmultiple of 4 octets
and MUST be the minimumrequired to signal all the required
capabilities.

Section 4 to Section 8 discuss five capabilities that are signal ed
using the five nost significant bits; if a node wi shes to signa
these five capabilities, it MIST send a Flags field of 4 octets. A
node woul d send a Flags field greater than 4 octets only if it had
nore than 32 Capabilities to indicate. Al unused bits MJST be set
to zero.

If the bit assigned for an individual capability is set to 1, it

i ndi cates the sending node’s intent to use that capability in the
protected domain. |If a bit is set to 0, the sending node does not
intend to use the indicated capability in the protected donain. Note
that it is not possible to distinguish between the intent not to use
a capability and a node’s conpl ete non-support (i.e., lack of

i mpl erent ation) of a given capability.

Thi s docunment defines five specific capabilities that are descri bed
in Section 4 to Section 8. Each capability is assigned bit as
fol | ows:

0x80000000: priority nodification

0x40000000: non-revertive behavi or nodification

0x20000000: support of MsS-W conmand

0x10000000: support of protection agai nst SD

0x08000000: support of EXER conmand

If all the five capabilities should be used, a node SHALL set the
Flags field to OxF8000000.

9.1.1. Sending and Receiving the Capabilities TLV
A node MJST include its Capabilities TLV in every PSC nessage that it
transmits. The transm ssion and acceptance of the PSC nessage is
described in Section 4.1 of [RFC6378].
When a node receives a Capabilities TLV, it MJST conpare the Flags

value to its nost recent Flags value transmitted by the node. |[If the
two are equal, the protected donmain is said to be running in the node
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i ndi cated by that set of capabilities (see Section 9.2). |If the sent
and received Capabilities TLVs are not equal, this indicates a
Capabilities TLV mismatch. Wen this happens, the node MIST al ert
the operator and MJST NOT perform any protection switching until the
operator resolves the m smatch between the two end- points.

9.2. Mbdes

A node is a given set of Capabilities. Mdes are shorthand;
referring to a set of capabilities by their individual values or by
the nane of their node does not change the protocol behavior. This
docunent defines two nodes -- PSC and APS. Capabilities TLVs with

ot her conbi nations than the one specified by a node are not supported
in this specification

9.2.1. PSC Mode

PSC node is defined as the | ack of support for any of the additiona
capabilities defined in this docunent -- that is, a Capabilities set
of 0x0. It is the behavior specified in [ RFC6378].

There are two ways to declare PSC node. A node can send no
Capabilities TLV at all since there are no TLV units defined in

[ RFC6378], or it can send a Capabilities TLV with Flags val ue set to
0x0. In order to allow backward conpatibility between two end-points
-- one which supports sending the Capabilities TLV, and one which
does not, the node that has the ability to send and process the PSC
node Capabilities TLV MJST be able to both send the PSC node
Capabilities TLV and send no Capabilities TLV at all. An

i mpl enent ati on MUST be configurabl e between these two options.

9.2.2. APS Mde
APS nmode is defined as the use of all the five specific capabilities,

whi ch are described in Sections 4 to 8 in this docunent. APS node is
i ndicated with the Flags val ue of 0xF8000000.
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10.

10.

10.

PSC Protocol in APS Mde

This section and the followi ng section define the behavior of the PSC
prot ocol when all of the aforenmentioned capabilities are enabl ed,
i.e., APS node

1. Request Field in PSC Protocol Message

Thi s docunent defines two new values for the "Request" field in the
PSC protocol nessage that is shown in Figure 2 of [ RFC6378] as
fol | ows:

(2) Reverse Request
(3) Exercise
See al so Section 14.1 of this docunent.
2. Priorities of Local Inputs and Renpote Requests

Based on the description in Sections 3 and 4.3.2 in [ RFC6378], the
priorities of multiple outstanding local inputs are evaluated in the
Local Request Logic, where the highest priority |ocal input (highest
| ocal request) is deternined. This highest |ocal request is passed
to the PSC Control Logic that will deternine the higher-priority
input (top-priority global request) between the highest |ocal request
and the last received renote nmessage. Wen a renpte nessage cones to
the PSC Control Logic, the top-priority global request is determ ned
between this renote nessage and the highest |ocal request that is
present. The top-priority global request is used to deternine the
state transition, which is described in Section 11. |In this
docunent, in order to sinplify the description on the PSC Contro
Logic, we strictly decouple the priority evaluation fromthe state
transition table | ookup

The priorities for both |ocal and renote requests are defined as
follows from highest to | owest:

0 Operator Cear (Local only)

0 Lockout of protection (Local and Renote)

0 Cear Signal Fail or Degrade (Local only)

0o Signal Fail on Protection path (Local and Renote)

o Forced Switch (Local and Renote)
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10.

o Signal Fail on Wrking path (Local and Renote)

0o Signal Degrade on either Protection path or Wrking path (Loca
and Renot e)

o Manual Switch to either Protection path or Wrking path (Local and
Renot e)

0o WR Timer Expiry (Local only)
0 WR (Renote only)

0 Exercise (Local and Renote)

0 Reverse Request (Renote only)
0 Do-Not-Revert (Renote only)

0 No Request (Renpte and Local)

Note that the "Local only" requests are not transmitted to the renote
node. Likew se, the "Renote only" requests do not exist in the Loca
Request Logic as local inputs. For exanple, the priority of WIR only
applies to the received WIR nessage, which is generated fromthe
renote node. The renote node that is running the WIR tinmer in the
WIR state has no | ocal request.

The renpte SF and SD on either the working path or the protection
path and the renote M5 to either the working path or the protection
path are indicated by the values of the Request and FPath fields in
t he PSC nessage

The renote request fromthe renote node is assigned a priority just
bel ow t he sane | ocal request except for NR and equal -priority
requests, such as SD and M5. Since a received NR nessage needs to be
used in the state transition table | ookup when there is no

out standi ng | ocal request, the renote NR request SHALL have a hi gher
priority than the local NR  For the equal-priority requests, see
Section 10.2. 1.

2.1. Equal-Priority Requests

As stated in Section 10.2, the renpote request fromthe renote node is
assigned a priority just below the sanme |ocal request. However, for
equal -priority requests, such as SD and M5, the priority SHALL be
eval uated as described in this section
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For equal -priority local requests, the first-cone, first-served rule
SHALL be applied. Once a local request appears in the Local Request
Logi c, a subsequent equal -priority | ocal request requesting a
different action, i.e., the action results in the same Request val ue
but a different FPath value, SHALL be considered to have a | ower
priority. Furthernore, in the case of an M5 conmand, the subsequent
| ocal M5 command requesting a different action SHALL be rejected and
cl ear ed.

When the priority is evaluated in the PSC Control Logic between the
hi ghest | ocal request and a renote request, the follow ng equal -
priority resolution rules SHALL be appli ed:

o |If two requests request the sane action, i.e., the sane Request
and FPat h val ues, then the |ocal request SHALL be considered to
have a higher priority than the renmpte request.

o0 Wien the highest local request cones to the PSC Control Logic, if
the renote request that requests a different action exists, then
t he hi ghest |ocal request SHALL be ignored and the renote request
SHALL rermain to be the top-priority global request. |In the case
of an M5 command, the |ocal MS conmand requesting a different
action SHALL be cancell ed.

0 Wen the renote request conmes to the PSC Control Logic, if the
hi ghest | ocal request that requests a different action exists,
then the top-priority global request SHALL be deternined by the
foll owi ng rul es:

*  For MS requests, the Ms-Wrequest SHALL be considered to have a
hi gher priority than the M5-P request. The node that has the
| ocal MS-Wrequest SHALL maintain the |ocal M5-Wrequest as the
top-priority global request. The other node that has the |loca
M5- P request SHALL cancel the Ms-P command and SHALL generate
"Operator Clear” internally as the top-priority gl obal request.

*  For SD requests, the SD on the standby path (the path from
whi ch the sel ector does not select the user data traffic) SHALL
be considered to have a higher priority than the SD on the
active path (the path fromwhich the selector selects the user
data traffic) regardless of its origin (local or renote
message). The node that has the SD on the standby path SHALL
mai ntain the I ocal SD on the standby path request as the top-
priority global request. The other node that has |ocal SD on
the active path SHALL use the renpte SD on the standby path as
the top-priority global request to | ookup the state transition
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10.

11.

table. The differentiation of the active and standby paths is
based upon whi ch path had been selected for the user data
traffic when each node detected its |ocal SD

3. Acceptance and Retention of Local Inputs

A local input indicating a defect, such as SF-P, SF-W SD-P, and
SD-W SHALL be accepted and retained persistently in the Loca

Request Logic as long as the defect condition exists. |If there is
any higher-priority local input than the I ocal defect input, the

hi gher-priority local input is passed to the PSC Control Logic as the
hi ghest | ocal request, but the l|ocal defect input cannot be renoved
but renmains in the Local Request Logic. Wien the higher-priority
local input is cleared, the local defect will become the highest

I ocal request if the defect condition still exists.

The Operator Cear (OC) command, SFDc, and WIR Ti mer Expiry are not
persistent. Once they appear to the Local Request Logic and conplete
all the operations in the protection-switching control, they SHALL

di sappear.

The LO, FS, M5, and EXER conmands SHALL be rejected if there is any
hi gher-priority local input in the Local Request Logic. If a new

hi gher-priority local request (including an operator conmand) is
accepted, any previous lower-priority local operator comand SHALL be
cancel |l ed. Wen any higher-priority renote request is received, a
lower-priority local operator conmand SHALL be cancelled. The
cancel | ed operator command is cleared. |If the operators wish to
renew t he cancell ed command, then they should reissue the command.

State Transition Tables in APS Mode

When there is a change in the highest |ocal request or in renote PSC
nmessages, the top-priority global request SHALL be eval uated, and the
state transition tables SHALL be | ooked up in the PSC Control Logic.
The following rules are applied to the operation related to the state
transition table | ookup

o If the top-priority global request, which deternines the state
transition, is the highest |ocal request, the local state
transition table in Section 11.1 SHALL be used to deci de the next
state of the node. Oherwise, the renpte state transition table
in Section 11.2 SHALL be used.

o If inrenote state, the highest |ocal defect condition (SF-P,
SF-W SD-P, or SO-W SHALL always be reflected in the Request and
FPat h fields.

Ryoo, et al. St andards Track [ Page 20]



RFC 7271 MPLS-TP LP for ITUT June 2014

(o]

For the node currently in the local state, if the top-priority

gl obal request is changed to OC or SFDc, causing the next state to
be Norrmal, WIR, or DNR, then all the I ocal and renote requests
SHALL be re-evaluated as if the node is in the state specified in
the footnotes to the state transition tables, before deciding the
final state. |If there are no active requests, the node enters the
state specified in the footnotes to the state transition tables.
This re-evaluation is an internal operation confined within the

| ocal node, and the PSC nessages are generated according to the
final state.

The WIR tinmer is started only when the node that has recovered
froma local failure or degradation enters the WIR state. A node
that is entering into the WIR state due to a renote WIR nessage
does not start the WIRtimer. The WIR timer SHALL be stopped when
any local or renmpte request triggers the state change out of the
WR state.

The extended states, as they appear in the table, are as foll ows:

N

UA:
UA:
UA:
UA:
UA:
UA:
PF:
PF:
PF:
PF:
SA:
SA:
SA:
SA:
SA:

SA
WIr
DN
E:
E:

Normal state
LOL Unavailable state due to | ocal LO conmand
P: L Unavail abl e state due to |l ocal SF-P
DP: L Unavailable state due to |ocal SD-P
LOR Unavailable state due to renote LO nessage
P.R Unavailable state due to renote SF-P nessage
DP: R Unavail able state due to renote SD-P nessage
W L Protecting Failure state due to | ocal SF-W
DWL Protecting Failure state due to |local SD-W
WR Protecting Failure state due to renote SF W nessage
DWR Protecting Failure state due to renpote SD-W nessage
F:L Switching Administrative state due to |ocal FS command
MN L Switching Administrative state due to [ocal Ms-W comrand
MP:L Switching Adm nistrative state due to |local M5-P command
F:R Switching Adm nistrative state due to renote FS nessage
MNR Switching Adm nistrative state due to renpte MsS-W nessage
:MP:R Switching Administrative state due to renote Ms-P nessage
R Wiit-to-Restore state
R Do- not - Revert state
'L Exerci se state due to | ocal EXER command
'R Exerci se state due to renote EXER nessage

Each state corresponds to the transnission of a particular set of
Request, FPath, and Path fields. The table below lists the nessage
that is generally sent in each particular state. |If the nessage to

be

sent in a particular state deviates fromthe table below, it is

noted in the footnotes of the state transition tables.
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State Request ( FPat h, Pat h)

N NR( 0, 0)

UALOCL LOO,0)

UA'P:L SF(0,0)

UA:DP: L SD(0,0)

UA: LO R highest local request(local FPath,0)
UA: P. R highest local request(local FPath,0)
UA: DP: R hi ghest |ocal request(local FPath,0)
PF-WL SF(1,1)

PF-DWL SD(1,1)

PF: WR  highest local request(local FPath,1)
PF: DW R highest |ocal request(local FPath, 1)
SAF:L FS(1,1)

SA-MN L MS(0, 0)

SA MP: L M5(1,1)

SA:F: R highest |ocal request(local FPath,1)
SA: MW R NR(O0, 0)

SA: MP: R NR(O, 1)

WIR WIR( O, 1)

DNR DNR( O, 1)

E::L EXER(O, x), where x is the existing Path val ue
when Exercise conmand is issued.

E:R RR(0, x), where x is the existing Path val ue

when RR nessage i s generat ed.
Sone operation exanpl es of APS node are shown in Appendi x D.
In the state transition tables below, the letter 'i’ stands for

"ignore" and is an indication to remain in the current state and
continue transmtting the current PSC nessage
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(Conti nued)

| SD-P | SD-W | Ms-W | Ms-P | WIRExp | EXER
-------- e T Ty
N | UADP:L | PF-DWL | SAMNL | SAM:L | i | E:L
UA'LOL | i | i | i | i | i | i
UAP:L | i | i | i | i | i | i
UA:DP: L | i | i | i | i | i | i
UALOR| UADP:L | PFDWL | i | i | i | i
UAP.R | UADP:L | PF-DWL | i | i | i | i
UADP:R| UADPL | PFDWL | i | i | i | i
PE-WL | i | i | i | i | i | i
PF:DWL | i | i | i | i | i | i
PF:WR | UADP.L | PF:DWL | i | i | i | i
PF:DWR | UADP:L | PF:DWL | i | i | i | i
SAF:L | i | i | i | i | i | i
SAAMNL | UADP.L | PFR:DWL | i | i | i | i
SA:MP:L | UADP.L | PFRDWL | i | i | i | i
SAAF:R | UADP.L | PRDWL | i | i | i | i
SAMNR | UADPL | PFDWL | SAMNL | i | i | i
SA'MP:R| UADP.L | PF:DWL | i | SA:MP:L | i | i
WR | UADP:L | PF-DWL | SAMNL | SAM:L | (6) | i
DNR | UADP:L | PF-DWL | SAAMNL | SAM:L | i | E:L
E::L | UADP:L | PF-DWL | SAMNL | SAM:L | i | i
E:R | UADP.L | PF-DWL | SAAMNL | SAM:L | i | E:L
NOTES:
(1) Re-evaluate to determine the final state as if the node is in

(2)

(3)

Ryoo, et

the Nornmal state. |If there are no active requests, the node
enters the Nornmal State.

In the case that both local input after SFDc and the | ast

recei ved renote nmessage are NR, the node enters into the WIR
state when the domain is configured for revertive behavior, or
the node enters into the DNR state when the donmin is configured
for non-revertive behavior. In all the other cases, where one
or nore active requests exist, re-evaluate to deternine the
final state as if the node is in the Nornal state.

Re-evaluate to determine final state as if the node is in the
Nor mal state when the domain is configured for revertive
behavior, or as if the node is in the DNR state when the donain
is configured for non-revertive behavior. |If there are no
active requests, the node enters either the Normal state when
the domain is configured for revertive behavior or the DNR state
when the domain is configured for non-revertive behavi or
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(4) Remain in the WIR state and send an NR(0, 1) nessage. Stop the
WR timer if it is running. In APS node, OC can cancel the WIR
timer and hasten the state transition to the Nornal state as in
ot her transport networKks.

(5) If Path value is 0, re-evaluate to deternine final state as if

the node is in the Normal state. |f Path value is 1,
re-evaluate to determne final state as if the node is in the
DNR state. |If there are no active requests, the node enters the

Normal state when Path value is 0, or the DNR state when Path
val ue is 1.

(6) Remain in the WIR state and send an NR(0, 1) nessage.

11.2. State Transition by Renpte Messages

| LO | SF-P | FS | SF-W | SD-P | SD-W |
-------- T T
N | VALOR| UAPR| SAFR| PEWR | UADP.R| PF.DWR |
UALCL | i | i | i | i | i | i |
UAPL | UALOR] i | i | i | i | i |
UA:DP:L | UALOR| UAP.R| SAFR| PFEWR ]| i | (7) |
UALOR | i | VAP.R| SAFR| PEWR | UADP:R| PFDWR |
UAP:R | UALOR] i | SAFR| PREWR | UADP-R| PFDWR |
UA'DP:R| UALOR| UAPR| SAFR| PREWR | i | PF:DWR |
PF-WL | UALOR]| UAPR| SAFR]| i | i | i |
PF-DWL | UALOR]| UAPR| SAFR| PEWR | (8) | i |
PFFWR | UALOR| UAPR| SAFER] i | UADP:R| PF:.DWR |
PF:DWR | UALOR| UAPR| SAFR]| PRWR | UADP.R| i |
SAFL | UALOR| UAPR] i | i | i | i |
SAMNL | UALOR| UAP.R| SAFR| PEWR | UADP:R| PF.DWR |
SAMP:L| UALCR| UAP.R]| SAFR| PEWR | UADP.R| PFDWR |
SAFR | UALCR| UAPR] i | PFEWR | UADP:R | PFDWR |
SAMNR | UALOR| UAP.R| SAFR| PREWR | UADP:R| PF.DWR |
SAM:R| UALOR| UAPR| SAFR| PREWR | UADP:R| PF.DWR |
WR | VALOR| UAPR| SAFR| PRWR | UADP.R| PF DWR |
DNR | UALOR| UAPR| SAFR| PEWR | UADP.R| PF.DWR |
E::L | UVALOR]|] UAPR| SAFR| PEWR | UADP-R| PFDWR |
E:R | UVALOR]|] UAPR| SAFR| PEWR | UADP-R| PFDWR |
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(Conti nued)

| M5-W | Ms-P | WR| EXER| RR| DNR | NR
-------- S T Tt Sy
N | SAMNR| SAM:R| i | E:R| i | i | i
UA'LOL | i | i | i | i I | i
UAP:L | i | i | i | i I | i
UA:DP: L | i | i | i | i I | i
UALOR| SAMNR| SAM:R]| i | E:R | i ] i | N
UAP.R | SAMNR| SAM:R| i | E:R| i | i | N
UADP:R| SAMNR| SAM:R| i | E:R| i | i | N
PE-WL | i | i | i | i I | i
PF:DWL | i | i | i | i I | i
PF-WR | SAMNR| SAM:R| (9 | E:R]| i | (10) | (11)
PF:DWR | SAMNR| SAM:R]| (9 | E:R| i | (10) | (11)
SAF:L | i | i | i | i I | i
SA- MWL | i | i | i | i [ 0 ] i | i
SA-MP:L | i | i | i | i I | i
SAAF:R | SAMNR | SAM:EIR]| i | E:R|] i | DNR | N
SAMNR | i | SAMP:R | i | E:R| i | i | N
SAMP:R| SAMNR]| i | i | E:R| i | DNR | N
WR | SAMNR| SAM:R]| i | i I | (12)
DNR | SAMNR| SAMER]| (13)] E:R | i | i | i
E::L | SAMNR| SAM:R]| i | i I | i
E:R | SAMNR| SAM:R| i | i | i | DNR | N
NOTES:
(7) If the received SD-Wnessage has Path=0, ignore the nessage. |If

the received SD-W nessage has Path=1, go to the PF.DWR state
and transmt an SD(0, 1) nessage.

(8) If the received SD-P nessage has Path=1, ignore the nessage. |If
the received SD-P nessage has Path=0, go to the UADP:R state
and transmt an SD(1,0) nessage.

(9) Transition to the WIR state and continue to send the current
nessage.

(10) Transition to the DNR state and continue to send the current
nessage.

(11) If the received NR nessage has Path=1, transition to the WIR
state if the domain is configured for revertive behavior, else
transition to the DNR state. |If the received NR nessage has
Pat h=0, transition to the Nornmal state.
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11.

12.

(12) If the receiving node’s WIR timer is running, nmaintain the
current state and nessage. |If the WIRtimer is not running,
transition to the Nornal state.

(13) Transit to the WIR state and send an NR(O0, 1) nmessage. The WIR
timer is not initiated.

3. State Transition for 1+1 Unidirectional Protection

The state transition tables given in Sections 11.1 and 11.2 are for
bidirectional protection sw tching, where renote PSC protocol
messages are used to determne the protection-switching actions. 1+1
uni directional protection switching does not require the renote
information in the PSC protocol nessage and acts upon |ocal inputs
only. The state transition by local inputs in Section 11.1 SHALL be
reused for 1+1 unidirectional protection under the foll ow ng

condi tions:

o The value of Request field in the received renote nessage is
i gnored and al ways assuned to be no request.

0 Replace footnote (4) with "Stop the WIR timer and transit to the
Normal state.”

0 Replace footnote (6) with "Transit to the Nornmal state."
0 Exercise conmand is not relevant.
Provi sioning Msmatch and Protocol Failure in APS Mde

The renote PSC nessage that is received fromthe renpte node is
subject to the detection of provisioning nismatch and protoco

failure conditions. In APS node, provisioning m snmatches are handl ed
as follows:

o |If the PSC nessage is received fromthe working path due to
wor ki ng/ protection path configuration nmsmatch, the node MJST
alert the operator and MJUST NOT perform any protection swtching
until the operator resolves this path configuration m smatch

0 In the case that the m smatch happens in the two-bit "Protection
Type (PT)" field, which indicates pernanent/sel ector bridge type
and uni/bidirectional swtching type:
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13.

* |f the value of the PT field of one side is 2 (i.e., selector
bridge) and that of the other side is 1 or 3 (i.e., pernanent
bridge), then this event MJUST be notified to the operator and
each node MJST NOT perform any protection switching until the
operator resolves this bridge type m smatch

* |f the bridge type matches but the switching type nisnmatches,
i.e., one side has PT=1 (unidirectional switching) while the
ot her side has PT=2 or 3 (bidirectional switching), then the
node provisioned for bidirectional sw tching SHOULD fall back
to unidirectional switching to allow interworking. The node
SHOULD notify the operator of this event.

o If the "Revertive (R" bit msnatches, two sides will interwork
and traffic is protected according to the state transition
definition given in Section 11. The node SHOULD notify the
operator of this event.

o |If the Capabilities TLV m snatches, the node MUST alert the
operator and MJST NOT perform any protection switching until the
operator resolves the nmismatch in the Capabilities TLV.

The following are the protocol failure situations and the actions to
be taken

0o No match in sent "Data Path (Path)" and received "Data Path
(Path)" for nore than 50 ns: The node MAY continue to perform
protection switching and SHOULD notify the operator of this event.

0 No PSC nessage is received on the protection path during at |east
3.5 tines the long PSC nessage interval (e.g., at least 17.5
seconds with a default nessage interval of 5 seconds), and there
is no defect on the protection path: The node MJST alert the
operator and MJUST NOT perform any protection switching until the
operator resolves this defect.

Security Considerations

Thi s docunent introduces no new security risks. [RFC6378] points out
that MPLS relies on assunptions about the difficulty of traffic

i njection and assunes that the control plane does not have end-to-end
security. [RFC5920] describes MPLS security issues and generic

met hods for securing traffic privacy and integrity. MPLS use should
conformto such advice
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14.

14.

14.

14.

| ANA Consi derations
1. MPLS PSC Request Registry

In the "Generic Associated Channel (G ACh) Paraneters” registry, |ANA
mai ntai ns the "MPLS PSC Request Registry".

| ANA has assigned the following two new code points fromthis
registry

Val ue Description Ref er ence
2 Rever se Request (this docunent)
3 Exerci se (this document)

2. MPLS PSC TLV Registry

In the "Generic Associated Channel (G ACh) Paraneters" registry, |ANA
mai ntains the "MPLS PSC TLV Regi stry".

Thi s docunent defines the follow ng new value for the Capabilities
TLV type in the "MPLS PSC TLV Regi stry".

Val ue Description Ref er ence

1 Capabilities (this docunent)
3. MPLS PSC Capability Flag Registry

| ANA has created and now maintains a new registry within the "Generic
Associ at ed Channel (G ACh) Paraneters" registry called "MPLS PSC
Capability Flag Registry". Al flags within this registry SHALL be
al | ocated according to the "Standards Action" procedures as specified
in RFC 5226 [ RFC5226].

The I ength of each flag MUST be a nultiple of 4 octets. This
docunent defines 4-octet flags. Flags greater than 4 octets SHALL be
used only if nore than 32 Capabilities need to be defined. The flags
defined in this docunent are:

Bit Hex Value Capability Ref er ence

0 0x80000000 priority nodification (this docunent)
1 0x40000000 non-revertive behavior nodification (this docunent)
2 0x20000000 support of Ms-W comand (this docunent)
3 0x10000000 support of protection against SD (this docunent)
4 0x08000000 support of EXER command (this docunent)
5-31 Unassi gned (this docunent)
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Appendi x A, An Exanpl e of an Qut-of-Service Scenario

The sequence di agram shown is an exanpl e of the out-of-service
scenari os based on the priority level defined in [ RFC6378]. The
first PSC nessage that differs fromthe previous PSC nessage is

shown.
A Z
| |
(1) |-- NR(O,0) ------ > (1)
| <----- NR(0,0) ---|
| |
| |
| (FS issued at 2) | (2)
(3) |<----- FS(1,1) --|
[-- NR(O,1) ------ >
| |
| |
(4) | (SF on P(A<-2)) |
| |
| |
| (Clear FS at 2) | (5)
(6) | X <- NR(0,0) --]
| |
| |

(1) Each end is in the Normal state and transmits NR(O, 0) nessages.

(2) Wen a FS command is issued at node Z, node Z goes into |ocal
Protecting Administrative state (PA:F:L) and begins transm ssion
of an FS(1,1) nessage.

(3) A renpte FS nessage causes node Ato go into renote Protecting
Adm nistrative state (PAF:.R), and node A begins transmtting
NR( O, 1) nessages.

(4) Wen node A detects a unidirectional SF-P, node A keeps sending
an NR(O,1) nessage because SF-P is ignored under the PA'F. R
state.

(5) Wen a Cear conmand is issued at node Z, node Z goes into the
Nor mal state and begins transm ssion of NR(0,0) nessages.

(6) But, node A cannot receive PSC nessage because of | ocal
unidirectional SF-P. Because no valid PSC nessage is received
over a period of several successive nmessage intervals, the |ast
valid received nessage remains applicable, and the node A
continue to transnmit an NR(O,1) nessage in the PA'F.R state.
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Now, there exists a mismatch between the selector and bridge
positions of node A (transmitting an NR(O, 1) nessage) and node Z
(transmitting an NR(O0,0) nmessage). It results in an out-of-service
situation even when there is neither SF-Wnor FS.

Appendi x B. An Exanple of a Sequence Di agram Showi ng the Problemwi th
the Priority Level of SFc

An exanpl e of a sequence di agram showi ng the problemw th the
priority level of SFc defined in [ RFC6378] is given below The

foll owi ng sequence di agram depi cts the case when the bidirectiona
signal fails. However, other cases with unidirectional signal fails
can result in the sanme problem The first PSC nessage that differs
fromthe previous PSC nessage i s shown.

A z
| |

(1) |-- NR(0,0) ------ >| (1)
| <o-o-- NR(0, 0) ---|
| |
| |

(2) | (SF on P(A<->2)) | (2)
|-- SF(0,0) ------ >
| <o-m--- SF(0,0) --|
| |
| |

(3) | (SF on WA<->2)) | (3)
| |
| |

(4) | (dear SF-P) | (4)
| |
| |

(5) | (dear SF-W | (5)
| |
| |

(1) Each end is in the Normal state and transmits NR(O, 0) nessages.

(2) Wen SF-P occurs, each node enters into the UA:P:L state and
transmts SF(0,0) nmessages. Traffic remains on the working
pat h.

(3) Wen SF-Woccurs, each node remains in the UA:P.L state as SF-W
has a lower priority than SF-P. Traffic is still on the working
path. Traffic cannot be delivered, as both the working path and
the protection path are experiencing signal fails.
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(4) Wen SF-P is cleared, the local "dear SF-P' request cannot be
presented to the PSC Control Logic, which takes the highest
| ocal request and runs the PSC state machine, since the priority
of "Clear SF-P" is |lower than that of SF-W Consequently, there
is no change in state, and the selector and/or bridge keep
poi nting at the working path, which has SF condition

Now, traffic cannot be delivered while the protection path is

recovered and available. It should be noted that the sane probl em
will occur in the case that the sequence of SF-P and SF-Wevents is
changed.

If we further continue with this sequence to see what will happen
after SF-Wis cl eared:

(5) When SF-Wis cleared, the local "COear SF-W request can be
passed to the PSC Control Logic, as there is no higher-priority
local input, but it will be ignored in the PSC Control Logic
according to the state transition definition in [ RFC6378].
There will be no change in state or protocol nessage
transmtted.

As SF-Wis now cleared and the selector and/or bridge are stil
pointing at the working path, traffic delivery is resuned. However,
each node is in the UA'P.L state and transmitting SF(0, 0) nessages,
whil e there exists no outstanding request for protection switching.
Moreover, any future legitimate protection-sw tching requests, such
as SF-W will be rejected as each node thinks the protection path is
unavai | abl e.

Appendi x C. Freeze Conmand

The "Freeze" comrand applies only to the |l ocal node of the protection
group and is not signaled to the renpte node. This command freezes
the state of the protection group. Until the Freeze is cleared,

addi tional |local comands are rejected, and condition changes and
recei ved PSC i nfornation are ignored.

The "C ear Freeze" conmand clears the local freeze. \When the Freeze
command is cleared, the state of the protection group is reconputed
based on the persistent condition of the |ocal triggers.

Because the freeze is local, if the freeze is issued at one end only,

a failure of protocol can occur as the other end is open to accept
any operator command or a fault condition
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Appendi x D. Operation Exanples of the APS Mde

The sequence diagranms shown in this section are only a few exanpl es
of the APS node operations. The first PSC protocol message that
differs fromthe previous nessage is shown. The operation of the

hol d-of f tiner is omtted. The Request, FPath, and Path fiel ds whose
val ues are changed duri ng PSC nessage exchange are shown. For an
exanpl e, SF(1,0) represents a PSC nessage with the following field
val ues: Request=SF, FPath=1, and Path=0. The values of the other
fields remain unchanged fromthe initial configuration. WA->7) and
P(A->Z) indicate the working path and the protection path in the
direction of Ato Z, respectively.

Exanple 1. 1:1 bidirectional protection switching (revertive
operation) - Unidirectional SF case

A Z

| |
(1) |<---- NR(0,0)----> (1)

| |

| |
(2) | (SFon WZ->A) |

[---- SF(1,1)----- > (3)
(4) |<----- NR(O, 1) ----|

| |

| |
(5 | (dear SF-W |

|---- WIR(O0,1)---->

/| :
WIR tiner | |
| | |
\ |

(6) |---- NR(O,1)----- > (7)
(8) |<----- NR(O, 0) - - - - |

|---- NR(0,0)----- >l (9)

| |

(1) The protected domain is operating w thout any defect, and the
working path is used for delivering the traffic in the Nornal
state.

(2) SF-Woccurs inthe Zto Adirection. Node A enters into the
PF: WL state and generates an SF(1,1) nessage. Both the
sel ector and bridge of node A are pointing at the protection
pat h.
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Upon receiving an SF(1,1) nessage, node Z sets both the selector
and bridge to the protection path. As there is no |ocal request
in node Z, node Z generates an NR(O, 1) nessage in the PF: WR
state.

Node A confirns that the renpte node is al so selecting the
protection path.

Node A detects clearing of SF condition, starts the WIR ti ner,
and sends a WIR(0, 1) nessage in the WIR state.

Upon expiration of the WIR ti ner, node A sets both the sel ector
and bridge to the working path and sends an NR(O, 1) nessage.

Node Z is notified that the renote request has been cl eared.
Node Z transits to the Normal state and sends an NR(O, 0)
nessage.

Upon receiving an NR(0,0) nessage, node A transits to the Nornal
state and sends an NR(O, 0) nessage.

It is confirmed that the renmpte node is also selecting the
wor ki ng pat h.
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Exanple 2. 1:1 bidirectional protection switching (revertive

operation) - Bidirectional SF case - |Inconsistent WIR tiners
A z
| |
(1) |<---- NR(0,0)----> (1)
| |
| |
(2) | (SF on WA<->2)) | (2)
| <---- SF(1,1)---->
| |
| |
(3) | (Cear SF-W | (3)
| <---- NR(O0,1)---->
(4) |<--- WIR(0,1) ---> (4)
/| [\
|| ||
WIR tinmer | | WIR tiner
|| | |
|| |/
I I< ------ NR(O,l)---I (5)
\ |
(6) |--- NR(O,1)------ >|
| <------ NR(O,0)---] (7)
(8) |--- NR(0,0)------ >
| |

(1) Each end is in the Normal state and transmits NR(O, 0) nessages.

(2) WwWen SF-Woccurs, each node enters into the PF: WL state and
transmts SF(1,1) nessages. Traffic is switched to the
protection path. Upon receiving an SF(1, 1) nessage, each node
confirnms that the renmpte node is al so sending and receiving the
traffic fromthe protection path.

(3) Wen SF-Wis cleared, each node transits to the PF: WR state and
transmits NR(O,1) nessages as the |last received nessage is SF-W

(4) Upon receiving NR(O,1) nessages, each node goes into the WIR
state, starts the WIR tinmer, and sends the WIR(0, 1) nessages.

(5) Upon expiration of the WIR tinmer in node Z, node Z sends an
NR(O, 1) nessage as the |last received APS nessage was WIR.  Wen
the NR(O, 1) nessage arrives at node A node A maintains the WIR
state and keeps sending current WIR nmessages as described in the
state transition table.
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(6) Upon expiration of the WIR tinmer in node A, node A sends an
NR( 0, 1) nessage

(7) Wen the NR(O0,1) nmessage arrives at node Z, node Z noves to the
Normal state, sets both the selector and bridge to the working
pat h, and sends an NR(O0, 0) nessage.

(8) The received NR(O0,0) nessage causes node A to go to the Nornal
state. Now, the traffic is switched back to the working path.

Exanple 3. 1:1 bidirectional protection switching - R bit m smatch

This exanple shows that both sides will interwork and the traffic is
protected when one side (node A) is configured as revertive operation
and the other (node Z) is configured as non-revertive operation. The
interworking is covered in the state transition tables.

(revertive) A Z (non-revertive)
| |
(1) |<---- NR(0,0)----> (1)
| |
| |
(2) | (SF on WA<->2)) | (2)
| <---- SF(1,1)---->|
| |
| |
(3) | (Cear SEW | (3)
| <---- NR(O,1)---->|
(4) |<----- DNR(0, 1) ---| (4)
/]-- WIR(O, 1) ------ >
I I< ----- NR(O,1)----I (5)
WIR tinmer | |
|| |
|| |
\ |
(6) |--- NR(O,1)------ >|
| <------ NR(O,0)---] (7)
(8) |--- NR(0,0)------ >
| |

(1) Each end is in the Normal state and transmits NR(O, 0) nessages.

(2) Wen SF-Woccurs, each node enters into the PF: WL state and
transmits SF(l,l) nmessages. Traffic is switched to the
protection path. Upon receiving an SF(1, 1) nessage, each node
confirnms that the renmpte node is al so sending and receiving the
traffic on the protection path.
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When SF-Wis cleared, each node transits to the PF: WR state and
transmits NR(O,1) nessages as the |last received nessage is SF-W

Upon receiving NR(O,1) nessages, node A goes into the WIR state,
starts the WIR tiner, and sends WIR(0, 1) nmessages. At the sane
tinme, node Z transits to the DNR state and sends a DNR(O, 1)
nessage

Wien the WIR nessage arrives at node Z, node Z transits to the
WR state and sends an NR(O0, 1) nessage according to the state
transition table. At the sane tinme, the DNR nessage arrived at
node Z is ignored according to the state transition table.
Therefore, node Z, which is configured as non-revertive
operation, is operating as if in revertive operation

Upon expiration of the WIR timer in node A, node A sends an
NR(O, 1) nessage

When the NR(O0, 1) nessage arrives at node Z, node Z noves to the
Normal state, sets both the selector and bridge to the working
pat h, and sends an NR(0, 0) nessage.

The received NR(O,0) nessage causes node Ato transit to the
Nornmal state. Now, the traffic is switched back to the working
pat h.
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