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Application-Layer Traffic Optimzation (ALTO Protoco
Abstr act

Applications using the Internet already have access to sone topol ogy
i nformati on of Internet Service Provider (ISP) networks. For
exanple, views to Internet routing tables at Looking G ass servers
are avail able and can be practically downl oaded to nmany network
application clients. Wat is nissing is know edge of the underlying
net wor k topol ogi es fromthe point of view of |SPs. |In other words,
what an ISP prefers in terms of traffic optinmization -- and a way to
distribute it.

The Application-Layer Traffic Optim zation (ALTO services defined in
this docunent provide network information (e.g., basic network

| ocation structure and preferences of network paths) with the goal of
nmodi fyi ng network resource consunption patterns while naintaining or

i mprovi ng application performance. The basic information of ALTO is
based on abstract maps of a network. These maps provide a sinplified
vi ew, yet enough information about a network for applications to
effectively utilize them Additional services are built on top of

t he maps.

Thi s docunent describes a protocol inplenenting the ALTO services.
Al t hough the ALTO services would primarily be provided by I SPs, other
entities, such as content service providers, could also provide ALTO
services. Applications that could use the ALTO services are those
that have a choice to which end points to connect. Exanples of such
applications are peer-to-peer (P2P) and content delivery networks.
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Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc7285
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the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.

Tabl e of Contents

1. I NtroduCti ON ..o e 6
1.1. Problem Statenment . ...... ... ... 6
1.1.1. Requirements Language ........... ... 7

1.2, Design OVerVIi W . ..ottt e e e e 7

2. Term N0l OQY ..o e 7
2. 1. ENdpoi Nt .o e 8
2.2, Endpoint AdAress ... .. 8
2.3. Network Location ......... ... e 8
2.4, ALTO InformBtion . ... ... . e e e 8
2.5. ALTO Information Base ...........c.. i 8

3. ArChi tBCLUr e L e 8
3.1. ALTO Services and Protocol Scope ............ ... .. 9
3.2. ALTO Informati on Reuse and Redistribution ................. 11

4. ALTO Information Service Framework .......... .. .. . . ... . .. .. 11
4.1. ALTO Informati on SErviCeS ... ...t e e 12
4.1.1. MAP SEIrViCe ...ttt 12

4.1.2. Map-Filtering Service .......... .. 12

Alim, et al. St andards Track [ Page 2]



RFC 7285 ALTO Pr ot ocol Sept ember 2014
4.1.3. Endpoint Property Service ........... ... ... 12

4.1. 4. Endpoint CoSt Service .......... ... 13

5. NetwWorK MNP .o 13
5.1. Provider-Defined Identifier (PID) ........... ... ... . ....... 13
5.2. Endpoint AddresSsSes . ... ... 14
5.3. Exanple Network Map ....... . i e 14

B. COSt IMBP ..ot 15
6. 1. CoSt TYPOS .ttt 16
6.1.1. Cost MetricC ... ... e 16

6.1.2. Cost Mdde . ..... ... 17

6.2. Cost Map StruCture .. ... .. ... e e 18
6.3. Network Map and Cost Map Dependency ....................... 18
6.4. Cost Map Update ......... ... e e e 19

7. Endpoint Properti @S .. ... . 19
7.1. Endpoint Property Type . ... ... 19
7.1.1. Endpoint Property Type: pid .......... ... .. ... ...... 19

8. Protocol Specification: General Processing ..................... 19
8.1. Overall Design ........ . e e 19
8.2, NOtaAti ON ... 20
8.3. Basic OperatioOns . ...... .. 21
8.3.1. Cient Discovering Information Resources ........... 21

8.3.2. Cient Requesting Information Resources ............ 22

8.3.3. Server Responding to Information Resource Request ..22

8.3.4. Cient Handling Server Response .................... 23

8.3.5. Authentication and Encryption ...................... 23

8.3.6. Information Refreshing ........... ... . ... . ... . ... ... 24

8.3.7. Parsing of Unknown Fields .................... ... ... 24

8.4. Server Response Encoding ............ . ..., 24
8.4.1. Meta Information ........... . . ... . i 24

8.4.2. Data Information .......... ... .. . . . i 25

8.5. Protocol Errors ......... .. 25
8.5.1. Media TYPe .ottt 25

8.5.2. Response Format and Error Codes .................... 25

8.5.3. Overload Conditions and Server Unavailability ...... 28

9. Protocol Specification: Information Resource Directory ......... 28
9.1. Information Resource Attributes ..................... ... ... 29
9.1.1. Resource ID ... ... . . 29

9.1.2. Media TYPe .ottt 29

9.1.3. Capabilities ... ... . 29

9.1.4. Accepts lnput Parameters ..............ciiiinan.. 29

9.1.5. Dependent ReSOUIrCeS .......... .. iiiiiiiininnnn.. 30

9.2. Information Resource Directory (IRD) ...................... 30
9.2. 1. Media TYPe ..ot 30

9.2.2. ENCOAIi NG ..ttt 30

9.2.3. EXanpl e .. ... 32

9.2.4. Delegation Using IRD ...... ... ... ... .. . .. .. . ... 35

9.2.5. Considerations of Using IRD ........................ 37

10. Protocol Specification: Basic Data Types ...................... 38
Alim, et al. St andards Track [ Page 3]



RFC 7285 ALTO Pr ot ocol Sept ember 2014

11.

12.

13.

14.

15.

Alim,

10.1. PID NamB ..o 38
10.2. Resource I D ... . 38
10.3. VErSion Tag .. oottt e e 38
10. 4. ENdpoi Nt S ..o 39
10.4.1. Typed Endpoint Addresses ............. ... oo 39
10.4.2. AdAress TYPe ...t e 39
10.4.3. Endpoint AdAress ............c i, 40
10.4.4. Endpoint Prefixes ....... .. .. . i 40
10.4.5. Endpoint Address Goup .......... ... 41
10.5. Cost Mode ... 41
10.6. CoSt MetriC ..o 42
10. 7. COSt TY PO .ot 42
10.8. Endpoint Property ......... . e 42
10.8.1. Resource-Specific Endpoint Properties ............. 43
10.8.2. dobal Endpoint Properties ........................ 43
Prot ocol Specification: Service Information Resources ......... 43
11.1. Meta Information . ... ... . 43
11.2. MAP SeIrVIi Ce .ot e e e e 43
11.2.1. Network Map ... .. e 44
11.2.2. Mapping | P Addresses to PIDs for
ipvd /Tipve Network Maps ........... . ... 46
11.2.3. CoSt MBD ..ot 47
11.3. Map-Filtering Service ....... ... 50
11.3.1. Filtered Network Map ......... .. .. .. 50
11.3.2. Filtered Cost MAP ... .. it e 53
11. 4. Endpoint Property Service ......... ... 57
11.4.1. Endpoint Property ........ ... ... 58
11.5. Endpoint CoSt ServicCe .......... ., 61
11.5.1. Endpoint CoSt . ...... .. 61
Use CaSES ...t 64
12.1. ALTO dient Enbedded in P2P Tracker ...................... 65
12.2. ALTO dient Enbedded in P2P Cient: Nunerical Costs ...... 66
12.3. ALTO dient Enbedded in P2P Cient: Ranking .............. 67
Di SCUSST ONS . .o 68
13. 1. D SCOVRIY ottt it et e e e 68
13.2. Hosts with Miultiple Endpoint Addresses ................... 68
13.3. Network Address Translation Considerations ............... 69
13.4. Endpoint and Path Properties ........ ... ... . ... 69
IANA Considerati ONS ... .. .. e 70
14.1. application/alto-* Media Types ......... ... 70
14.2. ALTO Cost Metric RegisStry ... ... .. . i 71
14.3. ALTO Endpoint Property Type Registry ..................... 73
14. 4. ALTO Address Type RegiStry ......... i, 75
14.5. ALTO Error Code Regi Stry . ... . 76
Security Considerati Ons . ...... ... 76
15.1. Authenticity and Integrity of ALTO Information ........... 77
15.1.1. Risk Scenarios ............. .. 77
15.1.2. Protection Strategies ............. .. 77

et al. St andards Track [ Page 4]



RFC 7285 ALTO Pr ot ocol Sept ember 2014

15.1.3. Limtations ... ... 77

15.2. Potential Undesirable Guidance from Aut henticated ALTO
Information ... ... .. 78
15.2.1. Risk SCENArios . ... 78
15.2.2. Protection Strategies .......... ... 78
15.3. Confidentiality of ALTO Information ...................... 79
15.3.1. Risk SCenarios .........c. .. 79
15.3.2. Protection Strategies ......... ... ... 79
15.3.3. Limtations . ... 80
15.4. Privacy for ALTO Users .. ... ...t 80
15.4.1. Risk SCENArios ......... i 80
15.4.2. Protection Strategies ............ciiiiiiinn.. 80
15.5. Availability of ALTO Services ............ .. 81
15.5. 1. Risk SCeNarios ......... i, 81
15.5.2. Protection Strategies ........... ... .. 81
16. Manageability Considerations .......... ... .. ... 81
16. 1. Operati ONS . ...t 82
16.1.1. Installation and Initial Setup .................... 82
16.1.2. Mgration Path ........ ... ... ... . ... . . . . . . .. 82

16. 1. 3. Dependencies on Gt her Protocols and

Functional Conponents ............ ... ... ..., 83
16.1.4. Inpact and Cbservation on Network Operation ....... 83
16. 2. MANAQeIMEBNL . . . . 84
16. 2. 1. Managenent Interoperability ....................... 84
16. 2. 2. Managerent Information .............. ... ... .. ...... 84
16.2.3. Fault Managenment ............ ... 84
16.2.4. Configuration Managenment .......................... 84
16.2.5. Performance Management .............. ... ... 85
16.2.6. Security Management ............ . ..., 85
17. Ref erenCes . ... 85
17.1. Normative References .......... ... 85
17.2. Informative References ....... ... ... . . . . . . . . i, 86
Appendi x A, Acknow edgments . ... ... 89
Appendi x B. Design Hi story and Merged Proposals ................... 90

Alim, et al. St andards Track [ Page 5]



RFC 7285 ALTO Pr ot ocol Sept ember 2014

1. Introduction
1.1. Pr obl em St at enent

Thi s docunent defines the ALTO Protocol, which provides a solution
for the problemstated in [ RFC5693]. Specifically, in today’'s

net wor ks, network infornmation such as network topol ogies, |ink
availability, routing policies, and path costs are hidden fromthe
application layer, and many applications benefited from such hiding
of network conplexity. However, new applications, such as
application-layer overlays, can benefit frominformation about the
underlying network infrastructure. In particular, these new network
applications can be adaptive; hence, they can becone nore network
efficient (e.g., reduce network resource consunption) and achi eve
better application performance (e.g., accel erated downl oad rate), by
| ever agi ng networ k- provi ded i nfornation.

At a high level, the ALTO Protocol specified in this docunent is an

i nformati on-publishing interface that allows a network to publish its
network information such as network | ocations, costs between them at
configurable granularities, and endhost properties to network
applications. The information published by the ALTO Protocol should
benefit both the network and the applications (i.e., the consuners of
the information). Either the operator of the network or a third
party (e.g., an information aggregator) can retrieve or derive
related i nformation of the network and publish it using the ALTO

Pr ot ocol

To all ow better understanding of the goal of the ALTO Protocol, this
docunent provides a short, non-nornative overview of the benefits of
ALTO to both networks and applications:

0 A network that provides ALTO i nformati on can achi eve better
utilization of its networking infrastructure. For exanple, by
using ALTO as a tool to interact with applications, a network is
able to provide network information to applications so that the
applications can better manage traffic on nore expensive or
difficult-to-provision Iinks such as |ong-distance, transit, or
backup links. During the interaction, the network can choose to
protect its sensitive and confidential network state information
by abstracting real netric values into non-real nunerical scores
or ordinal ranking.

0 An application that uses ALTO i nformation can benefit from better
know edge of the network to avoid network bottl enecks. For
exanpl e, an overlay application can use information provided by
the ALTO services to avoid sel ecting peers connected via high-
delay links (e.g., sone intercontinental links). Using ALTO to
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initialize each node with prom sing ("better-than-randoni') peers,
an adaptive peer-to-peer overlay nay achieve faster, better
conver gence

1.1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

1.2. Design Overview

The ALTO Protocol specified in this docunent neets the ALTO

requi renents specified in [ RFC5693], and unifies multiple protocols
previously designed with similar intentions. See Appendix A for a
list of people and Appendix B for a list of proposals that have nade
significant contributions to this effort.

The ALTO Protocol uses a REST-ful (Representational State Transfer
(REST)) design [Fielding-Thesis], and encodes its requests and
responses using JSON [ RFC7159]. These designs are chosen because of
their flexibility and extensibility. |In addition, these designs make
it possible for ALTO to be depl oyed at scale by |everagi ng existing
HTTP [ RFC7230] inplenentations, infrastructures and depl oynent

experi ence.

The ALTO Protocol uses a nodul ar design by dividing ALTO i nformati on
publication into nultiple ALTO services (e.g., the Map service, the
Map-Filtering Service, the Endpoint Property Service, and the
Endpoi nt Cost Service). Each ALTO service provides a given set of
functionalities and is realized by a set of infornmation resources,
whi ch are announced by information resource directories, to guide
ALTO clients.

2. Term nol ogy

This docunent uses the following terns defined in [ RFC5693]:
Application, Overlay Network, Peer, Resource, Resource ldentifier
Resource Provider, Resource Consumer, Resource Directory, Transport
Address, ALTO Server, ALTO Client, ALTO Query, ALTO Response, ALTO
Transaction, Local Traffic, Peering Traffic, and Transit Traffic.

Thi s docunent extends the term"ALTO Service" defined in [ RFC5693].

In particular, by adopting a nodul ar design, this docurment allows the
ALTO Protocol to provide nmultiple ALTO services.
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Thi s docunent al so uses the follow ng additional terms: Endpoint
Address, Network Location, ALTO Information, and ALTO I nformation
Base.

2.1. Endpoint

An endpoint is an application or host that is capabl e of
communi cating (sendi ng and/or receiving messages) on a network.

An endpoint is typically either a resource provider or a resource
consuner .

2.2. Endpoi nt Address

An endpoi nt address represents the conmuni cation address of an
endpoint. Common fornms of endpoint addresses include |P addresses,
Medi a Access Control (MAC) addresses, and overlay IDs. An endpoint
address can be network-attachnent based (e.g., |P address) or

net wor k- att achment agnostic (e.g., MAC address).

Each endpoi nt address has an associ ated address type, which indicates
both its syntax and semanti cs.

2.3. Network Location

Thi s docunent uses network location as a generic termto denote a
singl e endpoint or a group of endpoints. For instance, it can be a
single IPv4 or I Pv6 address, an IPv4 or IPv6 prefix, or a set of
prefixes.

2.4, ALTO Information

Thi s docunent uses ALTO information as a generic termto refer to the
networ k i nformation provided by an ALTO server.

2.5. ALTO Informati on Base
Thi s docunent uses the term ALTO informati on base to refer to the
internal representation of ALTO information maintained by an ALTO
server. Note that the structure of this internal representation is
not defined by this docunent.

3. Architecture

This section defines the ALTO architecture and the ALTO Protocol’s
place in the overall architecture.
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3.1. ALTO Services and Protocol Scope

Each network region in the global Internet can provide its ALTO
services, which convey network information fromthe perspective of
that network region. A network region in this context can be an
Aut ononbus System (AS), an ISP, a region snmaller than an AS or ISP
or a set of 1SPs. The specific network region that an ALTO service
represents will depend on the ALTO depl oynent scenario and ALTO
servi ce di scovery nechani sm

The ALTO services specified in this docunent define network endpoints
(and aggregations thereof) and generic costs anpbngst themfromthe
region’s perspective. The network endpoints nmay include al

endpoints in the global Internet. W say that the network

i nformation provided by the ALTO services of a network region
represents the "my-Internet view' of the network region

The "ny-Internet view' defined in this docunent does not specify the
i nternal topology of a network, and hence, it is said to provide a
"singl e-node" abstract topology. Extensions to this docunment nay
provi de topol ogy details in "my-Internet view'.

Figure 1 provides an overall picture of ALTO s system architecture
so that one can better understand the ALTO services and the role of
the ALTO Protocol. In this architecture, an ALTO server prepares
ALTO information, an ALTO client uses ALTO service discovery to
identify an appropriate ALTO server, and the ALTO client requests
avail able ALTO i nformation fromthe ALTO server using the ALTO

Pr ot ocol

The ALTO i nformation provided by the ALTO server can be updated

dynami cal |y based on network conditions, or they can be seen as a
policy that is updated on a longer tinme scale.
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Figure 1: Basic ALTO Architecture

Figure 1 illustrates that the ALTO i nformati on provided by an ALTO
server may be influenced (at the service provider’s discretion) by
other systenms. |In particular, the ALTO server can aggregate
information fromnultiple systens to provide an abstract and unified
view that can be nore useful to applications. Exanples of other
systens include (but are not linmted to) static network configuration
dat abases, dynami c network information, routing protocols,
provisioning policies, and interfaces to outside parties. These
conponents are shown in the figure for conpl eteness but are outside
the scope of this specification. Recall that while the ALTO Protoco
may convey dynami ¢ network information, it is not intended to replace
near-real -ti me congestion control protocols.
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It may al so be possible for an ALTO server to exchange network
information with other ALTO servers (either within the sane
admi ni strative domain or another administrative domain with the
consent of both parties) in order to adjust exported ALTO
information. Such a protocol is also outside the scope of this
speci fication.

3.2. ALTO Informati on Reuse and Redi stri bution

ALTO informati on may be useful to a |arge nunber of applications and
users. At the sane tinme, distributing ALTO i nformation nmust be
efficient and not becone a bottl eneck

The design of the ALTO Protocol allows integration with the existing
HTTP caching infrastructure to redistribute ALTO i nformation. |If
caching or redistribution is used, the response nessage to an ALTO
client may be returned froma third party.

Appl i cati on-dependent nechani snms, such as P2P Distributed Hash Tabl es
(DHTs) or P2P file sharing, may be used to cache and redistribute
ALTO i nformation. This docunent does not define particul ar

mechani sms for such redistribution

Addi tional protocol nechanisns (e.g., expiration tinmes and digita
signatures for returned ALTO infornmation) are left for future
i nvestigation.

4. ALTO Informati on Service Franmework

The ALTO Protocol conveys network information through ALTO

i nformati on services (services for short), where each service defines
a set of related functionalities. An ALTO client can request each
service individually. Al of the services defined in ALTO are said
to formthe ALTO service framework and are provided through a conmon
transport protocol; nmessaging structure and encodi ng; and transaction
nodel . Functionalities offered in different services can overl ap

The goals of the ALTO i nformation services defined in this docunent
are to convey (1) network |ocations, which denote the |ocations of
endpoints at a network, (2) provider-defined costs for paths between
pairs of network |ocations, and (3) network-rel ated properties of
endpoi nts. The aforenentioned goals are achi eved by defining the Map
Service, which provides the core ALTO information to clients, and
three additional information services: the Map-Filtering Service, the
Endpoi nt Property Service (EPS), and the Endpoint Cost Service (ECS)
Addi tional information services can be defined in conpanion
docunents. Figure 2 gives an overview of the information services.
Details of the services are presented in subsequent sections.
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| Map- | | Endpoint | | Endpoint | |
| | Filtering | | Property | | Cost | |
| | Service | | Service | | Service | |
REEEEETEEEES SETEEEPTRES SETEEEPTRES a
| |
| | Map Service | |
[ it -
| | | Network Map | | Cost Map |
|| ||

Figure 2: ALTO Information Service Framework
4.1. ALTO Information Services
4.1.1. Map Service

The Map Service provides batch information to ALTO clients in the
forns of ALTO network maps (network maps for short) and ALTO cost
maps (cost maps for short). An ALTO network nmap (See Section 5)
provides a full set of network | ocation groupings defined by the ALTO
server and the endpoints contained within each grouping. An ALTO
cost map (see Section 6) provides costs between defined groupings.

These two maps can be thought of (and inplenented) as sinple files
wi th appropriate encodi ng provided by the ALTO server.

4.1.2. Map-Filtering Service

Resour ce-constrai ned ALTO clients nay benefit fromthe filtering of
query results at the ALTO server. This avoids the situation in which
an ALTO client first spends network bandwi dth and CPU cycles to
collect results and then perforns client-side filtering. The Map-
Filtering Service allows ALTO clients to query an ALTO server on ALTO
net wor k maps and/ or cost maps based on additional paraneters.

4.1.3. Endpoint Property Service

This service allows ALTO clients to | ook up properties for individual
endpoi nts. An exanple property of an endpoint is its network

| ocation (i.e., its grouping defined by the ALTO server). Another
exanpl e property is its connectivity type such as ADSL (Asymmetric
Digital Subscriber Line), Cable, or FTTH (Fi ber To The Hone).
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4.

5.

1

1

4. Endpoint Cost Service

Sone ALTO clients may al so benefit from querying for costs and
ranki ngs based on endpoints. The Endpoint Cost Service allows an
ALTO server to return costs directly anongst endpoints.

Net wor k Map

An ALTO network map defines a grouping of network endpoints. This
docunent uses ALTO network map to refer to the syntax and semantics
of how an ALTO server defines the grouping. This docunment does not
di scuss the internal representation of this data structure within an
ALTO server

The definition of ALTO network maps is based on the observation that,
inreality, many endpoints are near by to one another in terms of
network connectivity. By treating a group of nearby endpoints
together as a single entity, an ALTO server indicates aggregation of
these endpoints due to their proximty. This aggregation can al so
lead to greater scalability without losing critical infornmation when
conveyi ng other network information (e.g., when defining cost maps).

Provi der-Defined lIdentifier (PID)

One issue is that proximty varies depending on the granularity of
the ALTO i nformation configured by the provider. |In one deploynent,
endpoi nts on the sane subnet may be considered close; while in

anot her depl oynent, endpoints connected to the same Point of Presence
(POP) may be considered cl ose.

ALTO i ntroduces provi der-defined network | ocation identifiers called
Provi der-defined lIdentifiers (PIDs) to provide an indirect and

net wor k- agnostic way to specify an aggregati on of network endpoints
that may be treated sinmlarly, based on network topol ogy, type, or
other properties. Specifically, a PIDis a string of type Pl DNane
(see Section 10.1) and its associ ated set of endpoint addresses. As
di scussed above, there can be nany different ways of grouping the
endpoi nts and assigning PIDs. For exanple, a PID nay denote a
subnet, a set of subnets, a netropolitan area, a POP, an aut ononmous
system or a set of autononous systenms. Interpreting the PlIDs
defined in an ALTO network map using the "single-node" abstraction
one can consider that each PID represents an abstract port (POP) that
connects a set of endpoints.

A key use case of PIDs is to specify network preferences (costs)

bet ween PI Ds instead of individual endpoints. This allows cost
information to be nore conpactly represented and updated at a faster
tinme scale than the network aggregations thenselves. For exanple, an
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| SP may prefer that endpoints associated with the sane POP in a P2P
application communi cate locally instead of comrunicating with
endpoints in other POPs. The ISP nmay aggregate endpoints within a
POP into a single PIDin a network map. The cost may be encoded to
i ndi cate that network locations within the same PID are preferred,
for exanple, cost(PIDi, PIDi) == c and cost(PIDi, PIDj) > c for i
I=j. Section 6 provides further details on using PIDs to represent
costs in an ALTO cost nap.

5.2. Endpoi nt Addresses

The endpoints aggregated into a PID are denoted by endpoi nt
addresses. There are nany types of addresses, such as | P addresses,
MAC addresses, or overlay IDs. This docunent specifies (in

Section 10.4) how to specify | Pv4/1Pv6 addresses or prefixes.

Ext ensi on docunents may define further address types; Section 14.4 of
this docunent provides an | ANA registry for endpoint address types.

5.3. Exanple Network Map

Thi s docunent uses the ALTO network map shown in Figure 3 in nost
exanpl es.
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Net Loc: PID-1 i Net Loc: PID-3

| | Endpoint: 192.0.2.34 i

: -
| | Endpoint: 198.51.100. 100 |

Net Loc: PID-2

Fi gure 3: Exanpl e Network Mp
6. Cost Map

An ALTO server indicates preferences anongst network |ocations in the
formof path costs. Path costs are generic costs and can be
internally conputed by a network provider according to its own

policy.

For a given ALTO network map, an ALTO cost nap defines path costs
pai rwi se anongst the set of source and destination network |ocations
defined by the PIDs contained in the network map. Each path cost is
the end-to-end cost when a unit of traffic goes fromthe source to

t he destinati on.

Since cost is directional fromthe source to the destination, an
application, when using ALTO i nformati on, may independently determ ne
how t he resource consumer and resource provider are designated as the
source or destination in an ALTO query and, hence, howto utilize the
path cost provided by ALTO information. For exanple, if the cost is
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expected to be correlated with throughput, a typical application
concerned with bulk data retrieval nay use the resource provider as
the source and the resource consunmer as the destination

One advantage of separating ALTO i nformation into network maps and

cost maps is that the two types of naps can be updated at different
tinme scales. For exanple, network nmaps nay be stable for a | onger

time while cost maps may be updated to reflect nore dynanic network
condi tions.

As used in this docunment, an ALTO cost map refers to the syntax and
semantics of the information distributed by the ALTO server. This

docunent does not discuss the internal representation of this data

structure within the ALTO server

6.1. Cost Types
Path costs have attributes:
0 Cost Metric: identifies what the costs represent;
0 Cost Mbdde: identifies how the costs should be interpreted.
The conbi nation of a cost netric and a cost node defines an ALTO cost
type. Certain queries for ALTO cost naps allow the ALTO client to
i ndi cate the desired cost type. For a given ALTO server, the
conbi nati on of cost type and network map defines a key. In other
words, an ALTO server MJST NOT define two ALTO cost maps with the
same cost type \ network map pair.
6.1.1. Cost Metric
The cost netric attribute indicates what the cost represents. For
exanpl e, an ALTO server could define costs representing air mles,
hop- counts, or generic routing costs.
Cost netrics are indicated in protocol nessages as strings.
6.1.1.1. Cost Metric: routingcost
An ALTO server MJST offer the "routingcost” cost netric.
This cost netric conveys a generic neasure for the cost of routing
traffic froma source to a destination. A lower value indicates a

hi gher preference for traffic to be sent froma source to a
destinati on.
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Note that an ISP nmay internally conpute routing cost using any nethod
that it chooses (e.g., air niles or hop-count) as long as it conforns
to the senmantics

6.1.2. Cost Mbdde

The cost node attribute indicates how costs should be interpreted.
Specifically, the cost node attribute indicates whether returned
costs should be interpreted as numerical values or ordinal rankings.

It is inmportant to conmuni cate such information to ALTO clients, as
certain operations may not be valid on certain costs returned by an
ALTO server. For exanple, it is possible for an ALTO server to
return a set of IP addresses with costs indicating a ranking of the
| P addresses. Arithmetic operations that woul d make sense for
nunerical values, do not nake sense for ordinal rankings. ALTO
clients may handl e such costs differently.

Cost nodes are indicated in protocol nmessages as strings.

An ALTO server MJST support at |least one of the foll owi ng nodes:
nunerical and ordinal. An ALTO client needs to be cogni zant of
operations when its desired cost node is not supported.

Specifically, an ALTO client desiring nunerical costs MAY adjust its
behaviors if only the ordinal cost node is available. Alternatively,
an ALTO client desiring ordinal costs MAY construct ordinal costs
fromretrieved numerical values, if only the nunerical cost node is
avail abl e.

6.1.2.1. Cost Mbde: nunerica

This cost node is indicated by the string "nunerical". This node
indicates that it is safe to performnunerical operations (e.g.
normal i zati on or conputing ratios for weighted | oad-bal ancing) on the
returned costs. The values are floating-point nunbers.

6.1.2.2. Cost Mde: ordina

This cost node is indicated by the string "ordinal". This node

i ndi cates that the cost values in a cost nap represent ranking
(relative to all other values in a cost map), not actual costs. The
val ues are non-negative integers, with a |lower value indicating a

hi gher preference. Odinal cost values in a cost map need not be

uni que or contiguous. In particular, it is possible that two entries
in a cost map have an identical rank (ordinal cost value). This
docunent does not specify any behavior by an ALTO client in this
case; an ALTO client nmay decide to break ties by random sel ection

ot her application know edge, or sone ot her neans.
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6.2. Cost Map Structure

A request for an ALTO cost map will either explicitly or inmplicitly
include a list of source network |ocations and a |ist of destination
network | ocations. (Recall that a network |ocation can be an

endpoi nt address or a PID.)

Specifically, assune that a request specifies a |ist of source
network | ocations, say [Src_1, Src_2, ..., Src_n], and a list of
destination network | ocations, say [Dst_1, Dst_2, ..., Dst_n].

The ALTO server will return the path cost for each of the nfn
communi cating pairs (i.e., Src_ 1 ->Dst 1, ..., Src_ 1 ->Dst_n, ...,
Src.m->Dst_1, ..., Src_m-> Dst_n). |If the ALTO server does not
define the path cost for a particular pair, that cost nmay be omtted.
This docunent refers to this structure as a cost map.

If the cost node is ordinal, the path cost of each communicating pair
is relative to the nfn entries.

6.3. Network Map and Cost Map Dependency

An ALTO cost map gives path costs between the PIDs defined in an ALTO
network map. An ALTO server nmay nodify an ALTO network map at any
tinme, say by adding or deleting PIDs, or even redefining them

Hence, to effectively use an instance of an ALTO cost map, an ALTO
client nmust know which version of the network map defined the PIDs in
that cost map. Version tags allow an ALTO client to correl ate cost
map i nstances with the correspondi ng versions of the network maps.

Specifically, a version tag is a tuple of (1) an ID for the resource
(e.g., an ALTO network nap) and (2) a tag (an opaque string)

associ ated with the version of that resource. An ALTO network map
distributed by an ALTO server includes its version tag. An ALTO cost
map referring to PIDs also includes the version tag for the network
map on which it is based.

Two ALTO network maps are the sane if they have the sanme version tag.
Whenever the content of an ALTO network nmap maintained by an ALTO
server changes, the tag MJST al so be changed. Possibilities of
setting the tag conmponent include the last-nodified tinmestanp for the
network map, or a hash of its contents, where the collision
probability is considered zero in practical deploynment scenari os.
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6.4. Cost Map Update

An ALTO server can update an ALTO cost map at any time. Hence, the
same cost map retrieved fromthe sane ALTO server but fromdifferent
requests can be inconsistent.

7. Endpoint Properties
An endpoi nt property defines a network-aware property of an endpoint.
7.1. Endpoint Property Type

For each endpoint and an endpoint property type, there can be a val ue
for the property. The type of an endpoint property is indicated in
protocol nmessages as a string. The value depends on the specific
property. For exanple, for a property such as whether an endpoint is
metered, the value is a true or false value. See Section 10.8 for
nore details on specifying endpoi nt properties.

7.1.1. Endpoint Property Type: pid

An ALTO server MJST define the "pid" endpoint property type for each
ALTO network map that it provides. Specifically, each ALTO network
map defines nmultiple PIDs. For an "ipv4"/"ipv6e" network nmap, given
an endpoint’s | P address, the ALTO server uses the al gorithm
specified in Section 11.2.2 to ook up the PID of the endpoint. This
PIDis the "pid" property of the endpoint for the network map. See
Section 11.4.1.7 for an exanple.

8. Protocol Specification: General Processing

This section first specifies general client and server processing.
The details of specific services will be covered in the follow ng
secti ons.

8.1. Overall Design

The ALTO Protocol uses a REST-ful design. There are two primary
conponents to this design:

o Information Resources: Each ALTO service is realized by a set of
network information resources. Each information resource has a
medi a type [ RFC2046]. An ALTO client may construct an HITP
request for a particular information resource (including any
paraneters, if necessary), and the ALTO server returns the
requested information resource in an HITP response.
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8. 2.

Ali

0o Information Resource Directory (IRD): An ALTO server uses an |IRD
to informan ALTO client about a list of available information
resources and the URI at which each can be accessed. ALTO clients
consult the IRDs to deternine the services provided by ALTO
servers.

Not ati on

Thi s docunent uses JSONString, JSONNunber, and JSONBool to indicate
the JSON string, nunber, and bool ean types, respectively. The type
JSONval ue indicates a JSON val ue, as specified in Section 3 of

[ RFC7159] .

Thi s docunent uses an adaptation of the C-style struct notation to
define JSON objects. A JSON object consists of nane/val ue pairs.
This docunent refers to each pair as a field. In sone context, this
docunent also refers to a field as an attribute. The nane of a
field/ attribute may be referred to as the key. An optional field is
enclosed by [ ]. In the definitions, the JSON nanes of the fields
are case sensitive. An array is indicated by two nunbers in angle
brackets, <m.n> where mindicates the niniml nunmber of val ues and
nis the maxi mum Wen this docunent uses * for n, it means no upper
bound.

For exanple, the definition bel ow defines a new type Type4, with
three fields named "nanel", "name2", and "name3", respectively. The
field naned "nane3" is optional, and the field nanmed "nane2" is an
array of at |east one val ue.

obj ect { Typel nanel; Type2 nane2<l..*>; [Type3 nane3;]
} Type4;

Thi s docunent al so defines dictionary maps (or maps for short) from
strings to JSON val ues. For exanple, the definition bel ow defines a
Type3 object as a map. Typel nust be defined as string, and Type2
can be defined as any type.

object-map { Typel -> Type2; } Type3;

Thi s docunent uses subtyping to denote that one type is derived from
anot her type. The exanpl e bel ow denotes that TypeDerived is derived
from TypeBase. TypeDerived includes all fields defined in TypeBase.

| f TypeBase does not have a field naned "nanel", TypeDerived wll
have a new field naned "nanel". |f TypeBase already has a field
naned "namel" but with a different type, TypeDerived will have a
field naned "nanel" with the type defined in TypeDerived (i.e., Typel
in the exanple).
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obj ect { Typel nanel; } TypeDerived : TypeBase;

Note that, despite the notation, no standard, machi ne-readabl e
interface definition or schema is provided in this docunent.
Ext ensi on docunments may descri be these as necessary.

8.3. Basic Operations

The ALTO Protocol enploys standard HTTP [RFC7230]. It is used for

di scovering avail able information resources at an ALTO server and
retrieving Informati on Resources. ALTO clients and ALTO servers use
HTTP requests and responses carrying ALTO specific content with
encodi ng as specified in this docunent, and they MJST be conpliant

wi th [ RFC7230] .

I nstead of specifying the generic application/json nmedia type for al
ALTO request parameters (if any) and responses, ALTO clients and
servers use nultiple, specific JSO\based nedia types (e.qg.

appl i cation/al to-networkmap+j son, application/alto-costnmap+json) to

i ndi cate content types; see Table 2 for a list of nedia types defined
in this docunent. This allows easy extensibility while maintaining
cl ear semantics and versioning. For exanple, a new version of a
component of the ALTO Protocol (e.g., a new version of ALTO network
maps) can be defined by sinply introducing a new nedia type (e.qg.

appl i cation/ al t o- net wor kmap- v2+j son).

8.3.1. dient Discovering Information Resources

To di scover avail able information resources provided by an ALTO
server, an ALTO client requests its IRD(S).

Specifically, using an ALTO service di scovery protocol, an ALTO
client obtains a UR through which it can request an information
resource directory (IRD). This docunent refers to this IRD as the
Root IRD of the ALTO client. Each entry in an IRD indicates a URl at
whi ch an ALTO server accepts requests, and returns either an

i nfornmati on resource or an infornmation resource directory that

ref erences additional information resources. Beginning with its Root
IRD and following links to I RDs recursively, an ALTO client can

di scover all information resources available to it. This set of
information resources is referred to as the information resource
closure of the ALTO client. By inspecting its information resource
closure, an ALTO client can deternine whether an ALTO server supports
the desired information resource, and if it is supported, the URl at
which it is available.

See Section 9.2 for a detailed specification of |RDs.
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8.3.2. dient Requesting Infornmation Resources

Wher e possible, the ALTO Protocol uses the HTTP CET nethod to request
resources. However, sone ALTO services provide information resources
that are the function of one or nore input paraneters. |nput
paraneters are encoded in the HITP request’s entity body, and the
ALTO client MJST use the HTTP POST nethod to send the paraneters.

When requesting an ALTO i nformati on resource that requires input
paraneters specified in a HITP POST request, an ALTO client MJST set
the Content-Type HITP header to the nmedia type corresponding to the
format of the supplied input paraneters.

An ALTO client MJUST NOT assunme that the HTTP GET and POST net hods are
i nterchangeable. In particular, for an information resource that
uses the HTTP GET nethod, an ALTO client MJUST NOT assune that the

i nformati on resource will accept a POST request as equivalent to a
CGET request.

8.3.3. Server Responding to Information Resource Request

Upon receiving a request for an information resource that the ALTO
server can provide, the ALTO server normally returns the requested
information resource. In other cases, to be nore informative

([ RFC7231]), the ALTO server either provides the ALTO client with an
i nformati on resource directory indicating howto reach the desired

i nformati on resource, or it returns an ALTO error object; see
Section 8.5 for nore details on ALTO error handling.

It is possible for an ALTO server to | everage caching HTTP
internmediaries to respond to both GET and POST requests by including
explicit freshness information (see Section 14 of [RFC7230]).
Caching of POST requests is not widely inplemented by HITP

i nternmedi ari es; however, an alternative approach is for an ALTO
server, in response to POST requests, to return an HITP 303 status
code ("See Ot her") indicating to the ALTO client that the resulting
informati on resource is available via a CGET request to an alternate
URL. HITP internediaries that do not support caching of POST
requests could then cache the response to the GET request fromthe
ALTO client following the alternate URL in the 303 response if the
response to the subsequent CET request contains explicit freshness
i nformation.

The ALTO server MUST indicate the type of its response using a nedia
type (i.e., the Content-Type HTTP header of the response).
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8.3.4. dient Handling Server Response
8.3.4.1. Using Information Resources

This specification does not indicate any required actions taken by
ALTO clients upon successfully receiving an information resource from
an ALTO server. Although ALTO clients are suggested to interpret the
received ALTO i nformati on and adapt application behavior, ALTO
clients are not required to do so.

8.3.4.2. Handling Server Response and | RD

After receiving an information resource directory, the client can
consult it to determine if any of the offered URIs contain the
desired information resource. However, an ALTO client MJST NOT
assune that the nmedia type returned by the ALTO server for a request
to a URl is the nedia type advertised in the IRD or specified inits
request (i.e., the client nust still check the Content-Type header).
The expectation is that the nedia type returned should nornally be
the media type advertised and requested, but, in sonme cases, it may
legitimately not be so.

In particular, it is possible for an ALTO client to receive an

i nformati on resource directory froman ALTO server as a response to
its request for a specific information resource. |n this case, the
ALTO client may ignore the response or still parse the response. To
indicate that an ALTO client will always check if a response is an

i nformati on resource directory, the ALTO client can indicate in the
"Accept" header of a HTTP request that it can accept information
resource directory; see Section 9.2.1 for the nedia type.

8.3.4.3. Handling Error Conditions

If an ALTO client does not successfully receive a desired information
resource froma particular ALTO server (i.e., server response

i ndicates error or there is no response), the client can either
choose another server (if one is available) or fall back to a default
behavior (e.g., perform peer selection wthout the use of ALTO

i nformati on, when used in a peer-to-peer systen.

8.3.5. Authentication and Encryption

ALTO server inplenentations as well as ALTO client inplenentations
MUST support the "https" URI schene [ RFC2818] and Transport Layer
Security (TLS) [RFC5246]. See Section 15.1.2 for security

consi derations and Section 16 for manageability considerations
regardi ng the usage of HITPS/ TLS
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For depl oynent scenarios where client authentication is desired, HITP
Di gest Authentication MJST be supported. TLS dient Authentication
is the preferred nechanismif it is available.

8.3.6. Information Refreshing

An ALTO client can determ ne the frequency at which ALTO i nformation
is refreshed based on infornmation nade avail able via HTTP.

8.3.7. Parsing of Unknown Fields
This docunent only details object fields used by this specification
Ext ensi ons nmay include additional fields within JSON objects defined
in this docunment. ALTO inplenentations MJST ignore unknown fields
when processi ng ALTO nessages.

8.4. Server Response Encodi ng
Though each type of ALTO server response (i.e., an information
resource directory, an individual information resource, or an error
nmessage) has its distinct syntax and, hence, its unique nedia type,
they are designed to have a simlar structure: a field nanmed "neta"
to provide neta definitions, and another field nanmed "data"” to
contain the data, if needed.

Specifically, this docunent defines the base type of each ALTO server
response as ResponseEntityBase:

obj ect { ResponseMeta neta; } ResponseEntityBase;
with field:
meta: neta information pertaining to the response.
8.4.1. Meta Information

Meta information is encoded as a map object for flexibility.
Specifically, ResponseMeta is defined as:

object-map { JSONString -> JSO\Val ue } ResponseMet a;
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8.4.2. Data Information

The data conponent of the response encodes the response-specific
data. This docunment derives five types from ResponseEntityBase to
add different types of data conponent: |nfoResourceDirectory
(Section 9.2.2), InfoResourceNetworkMap (Section 11.2.1.6),

I nf oResour ceCost Map (Section 11.2.3.6),

| nf oResour ceEndpoi nt Properties (Section 11.4.1.6), and

I nf oResour ceEndpoi nt Cost Map (Section 11.5.1.6).

8. 5. Protocol Errors

If an ALTO server encounters an error while processing a request, the
ALTO server SHOULD return additional ALTO | ayer information, if it is
available, in the formof an ALTO error resource encoded in the HITP
response’ entity body. |If no ALTO layer information is available, an
ALTO server may omit the ALTO error resource fromthe response.

Wth or without additional ALTO | ayer error infornmation, an ALTO
server MJST set an appropriate HTTP status code. It is inportant to
note that the HTTP status code and ALTO error resource have distinct
roles. An ALTO error resource provides detailed infornmation about
why a particular request for an ALTO i nformati on resource was not
successful. The HTTP status code, on the other hand, indicates to
HTTP processing elements (e.g., internediaries and clients) how the
response shoul d be treated.

8.5.1. Media Type

The nmedia type for an ALTO error response is "application/
al t o-error+j son".

8.5.2. Response Format and Error Codes

An ALTO error response MIST include a field named "code" in the
"meta" field of the response. The value MJST be an ALTO error code,
encoded in string, defined in Table 1. Note that the ALTO error
codes defined in Table 1 are linmited to support the error conditions
needed for purposes of this docunent. Additional status codes nay be
defined in conpanion or extension docunents.
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oo o e e e e +
| ALTO Error Code | Description |
e e o e e e e e +
| E_SYNTAX | Parsing error in request (including |
| | identifiers) |
| E_M SSI NG FI ELD | Arequired JSON field is mssing |
| EINVALID FIELD TYPE | The type of the value of a JSON field is

| | invalid |
| E_INVALID FIELD VALUE | The value of a JSON field is invalid |
o e e e e e e e e oo Fommm e e e e e e e e e e e e e e e m e e e e e emeao o +

Tabl e 1: Defined ALTO Error Codes

After an ALTO server receives a request, it needs to verify the
syntactic and semantic validity of the request. The follow ng
paragraphs in this section are intended to illustrate the usage of
the error codes defined above during the verification. An individua
i mpl enentation nmay define its nmessage processing in a different
order.

In the first step after an ALTO server receives a request, it checks
the syntax of the request body (i.e., whether the JSON structure can
be parsed), and indicates a syntax error using the error code

E SYNTAX. For an E SYNTAX error, the ALTO server MAY provide an
optional field naned "syntax-error"” in the "nmeta" field of the error
response. The objective of providing "syntax-error" is to provide
techni cal debugging information to devel opers, not end users. Hence,
it should be a human-readabl e, free-formtext describing the syntax

error. |If possible, the text should include position information
about the syntax error, such as line nunber and offset within the
line. |If nothing else, the value of the field naned "syntax-error"
could include just the position. |If a syntax error occurs in a

production environment, the ALTO client could informthe end user
that there was an error comrunicating with the ALTO server, and
suggest that the user subnmit the error information, which includes
"syntax-error", to the devel opers.

A request without syntax errors may still be invalid. An error case
is that the request nmisses a required field. The server indicates
such an error using the error code E_ M SSING FI ELD. This docunent
defines required fields for Filtered Network Map (Section 11.3.1.3),
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Filtered Cost Map (Section 11.3.2.3), Endpoint Properties

(Section 11.4.1.3), and Endpoint Cost (Section 11.5.1.3) services.

For an E_M SSI NG FI ELD error, the server may include an optiona

field naned "field" in the "nmeta" field of the error response, to
indicate the mssing field. "field" should be a JSONString indicating
the full path of the missing field. For exanple, assune that a
Filtered Cost Map request (see Section 11.3.2.3) onmits the "cost-
metric" field. The error response fromthe ALTO server may specify
the value of "field" as "cost-type/cost-netric"

A request with the correct fields mght use a wong type for the
value of a field. For exanple, the value of a field could be a
JSONStri ng when a JSONNunber is expected. The server indicates such
an error using the error code E_| NVALID FI ELD TYPE. The server may
i nclude an optional field named "field" in the "nmeta" field of the
response, to indicate the field that contains the wong type.

A request with the correct fields and types of values for the fields
may specify a wong value for a field. For exanple, a Filtered Cost
Map request may specify a wong value for CostMde in the "cost-type"
field (Section 11.3.2.3). The server indicates such an error with
the error code E INVALID FIELD VALUE. For an E_| NVALI D FI ELD VALUE
error, the server may include an optional field nanmed "field" in the
"meta" field of the response, to indicate the field that contains the
wong val ue. The server may al so include an optional field naned
"value" in the "nmeta" field of the response to indicate the wong
value that triggered the error. |If the "value" field is specified,
the "field" field MIST be specified. The "value" field MJST have a
JSONString value. |If the invalid value is not a string, the ALTO
server MJST convert it to a string. Below are the rules to specify
the "val ue" key:

o If theinvalid value is a string, "value" is that string;

o If the invalid value is a nunber, "value" nust be the invalid
nunber as a string;

o If theinvalid value is a subfield, the server nust set the
"field" key to the full path of the field name and "value" to the
invalid subfield value, converting it to a string if needed. For
exanple, if the "cost-node" subfield of the "cost-type" field is
an invalid node "foo", the server should set "value" to "foo", and
"field" to "cost-nopde/cost-type";

o If an elenent of a JSON array has an invalid value, the server
sets "value" to the value of the invalid elenment, as a string, and
"field" to the nane of the array. An array elenent of the w ong
type (e.g., a nunber in what is supposed to be an array of
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strings) is an invalid value error, not an invalid type error
The server sets "value" to the string version of the incorrect
el ement, and "field" to the nane of the array.

If multiple errors are present in a single request (e.g., a request
uses a JSONString when a JSONNunber is expected and a required field
is missing), then the ALTO server MJST return exactly one of the
detected errors. However, the reported error is inplenentation
defined, since specifying a particular order for nmessage processing
encroaches needl essly on inplenentation techni ques.

8.5.3. Overload Conditions and Server Unavailability

If an ALTO server detects that it cannot handl e a request from an
ALTO client due to excessive |oad, technical problenms, or system
mai nt enance, it SHOULD do one of the follow ng:

0 Return an HTTP 503 ("Service Unavail able") status code to the ALTO
client. As indicated by [ RFC7230], the Retry-After HTTP header
may be used to indicate when the ALTO client should retry the
request.

0 Return an HTTP 307 ("Tenporary Redirect") status code indicating
an alternate ALTO server that nmay be able to satisfy the request.
Usi ng Tenporary Redirect may generate infinite redirection |oops.
Al t hough [ RFC7231] Section 6.4 specifies that an HTTP client
SHOULD detect infinite redirection loops, it is nore desirable
that multiple ALTO servers be configured not to formredirection
| oops.

The ALTO server MAY also term nate the connection with the ALTO
client.

The particular policy applied by an ALTO server to determine that it
cannot service a request is outside of the scope of this docunent.

9. Protocol Specification: Infornmation Resource Directory
As already discussed, an ALTO client starts by retrieving an

i nformati on resource directory, which specifies the attributes of
i ndi vidual information resources that an ALTO server provides.
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9.1. Infornation Resource Attributes

In this docunment, each information resource has up to five attributes
associated with it, including its assigned ID, its response format,
its capabilities, its accepted input paraneters, and other resources
on which it nmay depend. The function of an information resource
directory is to publishes these attri butes.

9.1.1. Resource I D

Each information resource that an ALTO client can request MJST be
assigned a resource ID attribute that is unique anongst al

i nformation resources in the information resource closure of the
client. The resource ID SHOULD renmai n stable even when the data
provi ded by that resource changes. For exanple, even though the
nunber of PIDs in an ALTO network map may be adjusted, its resource

I D should remain the sanme. Simlarly, if the entries in an ALTO cost
map are updated, its resource ID should remain the sane. |Ds SHOULD
NOT be reused for different resources over tine.

9.1.2. Media Type

ALTO uses nedi a types [ RFC2046] to uniquely indicate the data format
used to encode the content to be transmitted between an ALTO server
and an ALTO client in the HTTP entity body.

9.1.3. Capabilities

The Capabilities attribute of an information resource indicates
specific capabilities that the server can provide. For exanple, if
an ALTO server allows an ALTO client to specify cost constraints when
the client requests a cost nap information resource, then the server
advertises the "cost-constraints" capability of the cost map

i nformati on resource.

9.1.4. Accepts Input Paraneters

An ALTO server nmay allow an ALTO client to supply input paraneters
when requesting certain information resources. The associated
"accepts" attribute of such an information resource specifies a nedia
type, which indicates how the client specifies the input paraneters
as contained in the entity body of the HTTP POST request.
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9.1.5. Dependent Resources

The information provided in an informati on resource nmay use

i nformati on provided in sone other resources (e.g., a cost map uses
the PIDs defined in a network map). The "uses" attribute conveys
such information.

9.2. Information Resource Directory (IRD)

An ALTO server uses the information resource directory to publish
avail abl e informati on resources and their aforenentioned attri butes.
Since resource sel ection happens after consunption of the information
resource directory, the format of the information resource directory
is designed to be sinple with the intention of future ALTO Protoco
ver si ons mai ntai ni ng backwards conpatibility. Future extensions or
versi ons of the ALTO Protocol SHOULD be acconplished by extending

exi sting nedia types or adding new nedia types but retaining the same
format for the Informati on Resource Directory.

An ALTO server MJST nmake one information resource directory avail able
via the HTTP GET nethod to a URI discoverable by an ALTO client.

Di scovery of this URl is out of scope of this docunent, but it could

be acconplished by manual configuration or by returning the URI of an
i nformati on resource directory fromthe ALTO Di scovery Protoco

[ALTO SERVER- DI SC]. For recommendati ons on what the URI nay | ook

i ke, see [ALTO SERVER- DI SC].

9.2.1. Media Type

The nmedia type to indicate an information resource directory is
"application/alto-directory+json".

9.2.2. Encoding

An information resource directory response may include in the "neta"
field the "cost-types" field, whose value is of type | RDMet aCost Types
defined bel ow, where CostType is defined in Section 10.7:

obj ect-map {
JSONString -> Cost Type;
} | RDMvet aCost Types;

The function of "cost-types" is to assign names to a set of CostTypes
that can be used in one or nore "resources" entries in the IRDto
simplify specification. The names defined in "cost-types"” in an |IRD
are local to the IRD
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For a Root IRD, "neta" MJST include a field named "default-alto-

net wor k- map", whi ch value specifies the resource ID of an ALTO
network map. Wien there are multiple network maps defined in an | RD
(e.g., with different levels of granularity), the "default-alto-

net wor k- map"” field provides a guideline to sinple clients that use
only one network nap.

The data conponent of an information resource directory response is
naned "resources", which is a JSON object of type | RDResourceEntries

obj ect {
| RDResour ceEntri es resources;
} InfoResourceDirectory : ResponseEntityBase;

obj ect-map {
Resourcel D -> | RDResourceEntry;
} | RDResourceEntries

obj ect {
JSONSt ri ng uri;
JSONSt ri ng medi a-type
[JSONStri ng accepts;]
[Capabilities capabilities;]
[ Resourcel D uses<0. . *>;]

} | RDResourceEntry;

obj ect {
} Capabilities:

An | RDResourceEntries object is a dictionary map keyed by
Resourcel Ds, where ResourcelD is defined in Section 10.2. The val ue
of each entry specifies:

uri: A URI at which the ALTO server provides one or nore
i nformati on resources, or an information resource
directory indicating additional information resources.
URIs can be relative to the URI of the IRD and MJST be
resol ved according to Section 5 of [RFC3986].

medi a-type: The media type of the information resource (see
Section 9.1.2) available via GET or POST requests to
the corresponding URI. A value of "application/

alto-directory+json” indicates that the response for a
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request to the URI will be an information resource
directory defining additional infornmation resources in
the information resource closure.

accepts: The nmedia type of input paranmeters (see Section 9.1.4)
accepted by POST requests to the correspondi ng URI
If this field is not present, it MJST be assuned to be

enpty.

capabilities: A JSON object enunmerating capabilities of an ALTO
server in providing the information resource at the
correspondi ng URI and information resources
di scoverable via the URI. If this field is not
present, it MJST be assuned to be an enpty object. |If
a capability for one of the offered i nformation
resources is not explicitly listed here, an ALTO
client may either issue an OPTIONS HTTP request to the
corresponding URI to deternmine if the capability is
supported or assune its default val ue docunented in
this specification or an extensi on docunent describing
the capability.

uses: A list of resource IDs, defined in the same | RD, that
define the resources on which this resource directly
depends. An ALTO server SHOULD include in this list
any resources that the ALTO client would need to
retrieve in order to interpret the contents of this
resource. For exanple, an ALTO cost map resource
should include in this list the network map on which
it depends. ALTO clients nmay wish to consult this
list in order to pre-fetch necessary resources.

If an entry has an enpty list for "accepts", then the correspondi ng
URI MJST support CET requests. |If an entry has a non-enpty
"accepts”, then the corresponding URI MJST support POST requests. |If
an ALTO server w shes to support both GET and POST on a single URI,
it MJUST specify two entries in the information resource directory.

9.2.3. Exanple
The following is an exanple information resource directory returned

by an ALTO server to an ALTO client. Assune it is the Root |IRD of
the client.
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CET /directory HTTP/ 1.1
Host: alto. exanple.com
Accept: application/alto-directory+json, application/alto-error+json

HTTP/ 1.1 200 K
Content - Lengt h: 2333
Content - Type: application/alto-directory+json

{
"meta" : {
"cost-types": {
"numrouting": {
"cost-node" : "nunerical",
"cost-netric": "routingcost",
"description": "My default”

}

um hop": {
"cost-node" : "nunerical",
"cost-netric": "hopcount"

}

rd-routing": {
"cost-nmode" : "ordinal",
"cost-netric": "routingcost”
’
"ord-hop": {
"cost-node" : "ordinal",
"cost-netric": "hopcount"
}
}
"defaul t-alto-network-map" : "ny-default-network-nap"
}
"resources" : {
"ny- def aul t - net wor k- map"
"uri" : "http://alto.exanple.conl networkmap”,
"nmedi a-type" : "application/alto-networknmap+j son”
’
"nureri cal -routing-cost-map" : {
"uri" : "http://alto.exanple.conf costmap/ num routingcost”,
"medi a-type" : "application/alto-costmp+json”,
"capabilities" : {
"cost-type-nanes” : [ "numrouting” ]
’
"uses": [ "ny-default-network-nap" ]
}
"nureri cal - hopcount - cost - map" : {
"uri" @ "http://alto.exanple.con costmap/ nuni hopcount”,
"nmedi a-type" : "application/alto-costmap+json”,
"capabilities" : {
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"cost-type-nanes" : [ "numhop" ]
}1
"uses": [ "ny-default-network-nmap" ]
}i
"cust om maps-resources” : {
"uri" : "http://custom alto.exanple.com maps",
"medi a-type" : "application/alto-directory+json"
}1
"endpoint - property" : {
"uri" : "http://alto.exanple.con endpoint prop/| ookup"
"medi a-type" : "application/alto-endpointprop+json”
"accepts" : "application/alto-endpointpropparans+json”
"capabilities" : {

"prop-types" : [ "ny-default-network-map. pid",
"priv:ietf-exanple-prop" ]

|
}
"endpoi nt-cost" : {
"uri" : "http://alto.exanple.conl endpointcost/| ookup"
"medi a-type" : "application/alto-endpointcost+json",
"accepts" : "application/alto-endpointcostparans+json”
"capabilities" : {
"cost-constraints" : true
"cost-type-nanes" : [ "numrouting", "numhop",
"ord-routing", "ord-hop"]
}
}

Specifically, the "cost-types" field of "nmeta" of the exanple IRD
defines names for four cost types in this IRD. For exanple,
"numrouting” in the exanple is the nane that refers to a cost type
wi th cost node being "nunerical” and cost netric being "routingcost".
This nane is used in the second entry of "resources", which defines a

cost map. In particular, the "cost-type-nanes" of its "capabilities"
specifies that this resource supports a cost type named as
"numrouting”. The ALTO client |ooks up the name "numrouting” in
"cost-types" of the IRD to obtain the cost type naned as
"numrouting”. The last entry of "resources"” uses all four nanes

defined in "cost-types"

Another field defined in "neta" of the exanple IRDis

"defaul t -alto-network-nmap", which has val ue "ny-default-network-nap"
which is the resource I D of an ALTO network map that will be defined
in "resources".
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The "resources" field of the exanple | RD defines six infornation
resources. For exanple, the second entry, which is assigned a
resource | D "nunerical -routing-cost-nap", provides a cost map, as

i ndi cated by the nedi a-type "application/alto-costmp+json". The
cost map i s based on the network map defined with resource ID
"ny-defaul t-network-map". As another exanple, the last entry, which
i s assigned resource ID "endpoint-cost", provides the Endpoi nt Cost
Service, which is indicated by the nedia-type "application/

al t o- endpoi nt cost +j son". An ALTO client should use uri
"http://alto.exanple.con endpoi ntcost/ | ookup” to access the service.

The ALTO client should format its request body to be the

"appl i cation/alto-endpoi nt cost parans+j son" nedia type, as specified
by the "accepts" attribute of the information resource. The "cost-
type-nanmes" field of the "capabilities" attribute of the information
resource includes four defined cost types specified in the "cost-
types" field of "meta" of the IRD. Hence, an ALTO client can verify
that the Endpoint Cost infornmation resource supports both cost
metrics "routingcost" and "hopcount", each available for both
"nurmerical" and "ordinal" cost nodes. Wen requesting the

i nformati on resource, an ALTO client can specify cost constraints, as
i ndi cated by the "cost-constraints" field of the "capabilities"
attribute.

9.2.4. Delegation Using | RD

ALTO I RDs provide the flexibility to define a set of information
resources that are provided by ALTO servers running in multiple
domai ns. Consider the preceding exanple. Assunme that the ALTO
server running at alto.exanple.comwants to del egate sone information
resources to a separate subdomain: "customalto.exanple.conf. In
particul ar, assune that the maps available via this subdomain are
filtered network maps, filtered cost naps, and sone pre-generated
maps for the "hopcount"” and "routingcost" cost nmetrics in the
"ordinal" cost node. The fourth entry of "resources" in the
precedi ng exanple IRD i npl enments the del egation. The entry has a
medi a-type of "application/alto-directory+json", and an ALTO cli ent
can di scover the information resources avail abl e at

"custom alto.exanple.cont if its request to
"http://custom al t o. exanpl e. com maps" is successful
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CET /maps HITP/ 1.1
Host: custom al to. exanpl e. com
Accept: application/alto-directory+json, application/alto-error+json

HTTP/ 1.1 200 K
Cont ent - Lengt h: 1900
Content - Type: application/alto-directory+json

{
"meta" : {
"cost-types": {
"numrouting": {
"cost-node" : "nunerical",
"cost-netric": "routingcost",
"description": "My default”
}
"num hop": {
"cost-node" : "nunerical",
"cost-netric": "hopcount"
}
"ord-routing": {
"cost-nmode" : "ordinal",
"cost-netric": "routingcost”
’
"ord-hop": {
"cost-node" : "ordinal",
"cost-netric": "hopcount"
}
}
’
"resources" : {
"filtered-network-map" : {
"uri" @ "http://custom alto.exanple.conf networkmap/filtered",
"medi a-type" : "application/alto-networkmap+j son”,
"accepts” : "application/alto-networkmapfilter+json”,
"uses": [ "ny-default-network-nap" ]
1
"filtered-cost-map" : {
"uri" : "http://custom alto.exanpl e.conifcostmap/filtered",
"medi a-type" : "application/alto-costmap+json”,
"accepts" : "application/alto-costmapfilter+json”,
"capabilities" : {
"cost-constraints" : true,
"cost-type-nanes" : [ "numrouting", "num hop",
"ord-routing", "ord-hop" ]
}
"uses": [ "ny-default-network-nmp" ]
H
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9.

2

"ordinal -routing-cost-nmap" : {
"uri" : "http://custom alto.exanple.conford/routingcost",
"medi a-type" : "application/alto-costmp+json”,
"capabilities" : {
"cost-type-nanes” : [ "ord-routing" ]
}!
"uses": [ "ny-default-network-nmap" ]
}1
"ordi nal - hopcount - cost - map" : {
"uri" @ "http://custom alto.exanpl e.conf ord/ hopcount",
"nmedi a-type" : "application/alto-costmap+json”,
"capabilities" : {
"cost-type-nanes" : [ "ord-hop" ]
}1
"uses": [ "ny-default-network-nmap" ]
}

}
}

Not e that the subdomain does not define any network maps, and uses
the network map with resource ID "ny-default-network-nmap" defined in
the Root | RD.

.5. Considerations of Using |IRD

9.2.5.1. ALTO client

Thi s docunent specifies no requirenments or constraints on ALTO
clients with regard to how they process an information resource
directory to identify the URI corresponding to a desired information
resource. However, sonme advice is provided for inplenenters.

It is possible that multiple entries in the directory match a desired
i nformati on resource. For instance, in the exanple in Section 9.2.3,
a full cost map with the "numerical” cost node and the "routingcost”
cost netric could be retrieved via a GET request to
"http://alto.exanpl e.conf cost map/ nunm routi ngcost"” or via a POST
request to "http://custom alto.exanple.conlcostmap/filtered"

In general, it is preferred for ALTO clients to use GET requests
where appropriate, since it is nore likely for responses to be
cacheable. However, an ALTO client nmay need to use POST, for
exanple, to get ALTO costs or properties that are for a restricted
set of PIDs or endpoints or to update cached information previously
acquired via CET requests.
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9.2.5.2. ALTO server

Thi s docunent indicates that an ALTO server may or may hot provide
the information resources specified in the Map-Filtering Service. |If
these resources are not provided, it is indicated to an ALTO client
by the absence of a network nap or cost map with any nedia types
listed under "accepts".

10. Protocol Specification: Basic Data Types
This section details the format of basic data types.
10.1. PI D Name
A PID Nane is encoded as a JSON string. The string MJST be no nore

than 64 characters, and it MJST NOT contain characters other than US-
ASCI | al phanuneric characters (W0030-U+0039, U+0041- U+005A, and

U+0061- U+007A), the hyphen ('-', U+002D), the colon (’:', U+003A),
the at sign (' @, code point U+0040), the low line (’_', U+005F), or
the .’ separator (U+002E). The '.’ separator is reserved for future

use and MJST NOT be used unless specifically indicated in this
docunent, or an extension docunent.

The type PIDNane is used in this docunent to indicate a string of
this format.

10. 2. Resource I D

A resource ID uniquely identifies a particular resource (e.g., an
ALTO network map) within an ALTO server (see Section 9.2).

A resource IDis encoded as a JSON string with the sane format as
that of the type PIDNane.

The type ResourcelD is used in this docunent to indicate a string of
this format.

10.3. \Version Tag
A version tag is defined as:
obj ect {
Resourcel D resource-i d;

JSONString tag;
} VersionTag;
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10.

10.

10.

As described in Section 6.3, the "resource-id" field provides the
resource I D of a resource (e.g., a network nmap) defined in the

i nformati on resource directory, and "tag" provides an identifier
string.

Two version tags are equal if and only if both the "resource-id"
fields are byte-for-byte equal and the "tag" fields are byte-for-byte
equal .

A string representing the "tag" field MJST be no nore than 64
characters, and it MJST NOT contain any character bel ow U+0021 or
above WHOO7E. It is RECOVMENDED that the "tag" string have a | ow
collision probability with other tags. One suggested nmechanismis to
conmpute it using a hash of the data contents of the resource

4. Endpoints

This section defines formats used to encode addresses for endpoints.
In a case that nmultiple textual representati ons encode the same
endpoi nt address or prefix (within the guidelines outlined in this
docunent), the ALTO Protocol does not require ALTO clients or ALTO
servers to use a particular textual representation, nor does it
require that ALTO servers reply to requests using the sane textua
representation used by requesting ALTO clients. ALTO clients nust be
cogni zant of this.

4.1. Typed Endpoi nt Addresses

When an endpoi nt address is used, an ALTO i npl ementati on nust be able
to determine its type. For this purpose, the ALTO Protocol allows
endpoi nt addresses to also explicitly indicate their types. This
docunent refers to such addresses as "Typed Endpoi nt Addresses"”

Typed endpoi nt addresses are encoded as strings of the format
Addr essType: Endpoi nt Addr, with the ':’ character as a separator. The
type TypedEndpoi nt Addr is used to indicate a string of this format.

4.2. Address Type

The AddressType conponent of TypedEndPoi nt Addr is defined as a string
consi sting of only US-ASCI| al phanuneric characters (UW+0030-U+0039,
U+0041- UI+005A, and U+0061- U+007A). The type AddressType is used in
this docunent to indicate a string of this fornat.
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10.

10.

10.

10.

10.

10.

Thi s docunent defines two values for AddressType: "ipv4" to refer to
| Pv4 addresses and "ipve" to refer to | Pv6 addresses. Al

AddressType identifiers appearing in an HITP request or response with
an "application/alto-*" media type MIST be registered in the "ALTO
Address Type Registry” (see Section 14.4).

4. 3. Endpoint Address

The Endpoi nt Addr conponent of TypedEndPoi nt Addr is al so encoded as a
string. The exact characters and format depend on AddressType. This
docunent defines Endpoi nt Addr when AddressType is "ipv4" or "ipve"
4.3.1. |Pv4

| Pv4 Endpoi nt Addresses are encoded as specified by the |Pv4address
rule in Section 3.2.2 of [RFC3986].

4.3.2. |Pv6

| Pv6 endpoi nt addresses are encoded as specified in Section 4 of
[ RFC5952] .

4.4. Endpoint Prefixes

For efficiency, it is useful to denote a set of endpoint addresses
using a special notation (if one exists). This specification makes
use of the prefix notations for both IPv4 and | Pv6 for this purpose.

Endpoi nt prefixes are encoded as strings. The exact characters and
format depend on the type of endpoi nt address.

The type EndpointPrefix is used in this docunment to indicate a string
of this format.

4.4.1. |Pv4

| Pv4 endpoi nt prefixes are encoded as specified in Section 3.1 of
[ RFC4632] .

4.4.2. |Pv6

| Pv6 endpoi nt prefixes are encoded as specified in Section 7 of
[ RFC5952] .
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10.4.5. Endpoi nt Address G oup

The ALTO Protocol includes nessages that specify potentially large
sets of endpoint addresses. Endpoint address groups provide a nore
efficient way to encode such sets, even when the set contains
endpoi nt addresses of different types.

An endpoi nt address group is defined as:

obj ect-map {
Addr essType -> Endpoi nt Prefi x<0..*>;
} Endpoi nt Addr Gr oup;

In particular, an endpoint address group is a JSON obj ect
representing a nap, where each key is the string corresponding to an
address type, and the corresponding value is an array listing
prefixes of addresses of that type.

The following is an exanple with both I Pv4 and | Pv6 endpoi nt
addr esses:

"ipvd": |
"192.0.2.0/ 24",
"198. 51.100. 0/ 25"

i pve": [
"2001: db8: 0:1::/64",
"2001: db8: 0: 2::/64"

}
10.5. Cost Mbode

A cost node is encoded as a string. The string MJST have a val ue of
either "numerical" or "ordinal"

The type CostMdde is used in this docunent to indicate a string of
this format.
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10.

10.

10.

6. Cost Metric

A cost metric is encoded as a string. The string MJUST be no nore
than 32 characters, and it MJST NOT contain characters other than US
ASCI | al phanuneric characters (W0030-U+0039, U+0041- U+005A, and
U+0061- UL+007A), the hyphen ('-', U+002D), the colon (':’, UW+003A)

the lowline (' _', U+tO05F), or the '.’ separator (U+O02E). The '.’
separator is reserved for future use and MUST NOT be used unl ess
specifically indicated by a conpani on or extension docunent.
Identifiers prefixed with "priv:" are reserved for Private Use
[ RFC5226] without a need to register with 1ANA. Al other
identifiers that appear in an HTTP request or response with an
"application/alto-*" nedia type and indicate cost nmetrics MJST be
registered in the "ALTO Cost Metric Registry" Section 14.2. For an
identifier with the "priv:" prefix, an additional string (e.g.
conmpany identifier or randomstring) MJST follow (i.e., "priv:" only
is not avalid identifier) to reduce potential collisions.

The type CostMetric is used in this docunent to indicate a string of
this formt.

7. Cost Type
The conbi nati on of CostMetric and Cost Mode defines the type Cost Type:

obj ect {
Cost Metric cost-netric;
Cost Mbde cost - node
[JSONString description;]
} Cost Type;

The "description" field, if present, MJST provide a string value with
a human-readabl e description of the cost-netric and cost-node. An
ALTO client MAY present this string to a devel oper, as part of a

di scovery process; however, the field is not intended to be
interpreted by an ALTO client.

8. Endpoint Property

Thi s docunent distinguishes two types of endpoint properties:

resour ce-specific endpoint properties and gl obal endpoint properties.
The type Endpoi nt PropertyType is used in this docunment to indicate a
string denoting either a resource-specific endpoint property or a

gl obal endpoi nt property.
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11.

11.

11.

8.1. Resource-Specific Endpoint Properties

The name of resource-specific endpoint property MJST follow this
format: a resource ID, followed by the .’ separator (U+002E)
foll owed by a nane obeying the same rules as for gl obal endpoint
property nanes (Section 10.8.2).

Thi s docunent defines only one resource-specific endpoint property:
pid. An exanple is "my-default-networkmap. pid"

8.2. dobal Endpoint Properties

A gl obal endpoint property is encoded as a string. The string MJST
be no nore than 32 characters, and it MJST NOT contain characters
other than US-ASCI| al phanuneric characters (U+0030- U+0039,

U+0041- U+005A, and W+0061- U+007A), the hyphen ('-', U+002D), the
colon (':’, U+003A), or the lowline ("_', WO05F). Note that the
.’ separator is not allowed so that there is no anbiguity on whether
an endpoint property is global or resource specific.

Identifiers prefixed with "priv:" are reserved for Private Use

[ RFC5226] without a need to register with 1ANA. Al other
identifiers for endpoint properties appearing in an HITP request or
response with an "application/alto-*" nedia type MIST be registered
in the "ALTO Endpoi nt Property Type Registry" Section 14.3. For an
endpoi nt property identifier with the "priv:" prefix, an additiona
string (e.g., conpany identifier or randomstring) MJST follow (i.e.
"priv:" only is not a valid endpoint property identifier) to reduce
potential collisions.

Prot ocol Specification: Service Infornmation Resources

This section docunents the individual information resources defined
to provide the services defined in this docunent.

1. Meta Information

For the "nmeta" field of the response to an individual information
resource, this docunent defines two generic fields: the "vtag" field,
whi ch provides the version tag (see Section 10.3) of the current

i nformati on resource, and the "dependent-vtags" field, which is an
array of version tags, to indicate the version tags of the resources
on which this resource depends.

2. Map Service

The Map Service provides batch information to ALTO clients in the
formof two types of maps: ALTO network naps and ALTO cost naps.
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11.2.1. Network Map
An ALTO network map information resource defines a set of PlIDs, and
for each PID, lists the network | ocations (endpoints) within the PID.
An ALTO server MJST provide at | east one network map.

11.2.1.1. Media Type

The nmedia type of ALTO network maps is "application/alto-
net wor kmap+j son".

11.2.1.2. HITP Method
An ALTO network map resource is requested using the HTTP GET net hod.
11.2.1.3. Accept |nput Paraneters
None.
11.2.1.4. Capabilities
None.
11.2.1.5. Uses
None.
11.2.1.6. Response
The "nmeta" field of an ALTO network map response MJST incl ude the
"vtag" field, which provides the version tag of the retrieved network
nmap.
The data conponent of an ALTO network map response i s named "networ k-

map”, which is a JSON object of type NetworkMapDat a:

obj ect {
Net wor kMapDat a net wor k- map;
} I nfoResourceNet wor kMap : ResponseEntityBase;

obj ect-map {

Pl DNane -> Endpoi nt Addr G- oup;
} Networ kMapDat a;
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Specifically, a NetworkMapData object is a dictionary nap keyed by
PIDs. The value of each PID is the associated set of endpoint
addresses for the PID.

The returned network map MJST include all PIDs known to the ALTO
server.

11.2.1.7. Exanple

CET /networkmap HTTP/ 1.1
Host: alto.exanple.com
Accept: application/alto-networknmap+j son, application/alto-error+json

HTTP/ 1.1 200 K
Cont ent - Lengt h: 449
Cont ent - Type: application/alto-networ knap+j son

{
"meta" : {
"vtag": {
"resource-id": "ny-default-network-nap",
"tag": "da6b5eca2eb7al0ce8b059740b0b2e3f 8eb1d4785"
}
}

"net wor k- map" : {
"PIDL" : {
"ipvd" |
"192.0. 2.0/ 24",
"198.51. 100. 0/ 25"
]
}1
"PID2" : {
"ipvd" |
"198.51. 100. 128/ 25"
]
}!
"PID3" : {
"ipvd" |
"0.0.0.0/0"
] 1
"ipve" [
/o
]

Alim, et al. St andards Track [ Page 45]



RFC 7285 ALTO Pr ot ocol Sept ember 2014

11.

When parsing an ALTO network map, an ALTO client MJST ignore any

Endpoi nt Addr essG oup whose address type it does not recognize. |If as
a result a PID does not have any address types known to the client,
the client still MJST recognize that PID nane as valid, even though

the PID then contains no endpoints.

Note that the encoding of an ALTO network nap response was chosen for
readability and conmpactness. |f |ookup efficiency at runtine is
crucial, then the returned network nap can be transfornmed into data
structures offering nore efficient |ookup. For exanple, one may
store an ALTO network nmap as a trie-based data structure, which my
all ow efficient |ongest-prefix matching of |IP addresses.

2.2. Mpping I P Addresses to PIDs for "ipvd /'ipve Network Maps

A key usage of an ALTO network map is to nmap endpoi nt addresses to
PIDs. For network maps containing the "ipv4" and "ipv6" address
types defined in this docunent, when either an ALTO client or an ALTO
server needs to conpute the mapping from I P addresses to PlIDs, the

| ongest-prefix matching algorithm (Longest Match in Section 5.2.4.3
of [RFC1812]) MUST be used.

To ensure that the | ongest-prefix matching algorithmyields one and
only one PID, an ALTO network nap containing the "ipv4"/"ipv6e"
address types MJUST satisfy the following two requirenents.

First, such a network map MJUST define a PID for each possible address
in the | P address space for all of the address types contained in the
map. This is defined as the conpl eteness property of an ALTO network
map. A RECOVMMENDED way to satisfy this property is to define a PID
with the shortest enclosing prefix of the addresses provided in the
map. For a map with full IPv4 reachability, this would nmean
including the 0.0.0.0/0 prefix in a PID;, for full IPv6 reachability,
this would be the ::/0 prefix.

Second, such a network map MJUST NOT define two or nore PlIDs that
contain an identical IP prefix, in order to ensure that the |ongest-
prefix matching al gorithm maps each | P addresses into exactly one
PID. This is defined as the non-overl appi ng property of an ALTO
network map. Specifically, to map an IP address to its PIDin a non-
over | appi ng network map, one considers the set S, which consists of
all prefixes defined in the network map, applies the |ongest-prefix
mappi ng algorithmto S to identify the | ongest prefix containing the
| P address and assigns that prefix the | P address belonging to the
PID containing the identified | ongest prefix.
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The followi ng exanpl e shows a conpl ete and non-overl appi ng ALTO
net wor k nmap:

"net wor k- map" @ {
"PIDO" : { "ipve" [ "::/0" ] },
"PIDL" : { "ipv4" [ "0.0.0.0/0" ] },
"PID2" : { "ipv4" [ "192.0.2.0/24", "198.51.100.0/24" ] },
"PID3" : { "ipv4" [ "192.0.2.0/25", "192.0.2.128/25" ] }
}

The I P address 192.0.2.1 should be mapped to PI D3.

If, however, the two adjacent prefixes in PID3 were conbined as a
single prefix, then PID3 was changed to:

"PID3" : { "ipv4" : [ "192.0.2.0/24" ] }
The new map is no | onger non-overlapping, and 192.0.2.1 could no
| onger be napped unanbi guously to a PID by neans of |ongest-prefix
mat chi ng.

Ext ensi on docunments may define techniques to allow a single IP
address being mapped to nmultiple PIDs, when a need is identified.

2.3. Cost Map

An ALTO cost map resource lists the path cost for each pair of
source/ destination PIDs defined by the ALTO server for a given cost
metric and cost node. This resource MJST be provided for at |east
the "routingcost" cost netric.

2.3.1. Media Type

The nmedia type of ALTO cost maps is "application/alto-costnap+json”
2.3.2. HITP Met hod

An ALTO cost map resource is requested using the HTTP GET net hod.
2.3.3. Accept Input Paraneters

None.
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11.2.3.4. Capabilities

The capabilities of an ALTO server URI providing an unfiltered cost
map is a JSON object of type CostMapCapabilities:

obj ect {
JSONStri ng cost-type-nanes<l..1>;
} Cost MapCapabilities;

with field:

cost-type-nanes: Note that the array MJUST include a single CostType
nane defined by the "cost-types" field in the "nmeta" field of the
IRD. This is because an unfiltered cost map (accept == "") is
requested via an HTTP GET that accepts no input paraneters. As a
contrast, for filtered cost maps (see Section 11.3.2), the array
can have nultiple el ements.

11.2.3.5. Uses

The resource I D of the network map based on which the cost map wll
be defined. Recall (Section 6) that the conbination of a network map
and a cost type defines a key. In other words, an ALTO server MJST
NOT define two cost maps with the sane cost type / network nmap pair.

11.2.3.6. Response

The "meta" field of a cost map response MJST include the "dependent -
vtags" field, whose value is a single-elenent array to indicate the
version tag of the network nmap used, where the network map is
specified in "uses" of the IRD. The "neta" MJST al so include the
"cost-type" field, whose value indicates the cost type (Section 10.7)
of the cost map.
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The data conponent of a cost map response is named "cost-nmap", which
is a JSON object of type CostMapDat a:

obj ect {
Cost MapDat a cost - map;
} I nfoResourceCost Map : ResponseEntityBase;

obj ect-map {
Pl DNane -> Dst Costs;
} Cost MapDat a;

obj ect-map {
Pl DNane -> JSONval ue;
} Dst Costs;

Specifically, a CostMapData object is a dictionary map object, with
each key being the PIDNanme string identifying the correspondi ng
source PID, and value being a type of DstCosts, which denotes the
associ ated costs fromthe source PID to a set of destination PIDs
(Section 6.2). An inplenentation of the protocol in this docunent
SHOULD assune that the cost is a JSONNunber and fail to parse if it
is not, unless the inplementation is using an extension to this
docunent that indicates when and how costs of other data types are
si gnal ed.

The returned cost map MJST include the path cost for each (source

PID, destination PID) pair for which a path cost is defined. An ALTO
server MAY onit entries for which path costs are not defined (e.qg.
either the source or the destination PIDs contain addresses outside
of the network provider’'s adm nistrative donain).

Simlar to the encoding of ALTO network maps, the encoding of ALTO
cost maps was chosen for readability and conpactness. |f |ookup
efficiency at runtime is crucial, then the returned cost map can be
transforned into data structures offering nore efficient |ookup. For
exanpl e, one nay store a cost map as a matri x.
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2.3.7. Exanple

CET /costnmap/ nunf routingcost HTTP/ 1.1
Host: alto. exanpl e. com
Accept: application/alto-costmap+json, application/alto-error+json

HTTP/ 1.1 200 K
Cont ent - Lengt h: 435
Cont ent - Type: application/alto-costnmap+json

{
"meta" : {
"dependent -vtags" : |
{"resource-id": "ny-default-network-mp",
"tag": "3ee2cb7e8d63d9f ab71b9b34chf 764436315542¢e"
}
1,
"cost-type" : {"cost-node" : "nunerical"
"cost-netric": "routingcost"
}
1
"cost-map" : {
"PID1": { "PIDL1": 1, "PID2": 5, "PID3": 10 },
"PID2": { "PIDL1": 5, "PID2": 1, "PID3": 15},
"PID3": { "PIDL": 20, "PID2": 15 }
}
}

Simlar to the network map case, array-based encoding for "nmap" was
consi dered, but the current encodi ng was chosen for clarity.

3. Map-Filtering Service

The Map-Filtering Service allows ALTO clients to specify filtering
criteria to return a subset of a full nmap available in the Map
Servi ce.

3.1. Filtered Network Map

Afiltered ALTO network map is an ALTO network map i nformation
resource (Section 11.2.1) for which an ALTO client may supply a list
of PIDs to be included. A filtered ALTO network map MAY be provided
by an ALTO server
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3.1.1. Media Type

Since a filtered ALTO network map is still an ALTO network map, it
uses the nmedia type defined for ALTO network maps at
Section 11.2.1.1.

3.1.2. HITP Met hod
A filtered ALTO network map is requested using the HITP POST net hod.
3.1.3. Accept |nput Paraneters

An ALTO client supplies filtering paranmeters by specifying nmedia type
"application/alto-networkmapfilter+json" with HTTP POST body
contai ning a JSON object of type ReqFilteredNetworkMap, where:

obj ect {

Pl DNane pi ds<0. . *>;

[ Addr essType address-types<0..*>;]
} ReqFi |l t er edNet wor kMap;

with fields:

pids: Specifies list of PIDs to be included in the returned filtered
network map. |If the list of PIDs is enpty, the ALTO server MJST
interpret the list as if it contained a list of all currently
defined PIDs. The ALTO server MJST interpret entries appearing
multiple times as if they appeared only once.

address-types: Specifies a list of address types to be included in
the returned filtered network map. |f the "address-types" field
is not specified, or the list of address types is enpty, the ALTO
server MIUST interpret the list as if it contained a list of all
address types known to the ALTO server. The ALTO server MJST
interpret entries appearing nultiple times as if they appeared
only once.

3.1.4. Capabilities
None.
3.1.5. Uses

The resource I D of the network map based on which the filtering is
per f or med.
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11.3.1.6. Response

The format is the same as unfiltered network nmaps. See
Section 11.2.1.6 for the fornat.

The ALTO server MUST only include PIDs in the response that were
specified (inplicitly or explicitly) in the request. If the input
paraneters contain a PID nane that is not currently defined by the
ALTO server, the ALTO server MJST behave as if the PID did not appear
in the input paraneters. Simlarly, the ALTO server MJST only
enuner at e addresses within each PID that have types specified
(inplicitly or explicitly) in the request. |If the input paraneters
contain an address type that is not currently known to the ALTO
server, the ALTO server MJST behave as if the address type did not
appear in the input paraneters.

The version tag included in the "vtag" field of the response MJST
correspond to the full (unfiltered) network map i nformation resource
fromwhich the filtered information is provided. This ensures that a
singl e, canonical version tag is used independent of any filtering
that is requested by an ALTO client.
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11.3.1.7. Exanple

POST /networ kmap/filtered HITP/ 1.1

Host: custom al t 0. exanpl e. com

Cont ent - Lengt h: 33

Cont ent - Type: application/alto-networknmapfilter+json

Accept: application/alto-networknmap+j son, application/alto-error+json

{
"pids": [ "PID1", "PID2" ]

HTTP/ 1.1 200 K
Cont ent - Lengt h: 342
Cont ent - Type: application/alto-networ knap+j son

{
"meta" : {

"vtag" : {
"resource-id": "ny-default-network-nap",
"tag": "c0ce023b8678a7b9ec00324673b98e54656d1f 6d"

}

}
"net wor k- map" : {

"PIDL" : {

"ipvd" |
"192.0.2.0/ 24",
"198. 51. 100. 0/ 24"

]

1

"PID2" : {

"ipvd": |
"198.51.100. 128/ 24"

]

}

}
}

11.3.2. Filtered Cost Mp

A filtered ALTO cost map is a cost nmap i nformation resource

(Section 11.2.3) for which an ALTO client may supply additiona
paraneters linmting the scope of the resulting cost map. A filtered
ALTO cost map MAY be provided by an ALTO server.
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11.3.2.1. Media Type

Since a filtered ALTO cost map is still an ALTO cost map, it uses the
medi a type defined for ALTO cost maps at Section 11.2.3.1.

11.3.2.2. HITP Met hod
A filtered ALTO cost map is requested using the HITP POST net hod.
11.3.2.3. Accept |nput Paraneters

The i nput paraneters for a filtered cost nmap are supplied in the
entity body of the POST request. This docunent specifies the input
paraneters with a data format indicated by the nedia type
"application/alto-costmapfilter+json", which is a JSON object of type
ReqFi | t er edCost Map, where:

obj ect {
Cost Type cost-type;
[JSONString constraints<0..*>;]
[PIDFilter pids;]

} ReqgFilteredCost Map;

obj ect {
Pl DNane srcs<0. . *>;
Pl DNanme dst s<0. . *>;
} PIDFilter;

with fields:

cost-type: The CostType (Section 10.7) for the returned costs. The
"cost-netric" and "cost-node" fields MJST match one of the
supported cost types indicated in this resource’s "capabilities"
field (Section 11.3.2.4). The ALTO client SHOULD omit the
"description" field, and if present, the ALTO server MJST ignore
the "description" field.

constraints: Defines a list of additional constraints on which
el ements of the cost map are returned. This paranmeter MJST NOT be
specified if this resource’s "capabilities" field
(Section 11.3.2.4) indicate that constraint support is not
avai l able. A constraint contains two entities separated by
whi t espace: (1) an operator, "gt" for greater than, "It" for |ess
than, "ge" for greater than or equal to, "le" for less than or
equal to, or "eq" for equal to and (2) a target cost value. The
cost value is a nunber that MJST be defined in the sane units as

Alim, et al. St andards Track [ Page 54]



RFC 7285 ALTO Pr ot ocol Sept ember 2014

11.

11.

the cost netric indicated by the "cost-netric" parameter. ALTO
servers SHOULD use at |east | EEE 754 doubl e-precision floating
poi nt [I| EEE. 754. 2008] to store the cost value, and SHOULD perform
i nternal conputations using doubl e-precision floating-point
arithmetic. If nmultiple "constraint” paraneters are specified
they are interpreted as being related to each other with a | ogica
AND.

pids: A list of source PIDs and a list of destination PIDs for which
path costs are to be returned. |If alist is enpty, the ALTO
server MIUST interpret it as the full set of currently defined
PIDs. The ALTO server MJUST interpret entries appearing in a list
multiple tinmes as if they appeared only once. |If the "pids" field
is not present, both lists MJST be interpreted by the ALTO server
as containing the full set of currently defined PIDs.

3.2.4. Capabilities

The URI providing this resource supports all capabilities docunented
in Section 11.2.3.4 (with identical semantics), plus additiona
capabilities. |In particular, the capabilities are defined by a JSON
obj ect of type FilteredCost MapCapabilities:

obj ect {
JSONStri ng cost-type-nanmes<l..*>;
JSONBool cost-constraints;

} FilteredCost MapCapabilities;

with fields:

cost-type-nanes: See Section 11.2.3.4 and note that the array can
have one to nmany cost types.

cost-constraints: If true, then the ALTO server allows cost
constraints to be included in requests to the correspondi ng URI
If not present, this field MIST be interpreted as if it specified
false. ALTO clients should be aware that constraints nmay not have
the intended effect for cost maps with the ordi nal cost node since
ordinal costs are not restricted to being sequential integers.

3.2.5. Uses

The resource ID of the network map based on which the cost map will
be filtered.
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11.3.2.6. Response

The format is the same as an unfiltered ALTO cost nap. See
Section 11.2.3.6 for the format.

The "dependent-vtags" field in the "neta" field provides an array
consisting of a single elenent, which is the version tag of the
network map used in filtering. ALTO clients should verify that the
version tag included in the response is equal to the version tag of
the network map used to generate the request (if applicable). If it
is not, the ALTO client may wi sh to request an updated network map,
i dentify changes, and consider requesting a new filtered cost nap.

The returned cost map MJST contain only source/destination pairs that
have been indicated (inplicitly or explicitly) in the input
paraneters. |f the input paraneters contain a PID nane that is not
currently defined by the ALTO server, the ALTO server MJST behave as
if the PID did not appear in the input paraneters.

If any constraints are specified, source/destination pairs for which
the path costs do not neet the constraints MJUST NOT be included in
the returned cost map. |If no constraints were specified, then al
path costs are assunmed to neet the constraints.
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11.3.2.7. Exanple

POST /costmap/filtered HTTP/ 1.1

Host: custom al t 0. exanpl e. com

Cont ent - Type: application/alto-costmapfilter+json

Content-Length: 181

Accept: application/alto-costmap+json, application/alto-error+json

{
"cost-type" : {"cost-node": "nunerical",
"cost-netric": "routingcost”
} il
"pids" : {
"srcs" : [ "PIDL" ],
"dsts" : [ "PID1", "PID2", "PID3" ]
}
}

HTTP/ 1.1 200 K
Cont ent - Lengt h: 341
Cont ent - Type: application/alto-costnmap+json

{
"meta" : {
"dependent -vtags" : |
{"resource-id": "my-default-network-nmap"
"tag": "75ed013b3cb58f 896e839582504f 622838ce670f "

}

ost-type": {"cost-node" : "nunerical",
"cost-netric" : "routingcost"

]

}
} 3
"cost-map" : {
"PID1": { "PIDL1": O, "PID2": 1, "PID3": 2}

11. 4. Endpoint Property Service

The Endpoi nt Property Service provides information about endpoint
properties to ALTO clients.
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4.1. Endpoint Property

An endpoi nt property resource provides information about properties
for individual endpoints. 1In addition to the required "pid" endpoint
property (see Sections 7.1.1 and 11.4.1.4), further endpoint
properties MAY be provided by an ALTO server.

4.1.1. Media Type

The medi a type of an endpoint property resource is "application/
al t o- endpoi nt prop+j son”.

4.1.2. HITP Method

The endpoint property resource is requested using the HTTP POST
et hod.

4.1.3. Accept Input Paraneters

The i nput paraneters for an endpoint property request are supplied in
the entity body of the POST request. This docunent specifies the

i nput paraneters with a data format indicated by the nedia type

"appl i cation/alto-endpoi nt propparans+j son", which is a JSON object of
type RegEndpoi nt Prop:

obj ect {
Endpoi nt PropertyType properties<l..*>;
TypedEndpoi nt Addr endpoi nt s<1..*>;

} RegEndpoi nt Prop;
with fields:

properties: List of endpoint properties to be returned for each
endpoi nt. Each specified property MIST be included in the list of
supported properties indicated by this resource’s "capabilities”
field (Section 11.4.1.4). The ALTO server MJST interpret entries
appearing nmultiple tines as if they appeared only once.

endpoi nts: List of endpoint addresses for which the specified
properties are to be returned. The ALTO server MJST interpret
entries appearing multiple tinmes as if they appeared only once.
4.1.4. Capabilities

The capabilities of an ALTO server URI providing endpoint properties
are defined by a JSON object of type Endpoi ntPropertyCapabilities:
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obj ect {
Endpoi nt PropertyType prop-types<l..*>;
} Endpoi nt PropertyCapabilities;

with field:

prop-types: The endpoint properties (see Section 10.8) supported by
t he correspondi ng UR

In particular, the information resource closure MJST provide the
| ookup of pid for every ALTO network map defi ned.

4.1.5. Uses
None.
4.1.6. Response

The "dependent-vtags" field in the "neta" field of the response MJST
be an array that includes the version tags of all ALTO network naps
whose "pid" is queried.

The data conponent of an endpoint properties response i s naned
"endpoi nt-properties”, which is a JSON object of type
Endpoi nt PropertyMapDat a, where:

obj ect {
Endpoi nt Propert yMapDat a endpoi nt - properti es;
} I nf oResour ceEndpoi nt Properties : ResponseEntityBase;

obj ect-map {
TypedEndpoi nt Addr -> Endpoi nt Pr ops;
} Endpoi nt Propert yMapDat a;

obj ect {
Endpoi nt PropertyType -> JSONval ue;
} Endpoi nt Props;

Specifically, an Endpoi nt PropertyMapDat a obj ect has one nenber for
each endpoint indicated in the input paranmeters (with the name being
t he endpoi nt encoded as a TypedEndpoi nt Addr). The requested
properties for each endpoint are encoded in a correspondi ng
Endpoi nt Props obj ect, which encodes one nane/val ue pair for each
requested property, where the property nanes are encoded as strings
of type Endpoi nt PropertyType. An inplenentation of the protocol in
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this docunent SHOULD assume that the property value is a JSONString
and fail to parse if it is not, unless the inplementation is using an
extension to this docunent that indicates when and how property

val ues of other data types are signal ed.

The ALTO server returns the value for each of the requested endpoint
properties for each of the endpoints listed in the input paraneters.

If the ALTO server does not define a requested property’s value for a
particul ar endpoint, then it MJST omt that property fromthe
response for only that endpoint.

11.4.1.7. Exanple

POST / endpoi nt prop/ | ookup HTTP/ 1.1

Host: alto. exanpl e. com

Content-Length: 181

Cont ent - Type: application/alto-endpoi nt propparans+j son

Accept: application/alto-endpoint prop+j son, application/alto-error+json

{
"properties” : [ "my-default-networkmap. pid",
"priv:ietf-exanple-prop” ],
"endpoi nts" : [ "ipv4:192.0.2.34"
"ipv4: 203.0.113. 129" ]

HTTP/ 1.1 200 OK
Content - Lengt h: 396
Cont ent - Type: application/alto-endpoi nt prop+j son

{
"nmeta" : {
"dependent -vtags" : |
{"resource-id": "ny-default-network-nmp",
"tag": "7915dc0290c2705481c491a2b4f f bec482b3cf 62"
}
]
}
"endpoi nt-properties": {
"ipv4: 192.0. 2. 34" . { "ny-default-network-map.pid": "PlID1"
"priv:ietf-exanple-prop": "1" },
"ipv4: 203.0.113.129" : { "ny-default-network-map.pid': "PID3" }
}
}
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11.

11.
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5. Endpoi nt Cost Service

The Endpoint Cost Service provides information about costs between
i ndi vi dual endpoi nts.

In particular, this service allows lists of endpoint prefixes (and
addresses, as a special case) to be ranked (ordered) by an ALTO
server.

5.1. Endpoint Cost

An endpoi nt cost resource provides infornation about costs between
i ndi vi dual endpoints. It MAY be provided by an ALTO server

How an ALTO server provides the endpoint cost resource is

i npl enent ati on dependent. An ALTO server may use either fine-grained
costs anong i ndividual endpoints or coarse-grained costs based on the
costs between the PIDs corresponding to the endpoints. See

Section 15.3 for additional details.

5.1.1. Media Type

The medi a type of the endpoint cost resource is "application/alto-
endpoi nt cost +j son".

5.1.2. HTTP Met hod

The endpoi nt cost resource is requested using the HTTP POST mnet hod.
5.1.3. Accept |nput Paraneters

An ALTO client supplies the endpoint cost paraneters through a nedia

type "application/alto-endpointcostparanms+json', with an HTTP POST
entity body of a JSON object of type RegEndpoi nt Cost Map:

obj ect {
Cost Type cost-type;
[JSONStri ng constrai nts<0..*>;]
Endpoi ntFil ter endpoi nt s;

} RegEndpoi nt Cost Map;

obj ect {
[ TypedEndpoi nt Addr srcs<0..*>;]
[ TypedEndpoi nt Addr dst s<0..*>;]
} EndpointFilter;
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with fields:

cost-type: The cost type (Section 10.7) to use for returned costs.
The "cost-netric" and "cost-node" fields MJST match one of the
supported cost types indicated in this resource’s "capabilities”
fields (Section 11.5.1.4). The ALTO client SHOULD omit the
"description" field, and if present, the ALTO server MJST ignore
the "description" field.

constraints: Defined equivalently to the "constraints" input
paraneter of a filtered cost map (see Section 11.3.2).

endpoints: A list of source endpoints and destination endpoints for
whi ch path costs are to be returned. |If the list of source or
destination endpoints is enpty (or not included), the ALTO server
MUST interpret it as if it contained the endpoi nt address
corresponding to the client I P address fromthe incom ng
connection (see Section 13.3 for discussion and consi derations
regarding this node). The source and destination endpoint |ists
MUST NOT be both enpty. The ALTO server MJST interpret entries
appearing nultiple times in a list as if they appeared only once.

11.5.1.4. Capabilities

Thi s docunent defines Endpoi nt Cost Capabilities as the same as
FilteredCost MapCapabilities. See Section 11.3.2.4.

11.5.1.5. Uses

It is inmportant to note that although this resource allows an ALTO
server to reveal costs between individual endpoints, the ALTO server
is not required to do so. A sinple inplenentation of ECS nmay conpute
the cost between two endpoints as the cost between the PIDs
corresponding to the endpoints, using one of the exposed network and
cost maps defined by the server. ECS MJUST NOT specify the "use"
field to indicate a network or cost map. Hence, the ECS cost is the
cost fromthe source endpoint to the destination endpoint. A future
extension may allow ECS to state that it "uses" a network map. The
extension then will need to define the senmantics.

11.5.1. 6. Response

The "nmeta" field of an endpoint cost response MJST include the "cost-
type" field, to indicate the cost type used

The data conponent of an endpoint cost response is naned

"endpoi nt - cost - map”, which is a JSON object of type
Endpoi nt Cost MapDat a:
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obj ect {
Endpoi nt Cost MapDat a endpoi nt - cost - nap;
} I nf oResour ceEndpoi nt Cost Map : ResponseEntit yBase;

obj ect-map {
TypedEndpoi nt Addr -> Endpoi nt Dst Cost s;
} Endpoi nt Cost MapDat a;

obj ect-map {
TypedEndpoi nt Addr -> JSONval ue;
} Endpoi nt Dst Cost s;

Specifically, an Endpoi nt Cost MapData object is a dictionary map with
each key representing a TypedEndpoi nt Addr string identifying the
source endpoint specified in the input paraneters. For each source
endpoi nt, an Endpoi nt Dst Costs dictionary map object denotes the
associ ated cost to each destination endpoint specified in input
paraneters. An inplenmentation of the protocol in this docunent
SHOULD assune that the cost value is a JSONNunber and fail to parse
if it is not, unless the inplementation is using an extension to this
docunent that indicates when and how costs of other data types are
signaled. [If the ALTO server does not define a cost value froma
source endpoint to a particul ar destination endpoint, it MAY be
omtted fromthe response.
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POST / endpoi ntcost/ | ookup HTTP/ 1.1

Host: alto. exanpl e. com
Cont ent - Lengt h: 248
Content - Type: application/alt

0- endpoi nt cost par ans+j son

appl i cation/alto-endpoi ntcost+json, application/alto-error+json

"ordinal",
"routingcost"},

Accept:
{
"cost-type": {"cost-node"
"cost-netric”
"endpoi nts" : {
"srcs": [ "ipv4:192.0.2.2" ],
"dsts": |
"ipv4: 192. 0. 2. 89",
"ipv4: 198. 51. 100. 34",
"ipv4: 203. 0. 113. 45"
]
}
}

HTTP/ 1.1 200 K
Content-Length: 274
Cont ent - Type: application/alt

{
"meta" : {
"cost-type":

}

ndpoi nt - cost - map" : {

"ipv4:192.0.2.2": {
"ipv4: 192. 0. 2. 89"
"ipv4: 198. 51. 100. 34"
"ipv4: 203. 0. 113. 45"

}

{" cost - node"
"cost-netri

}

}
}

12. Use Cases

The sections bel ow depict typica
focus on peer-to-peer applications,

environnments such as Content
[ ALTO USE- CASES] .

Alim, et al. St

0- endpoi nt cost +j son

"ordinal",
c" "routingcost"
1!
2!
3

use cases. Wile these use cases
ALTO can be applied to other
Di stribution Networks (CDNs)
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12.

1. ALTO dient Enbedded in P2P Tracker

Many depl oyed P2P systens use a tracker to manage swarnms and perform
peer selection. Such a P2P tracker can already use a variety of

i nformati on to perform peer selection to neet application-specific
goals. By acting as an ALTO client, the P2P tracker can use ALTO
information as an additional information source to enable nore
network-efficient traffic patterns and inprove application

per f or mance.

A particular requirement of many P2P trackers is that they nust
handl e a | arge nunber of P2P clients. A P2P tracker can obtain and
locally store ALTO information (e.g., ALTO network maps and cost
maps) fromthe | SPs containing the P2P clients, and benefit fromthe
sanme aggregation of network | ocations done by ALTO servers.

R L . (1) Get Network Map R LT .

| | oo > | |
| ALTO | | P2P Tracker
| Server | (2) Get Cost Map | (ALTO client)
| | e > | |
___________ RBREEEEEEEE
(3) Get Peers | | (4) Sel ected Peer
| % Li st
| Peer 1 | <o-cececmoemn-- | P2pP i
B ' | dient
(5) Connect to B ’
Sel ected Peers /
R . /
| Peer 50 | <-------mmmmmoo-

Figure 4: ALTO dient Enbedded in P2P Tracker

Fi gure 4 shows an exanpl e use case where a P2P tracker is an ALTO
client and applies ALTO informati on when sel ecting peers for its P2P
clients. The exanple proceeds as foll ows:

1. The P2P tracker requests fromthe ALTO server a network map, so
that it locally map P2P clients into PIDs.

2. The P2P tracker requests fromthe ALTO server the cost map
amongst all PIDs identified in the preceding step

3. AP2P client joins the swarm and requests a peer list fromthe
P2P tracker.
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4, The P2P tracker returns a peer list to the P2P client. The
returned peer list is conputed based on the network nmap and the
cost map returned by the ALTO server, and possi bly other
i nformati on sources. Note that it is possible that a tracker may
use only the network map to inplenent hierarchical peer selection
by preferring peers within the sane PID and | SP

5. The P2P client connects to the sel ected peers.

Note that the P2P tracker nmay provide peer lists to P2P clients
distributed across nultiple 1SPs. In such a case, the P2P tracker
may communicate with nmultiple ALTO servers.

2. ALTO dient Enbedded in P2P Cient: Nunerical Costs

P2P clients may also utilize ALTO i nformation thensel ves when
selecting fromavail able peers. It is inportant to note that not al
P2P systens use a P2P tracker for peer discovery and sel ection.

Furt hernmore, even when a P2P tracker is used, the P2P clients may
rely on other sources, such as peer exchange and DHTs, to di scover
peers.

When a P2P client uses ALTO information, it typically queries only
the ALTO server servicing its owmn |SP. The "ny-Internet view
provided by its ISP's ALTO server can include preferences to al
potential peers.

A . (1) Get Network Map B e

| | > | |
| ALTO | | P2P dient
| Server | (2) Get Cost Map | (ALTO client)
| R R > | | R R .
B ' IR "< | P2P |
A . / A A | Tracker
| Peer 1 | <-------------- | \ B ’

|
R ’ | (3) Gather Peers
|

(4) Select Peers | \
and Connect / R L .
R . / | P2P | | DHT
| Peer 50 | <---------------- | dient |  ‘'-------- '
e | | (P9 |

Figure 5. ALTO dient Enbedded in P2P Cdient

Figure 5 shows an exanpl e use case where a P2P client locally applies
ALTO information to select peers. The use case proceeds as foll ows:
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1. The P2P client requests the network nmap covering all PIDs from
the ALTO server servicing its own |SP.

2. The P2P client requests the cost map providing path costs anongst
all PIDs fromthe ALTO server. The cost map by default specifies
numerical costs.

3. The P2P client discovers peers from sources such as peer exchange
(PEX) fromother P2P clients, distributed hash tables (DHT), and
P2P trackers.

4. The P2P client uses ALTO information as part of the algorithmfor
sel ecting new peers and connects to the sel ected peers.

12.3. ALTO Cient Enbedded in P2P dient: Ranking

It is also possible for a P2P client to offload the sel ection and
ranki ng process to an ALTO server. In this use case, the ALTO client
enbedded in the P2P client gathers a list of known peers in the
swarm and asks the ALTO server to rank them This document linits
the use case to when the P2P client and the ALTO server are depl oyed
by the same entity; hence, the P2P client uses the ranking provided
by the ALTO server directly.

As in the use case using nunerical costs, the P2P client typically
only queries the ALTO server servicing its own | SP.

|

| P2P dient
S L > | (ALTO client)

|

wn
[©)
=
<
1)
=

|
|
|
| e .
T < | P2P |
N

) . | | Tracker |
| Peer 1 | <-----ooooo---- | \ e ’
L ' | (1) Gather Peers
(3) Connect to | | \
Sel ected Peers / emm=----- c T -

. . | |
| Peer 50 | <---------------- | dient |  ‘'-------- '
I I

Figure 6: ALTO dient Enbedded in P2P Cient: Ranking
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Fi gure 6 shows an exanple of this scenario. The use case proceeds as
fol | ows:

1. The P2P client discovers peers from sources such as Peer Exchange
(PEX) fromother P2P clients, Distributed Hash Tabl es (DHT), and
P2P trackers.

2. The P2P client queries the ALTO server’s ranking service (i.e.
the ECS Service), by including the discovered peers as the set of
destination endpoints, and indicating the "ordinal" cost node.
The response indicates the ranking of the candi date peers.

3. The P2P client connects to the peers in the order specified in
t he ranki ng.

13. Di scussi ons
13.1. Discovery

The di scovery nmechani sm by which an ALTO client |ocates an
appropriate ALTO server is out of scope for this docunment. This
docunent assunes that an ALTO client can di scover an appropriate ALTO
server. Once it has done so, the ALTO client may use the information
resource directory (see Section 9.2) to locate an information
resource with the desired ALTO i nfornmati on.

13.2. Hosts with Multiple Endpoi nt Addresses

In practical deployments, a particular host can be reachabl e using
multiple addresses (e.g., a wireless |IPv4d connection, a wireline |IPv4
connection, and a wireline |Pv6 connection). In general, the
particul ar network path foll owed when sendi ng packets to the host

will depend on the address that is used. Network providers may
prefer one path over another. An additional consideration nay be how
to handl e private address spaces (e.g., behind carrier-grade NATS).

To support such behavior, this docunent allows nultiple endpoint
addresses and address types. Wth this support, the ALTO Protoco
all ows an ALTO service provider the flexibility to indicate
preferences for paths froman endpoint address of one type to an
endpoi nt address of a different type.
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13.

3. Network Address Transl ati on Consi derations

In this day and age of NAT v4<->v4, v4<->v6 [ RFC6144], and possibly
v6<->v6 [ RFC6296], a protocol should strive to be NAT friendly and
mnimze carrying | P addresses in the payload or provide a node of
operation where the source | P address provides the infornmation
necessary to the server

The protocol specified in this docunent provides a node of operation
where the source network location is conputed by the ALTO server
(i.e., the Endpoint Cost Service) fromthe source |IP address found in
the ALTO client query packets. This is simlar to how sone P2P
trackers (e.g., BitTorrent trackers -- see "Tracker HTTP/ HTTPS
Protocol" in [BitTorrent]) operate.

There may be cases in which an ALTO client needs to determine its own
| P address, such as when specifying a source endpoint address in the
Endpoi nt Cost Service. 1t is possible that an ALTO client has

mul tiple network interface addresses, and that sone or all of them
may require NAT for connectivity to the public Internet.

If a public IP address is required for a network interface, the ALTO
client SHOULD use the Session Traversal Utilities for NAT ( STUN)

[ RFC5389]. If using this nethod, the host MJUST use the "Binding
Request" nessage and the resulting "XOR MAPPED- ADDRESS" par anet er
that is returned in the response. Using STUN requires cooperation
froma publicly accessible STUN server. Thus, the ALTO client also
requires configuration information that identifies the STUN server,
or a domain nane that can be used for STUN server discovery. To be
selected for this purpose, the STUN server needs to provide the
public reflexive transport address of the host.

ALTO clients shoul d be cognizant that the network path between
endpoi nts can depend on multiple factors, e.g., source address and
destination address used for comunication. An ALTO server provides
i nformati on based on endpoi nt addresses (nore generally, network

| ocations), but the nechanisns used for deternining existence of
connectivity or usage of NAT between endpoints are out of scope of
thi s docunent.

4. Endpoint and Path Properties

An ALTO server could nake avail abl e many properties about endpoints
beyond their network | ocation or grouping. For exanple, connection
type, geographical |ocation, and others nay be useful to
applications. This specification focuses on network |ocation and
groupi ng, but the protocol may be extended to handl e ot her endpoint
properties.
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14.

| ANA Consi der ati ons

Thi s docunent defines registries for application/alto-* nedia types,
ALTO cost netrics, ALTO endpoint property types, ALTO address types,
and ALTO error codes. Initial values for the registries and the
process of future assignnents are given bel ow

1. application/alto-* Media Types

This docunent registers nultiple nmedia types, listed in Table 2.
S o e e e e e e e e e e e oo e e e a - +
| Type | Subtype | Specification |
. I N +

al to-directory+json

| | | - |
| application | alto-networkmap+json | Section 11.2.1.1

| application | alto-networkmapfilter+json | Section 11.3.1.1

| application | alto-costmap+json | Section 11.2.3.1

| application | alto-costmapfilter+json | Section 11.3.2.1

| application | alto-endpointprop+json | Section 11.4.1.1

| application | alto-endpointpropparans+json | Section 11.4.1.1

| application | alto-endpointcost+json | Section 11.5.1.1

| application | alto-endpointcostparans+json | Section 11.5.1.1

| application | alto-error+json | Section 8.5.1
T i e e e e +

Table 2: ALTO Protocol Media Types
Type nane: application

Subt ype nanme: This docunents registers nultiple subtypes, as listed
in Table 2.

Required paraneters: n/a

Optional paraneters: n/a

Encodi ng consi derations: Encoding considerations are identical to
those specified for the "application/json" nedia type. See
[ RFC7159] .

Security considerations: Security considerations relating to the
generation and consunption of ALTO Protocol nessages are di scussed
in Section 15.

Interoperability considerations: This docunment specifies format of
conform ng messages and the interpretation thereof.
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Publ i shed specification: This docunent is the specification for
these nedia types; see Table 2 for the section docunenting each
medi a type.

Applications that use this nedia type: ALTO servers and ALTO clients
either stand al one or are enbedded within other applications.

Addi tional information:
Magi ¢ nunber(s): n/a

File extension(s): This docunent uses the nmine type to refer to
prot ocol nmessages and thus does not require a file extension.

Maci ntosh file type code(s): n/a

Person & enmnil| address to contact for further information: See
Aut hors’ Addresses secti on.

I ntended usage: COMVON
Restrictions on usage: n/a
Aut hor: See Authors’ Addresses section.

Change controller: |Internet Engineering Task Force
(mailto:iesg@etf.org).

2. ALTO Cost Metric Registry

| ANA has created and now nmintains the "ALTO Cost Metric Registry",
listed in Table 3.

B TS i +
| Identifier | Intended Semantics |
S e +
| routingcost | See Section 6.1.1.1 |
| priv: | Private use |
B Fmm e e e e +

Table 3: ALTO Cost Metrics

This registry serves two purposes. First, it ensures uniqueness of
identifiers referring to ALTO cost netrics. Second, it provides
references to particular semantics of allocated cost netrics to be
applied by both ALTO servers and applications utilizing ALTO clients.
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New ALTO cost netrics are assigned after | ETF Revi ew [ RFC5226] to
ensure that proper docunentation regarding ALTO cost netric senmantics
and security considerations has been provided. The RFCs docunenting
the new netrics should be detail ed enough to provide guidance to both
ALTO service providers and applications utilizing ALTO clients as to
how val ues of the registered ALTO cost netric should be interpreted.
Updates and del etions of ALTO cost netrics follow the sanme procedure.

Regi stered ALTO cost netric identifiers MJST conformto the
syntactical requirenments specified in Section 10.6. Ildentifiers are
to be recorded and displayed as strings.

As specified in Section 10.6, identifiers prefixed with "priv:" are
reserved for Private Use.

Requests to add a new value to the registry MJST include the
followi ng information:

o ldentifier: The nane of the desired ALTO cost netric.

0 Intended Semantics: ALTO costs carry with them semantics to guide
their usage by ALTO clients. For exanple, if a value refers to a
measur enent, the measurenment units nust be docunented. For proper
i npl enentation of the ordinal cost node (e.g., by a third-party
service), it should be docunented whether higher or |ower val ues
of the cost are nore preferred.

0 Security Considerations: ALTO costs expose information to ALTO
clients. As such, proper usage of a particular cost netric may
require certain information to be exposed by an ALTO service
provider. Since network information is frequently regarded as
proprietary or confidential, ALTO service providers should be made
aware of the security ramifications related to usage of a cost
metric.

This specification requests registration of the identifier
"routingcost". Senmantics for the this cost netric are docunented in
Section 6.1.1.1, and security considerations are docunented in
Section 15. 3.
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14.3. ALTO Endpoi nt Property Type Registry

| ANA has created and now nai ntains the "ALTO Endpoi nt Property Type
Regi stry", listed in Table 4.

B S o e e e e e e e oo o +
| Identifier | Intended Senmantics
S e +
| pid | See Section 7.1.1
| priv: | Private use |
S e e e a - +

Tabl e 4: ALTO Endpoi nt Property Types

The mai ntenance of this registry is simlar to that of the preceding
ALTO cost netrics. That is, the registry is nmaintained by | ANA
subject to the description in Section 10.8. 2.

New endpoi nt property types are assigned after | ETF Review [ RFC5226]
to ensure that proper docunentation regarding ALTO endpoi nt property
type semantics and security considerations has been provided.

Updat es and del etions of ALTO endpoint property types follow the sane
pr ocedur e.

Regi stered ALTO endpoint property type identifiers MJST conformto
the syntactical requirenents specified in Section 10.8. 1.
Identifiers are to be recorded and di spl ayed as strings.

As specified in Section 10.8.1, identifiers prefixed with "priv:" are
reserved for Private Use.

Requests to add a new value to the registry MJST include the
follow ng information:

o ldentifier: The nane of the desired ALTO endpoi nt property type.

0 Intended Semantics: ALTO endpoint properties carry with them
semantics to guide their usage by ALTO clients. Hence, a docunent
defining a new type shoul d provide guidance to both ALTO service
provi ders and applications utilizing ALTO clients as to how val ues
of the registered ALTO endpoint property should be interpreted.

For exanple, if a value refers to a neasurenent, the neasurenent
units must be docunented

0 Security Considerations: ALTO endpoint properties expose
information to ALTO clients. ALTO service providers should be
made aware of the security ramfications related to the exposure
of an endpoi nt property.
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In particular, the request should discuss the sensitivity of the

i nformation, and why such sensitive information is required for ALTO
based operations. It may recommend that |SP provide nmechani sns for
users to grant or deny consent to such information sharing.
Limtation to a trust domain being a type of consent bounding.

A request defining new endpoint properties should focus on exposing
attributes of endpoints that are related to the goals of ALTO --
optinmization of application-layer traffic -- as opposed to nore
general properties of endpoints. Miintaining this focus on

techni cal, network-layer data will also hel p extension devel opers
avoid the privacy concerns associated with publishing infornation
about endpoints. For exanpl e:

0 An extension to indicate the capacity of a server would likely be
appropriate, since server capacities can be used by a client to
choose between multiple equivalent servers. |In addition, these
properties are unlikely to be viewed as private information

0 An extension to indicate the geol ocation of endpoints mnight be
appropriate. In sone cases, a certain |level of geolocation (e.g.
to the country level) can be useful for selecting content sources.
More precise geol ocation, however, is not relevant to content
delivery, and is typically considered private.

0 An extension indicating denmographic attributes of the owner of an
endpoint (e.g., age, sex, incone) would not be appropriate,
because these attributes are not related to delivery optim zation
and because they are clearly private data.

This specification requests registration of the identifier "pid"

Semantics for this property are docunmented in Section 7.1.1, and
security considerations are docunented in Section 15.4.
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14. 4. ALTO Address Type Registry

| ANA has created and now rnaintains the "ALTO Address Type Registry",
listed in Table 5.

B S S S Fom e e e oo oo +
| Identifier | Address | Prefix Encoding | Mapping to/from |
| | Encoding | | 1 Pv4/v6 |
. . . T +
| ipva | See Section | See Section | Direct mapping

| | 10.4.3 | 10.4.4 | to IPv4 |
| ipv6 | See Section | See Section | Direct mapping

| | 10.4.3 | 10.4.4 | to I Pv6 |
I . . T +

Tabl e 5: ALTO Address Types

This registry serves two purposes. First, it ensures uniqueness of
identifiers referring to ALTO address types. Second, it states the
requi renents for allocated address type identifiers.

New ALTO address types are assigned after |ETF Review [ RFC5226] to
ensure that proper documentation regarding the new ALTO address types
and their security considerations has been provided. RFCs defining
new address types should indicate how an address of a registered type
i s encoded as an Endpoi nt Addr and, if possible, a conpact nethod
(e.g., IPv4 and IPv6 prefixes) for encoding a set of addresses as an
Endpoi nt Prefi x. Updates and del eti ons of ALTO address types follow

t he sane procedure.

Regi stered ALTO address type identifiers MJIST conformto the
syntactical requirenents specified in Section 10.4.2. ldentifiers
are to be recorded and di spl ayed as strings.

Requests to add a new value to the registry MJST include the
followi ng information:

o ldentifier: The nane of the desired ALTO address type.

0 Endpoi nt Address Encodi ng: The procedure for encodi ng an address
of the registered type as an Endpoi nt Addr (see Section 10.4.3).

o Endpoint Prefix Encoding: The procedure for encoding a set of
addresses of the registered type as an Endpoi ntPrefix (see
Section 10.4.4). |f no such conpact encoding is available, the
same encodi ng used for a singular address may be used. In such a
case, it nust be docunented that sets of addresses of this type
al ways have exactly one el enent.
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o Mapping to/fromIPv4/lPve Addresses: |f possible, a nechanismto
map addresses of the registered type to and fromIPv4 or |Pv6
addresses shoul d be specified.

0 Security Considerations: In sonme usage scenarios, endpoint
addresses carried in ALTO Protocol nessages may reveal information
about an ALTO client or an ALTO service provider. Applications
and ALTO service providers using addresses of the registered type
shoul d be made aware of how (or if) the addressing schene rel ates
to private informati on and network proxinity.

This specification requests registration of the identifiers "ipv4"
and "ipve", as shown in Table 5.

5. ALTO Error Code Registry

| ANA has created and now naintains the "ALTO Error Code Registry".
Initial values are listed in Table 1, and recommended usage of the
error codes is specified in Section 8.5.2.

Al t hough the error codes defined in Table 1 are already quite

conpl ete, future extensions may define new error codes. The "ALTO
Error Code Registry" ensures the uniqueness of error codes when new
error codes are added.

New ALTO error codes are assigned after |ETF Review [ RFC5226] to
ensure that proper docunentation regarding the new ALTO error codes
and their usage has been provided.

A request to add a new ALTO error code to the registry MJST incl ude
the follow ng infornmation:

0 Error Code: A string starting with E_ to indicate the error

0 Intended Usage: ALTO error codes carry with them semantics to
gui de their usage by ALTO servers and clients. |In particular, if
a new error code indicates conditions that overlap with those of
an existing ALTO error code, reconmended usage of the new error
code shoul d be specified.

Security Considerations

Some environnents and use cases of ALTO require consideration of
security attacks on ALTO servers and clients. In order to support
those environments interoperably, the ALTO requirenents docunent

[ RFC6708] outlines mninumto-inplement authentication and ot her
security requirenments. This docunent considers the following threats
and protection strategies.
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1. Authenticity and Integrity of ALTO Infornation
1.1. Risk Scenarios

An attacker may want to provide false or nodified ALTO i nformati on
resources or an information resource directory to ALTOclients to
achieve certain malicious goals. As an exanple, an attacker may
provi de fal se endpoint properties. For exanple, suppose that a
networ k supports an endpoi nt property named "hasQuota", which reports
whet her an endpoi nt has usage quota. An attacker may want to
generate a false reply to lead to unexpected charges to the endpoint.
An attack may al so want to provide a fal se cost map. For exanple, by
faking a cost nap that highly prefers a snall address range or a
singl e address, the attacker may be able to turn a distributed
application into a Distributed-Denial -of-Service (DDoS) tool

Dependi ng on the network scenario, an attacker can attack
authenticity and integrity of ALTO i nformation resources using
various techni ques, including, but not linted to, sending forged
DHCP replies in an Ethernet, DNS poisoning, and installing a
transparent HTTP proxy that does sone nodifications.

1.2. Protection Strategies

ALTO protects the authenticity and integrity of ALTO i nfornation
(both information directory and individual information resources) by
| everaging the authenticity and integrity nmechanisns in TLS (see
Section 8.3.5).

ALTO service providers who request server certificates and
certification authorities who issue ALTO specific certificates SHOULD
consi der the recomendati ons and gui delines defined in [ RFC6125].

Sof t war e engi neers devel opi ng and service providers depl oying ALTO
shoul d make thenselves fanmiliar with possibly updated standards
docunents as well as up-to-date Best Current Practices on configuring
HTTP over TLS

1.3. Limtations

The protection of HTTP over TLS for ALTO depends on that the domain
nane in the URI for the information resources is not conprised. This
will depend on the protection inplenmented by service discovery.

A depl oynent scenario nmay require redistribution of ALTO i nformation
to inprove scalability. Wen authenticity and integrity of ALTO
information are still required, then ALTO clients obtaining ALTO

i nformati on through redistribution nust be able to validate the
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received ALTO information. Support for this validation is not
provided in this docunment, but it may be provided by extension
docunent s.

2. Pot enti al Undesirabl e Gui dance from Aut henti cated ALTO
I nformati on

2.1. Risk Scenarios

The ALTO services make it possible for an ALTO service provider to
i nfluence the behavior of network applications. An ALTO service
provi der may be hostile to sone applications and, hence, try to use
ALTO information resources to achieve certain goals [ RFC5693]:

...redirecting applications to corrupted nmedi ators providing
mal i ci ous content, or applying policies in computing cost maps
based on criteria other than network efficiency.

See [ ALTO DEPLOYMENT] for additional discussions on faked ALTO
gui dance

A related scenario is that an ALTO server could unintentionally give
"bad" gui dance. For exanple, if many ALTO clients follow the cost
map or the Endpoi nt Cost Service guidance w t hout doing additiona
sanity checks or adaptation, nore preferable hosts and/or |inks could
get overloaded while less preferable ones renmain idle; see AR-14 of

[ RFC6708] for related application considerations.

2.2. Protection Strategies

To protect applications fromundesirable ALTO i nfornati on resources,
it is inportant to note that there is no protocol mechanismto
requi re conform ng behaviors on how applications use ALTO i nfornmation
resources. An application using ALTO may consider including a
mechani smto detect m sleading or undesirable results fromusing ALTO
i nformati on resources. For exanple, if throughput nmeasurenents do
not show "better-than-random' results when using an ALTO cost nap to
sel ect resource providers, the application nay want to disable ALTO
usage or switch to an external ALTO server provided by an

"i ndependent organi zation" (see AR-20 and AR-21 in [ RFC6708]). |If
the first ALTO server is provided by the access network service

provi der and the access network service provider tries to redirect
access to the external ALTO server back to the provider’'s ALTO server
or try to tanper with the responses, the precedi ng authentication and
integrity protection can detect such a behavior
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3. Confidentiality of ALTO Infornation
3.1. Risk Scenarios

In many cases, although ALTO information resources may be regarded as
non-confidential information, there are deploynent cases in which
ALTO infornmation resources can be sensitive infornmation that can pose
risks if exposed to unauthorized parties. This document discusses
the risks and protection strategies for such depl oynent scenari os.

For exanple, an attacker may infer details regarding the topol ogy,
status, and operational policies of a network through its ALTO
network and cost maps. As a result, a sophisticated attacker nay be
able to infer nore fine-grained topology information than an | SP
hosting an ALTO server intends to disclose. The attacker can

| everage the information to nount effective attacks such as focusing
on hi gh-cost 1inks.

Reveal i ng sone endpoint properties nmay al so reveal additiona

i nformati on than the provider intended. For exanple, when adding the
line bitrate as one endpoint property, such infornmation may be
potentially linked to the income of the habitants at the network

| ocation of an endpoint.

In Section 5.2.1 of [RFC6708], three types of risks associated with
the confidentiality of ALTO information resources are identified:
risk type (1) Excess disclosure of the ALTO service provider’s data
to an authorized ALTO client; risk type (2) Disclosure of the ALTO
service provider’s data (e.g., network topol ogy information or
endpoi nt addresses) to an unauthorized third party; and risk type (3)
Excess retrieval of the ALTO service provider’'s data by collaborating
ALTO clients. [ALTO DEPLOYMENT] al so discusses infornation | eakage
fromALTO

3.2. Protection Strategies

To address risk types (1) and (3), the provider of an ALTO server
nmust be cogni zant that the network topol ogy and provisioning

i nformation provided through ALTO may | ead to attacks. ALTO does not
require any particular level of details of information disclosure;
hence, the provider should eval uate how nmuch information is reveal ed
and the associated risks.

To address risk type (2), the ALTO Protocol needs confidentiality.
Since ALTO requires that HTTP over TLS nust be supported, the
confidentiality mechanismis provided by HITP over TLS.
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For depl oynent scenarios where client authentication is desired to
address risk type (2), ALTO requires that HTTP Digestion

Aut hentication is supported to achieve ALTO client authentication to
limt the nunber of parties with whom ALTO i nformation is directly
shared. TLS client authentication nay al so be supported. Depending
on the use case and scenari o, an ALTO server may apply other access
control techniques to restrict access to its services. Access
control can also help to prevent Denial -of-Service attacks by
arbitrary hosts fromthe Internet. See [ALTO DEPLOYMENT] for a nore
detail ed di scussion on this issue.

See Section 14.3 on guidelines when registering endpoint properties
to protect endpoint privacy.

3.3. Limtations

ALTO i nformati on providers should be cogni zant that encryption only
protects ALTO information until it is decrypted by the i ntended ALTO
client. Digital R ghts Managenent (DRM techniques and | ega
agreenments protecting ALTO i nformation are outside of the scope of
thi s docunent.

4. Privacy for ALTO Users
4.1. Risk Scenarios

The ALTO Protocol provides nmechanisnms in which the ALTO cli ent
serving a user can send nessages containing network | ocation
identifiers (I P addresses or fine-grained PIDs) to the ALTO server
This is particularly true for the Endpoint Property, the Endpoint
Cost, and the fine-grained Filtered Map services. The ALTO server or
a third party who is able to intercept such nmessages can store and
process obtained information in order to anal yze user behaviors and
communi cati on patterns. The analysis may correlate information
collected frommultiple clients to deduce additional application/
content information. Such analysis can lead to privacy risks. For a
nore conprehensive classification of related risk scenarios, see
cases 4, 5, and 6 in [RFC6708], Section 5.2.

4.2. Protection Strategies

To protect user privacy, an ALTO client should be cogni zant about
potential ALTO server tracking through client queries, e.g., by using
HTTP cookies. The ALTO Protocol as defined by this docunment does not
rely on HTTP cookies. ALTO clients MAY decide not to return cookies
received fromthe server, in order to nmake tracking nore difficult.
However, this m ght break protocol extensions that are beyond the
scope of this docunent.
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An ALTO client nmay consider the possibility of relying only on ALTO
network maps for PIDs and cost naps anongst PIDs to avoid passing |IP
addresses of other endpoints (e.g., peers) to the ALTO server. \Wen
specific | P addresses are needed (e.g., when using the Endpoi nt Cost
Service), an ALTO client SHOULD m nim ze the anount of information
sent in | P addresses. For exanple, the ALTO client nmay consider
obfuscation techniques such as specifying a broader address range
(i.e., a shorter prefix length) or by zeroing out or random zing the
last few bits of |IP addresses. Note that obfuscation may yield | ess
accurate results.

5. Availability of ALTO Services
5.1. Risk Scenarios

An attacker may want to disable the ALTO services of a network as a
way to disable network guidance to large scale applications. In
particul ar, queries that can be generated with | ow effort but result
i n expensive workl oads at the ALTO server could be exploited for

Deni al - of - Servi ce attacks. For instance, a sinple ALTO query with n
source network | ocations and m destination network | ocations can be
generated fairly easily but results in the conputation of n*m path
costs between pairs by the ALTO server (see Section 5.2).

5.2. Protection Strategies

The ALTO service provider should be cogni zant of the workload at the
ALTO server generated by certain ALTO Queries, such as certain
queries to the Map Service, the Map-Filtering Service and the
Endpoi nt Cost (Ranking) Service. One way to linit Denial-of-Service
attacks is to enploy access control to the ALTO server. The ALTO
server can also indicate overload and reject repeated requests that
can cause availability problems. Mre advanced protection schenes
such as computational puzzles [SIP] may be considered in an extension
docunent .

An ALTO service provider should also | everage the fact that the Map
Service allows ALTO servers to pre-generate maps that can be
distributed to many ALTO clients.

Manageabi l ity Consi derations

This section details operations and nanagenent consi derations based
on existing deploynents and di scussions during protocol devel opnent.
It also indicates where extension docunents are expected to provide
appropriate functionality discussed in [RFC5706] as additiona

depl oynent experience becones avail abl e.
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1. Operations
1.1. Installation and Initial Setup

The ALTO Protocol is based on HITP. Thus, configuring an ALTO server
may require configuring the underlying HITP server inplenentation to
define appropriate security policies, caching policies, perfornance
settings, etc.

Additionally, an ALTO service provider will need to configure the
ALTO information to be provided by the ALTO server. The granularity
of the topological map and the cost maps is left to the specific
policies of the ALTO service provider. However, a reasonable default
may include two PIDs, one to hold the endpoints in the provider’s
network and the second PID to represent full |1Pv4 and | Pv6
reachability (see Section 11.2.2), with the cost between each source/
destination PID set to 1. Another operational issue that the ALTO
service provider needs to consider is that the filtering service can
degenerate into a full map service when the filtering input is enpty.
Al t hough this choice as the degeneration behavi or provides
continuity, the conputational and network |oad of serving full maps
to a large nunber of ALTO clients should be consi dered.

| mpl enenters enploying an ALTO client should attenpt to automatically
di scover an appropriate ALTO server. Manual configuration of the
ALTO server | ocation my be used where automatic discovery is not
appropriate. Methods for autonmatic di scovery and manual
configuration are discussed in [ALTO SERVER- DI SC] .

Specifications for underlying protocols (e.g., TCP, HITP, TLS) shoul d
be consulted for their available settings and proposed default
configurations.

1.2. Mgration Path

Thi s docunent does not detail a migration path for ALTO servers since
there is no previous standard protocol providing the simlar
functionality.

There are existing applications nmaking use of network information

di scovered fromother entities such as whois, geo-location databases,
or round-trip time neasurenents, etc. Such applications should

consi der using ALTO as an additional source of information; ALTO need
not be the sole source of network information.
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1.3. Dependencies on O her Protocols and Functional Conponents

The ALTO Protocol assunes that HTTP client and server inplenmentations
exist. It also assunes that JSON encoder and decoder i npl enentations
exi st.

An ALTO server assunes that it can gather sufficient information to
popul ate Network and Cost maps. "Sufficient information" is
dependent on the information bei ng exposed, but l|ikely includes

i nformati on gathered from protocols such as I GP and EGP Routi ng

I nformati on Bases (see Figure 1). Specific nechani sns have been
proposed (e.g., [ALTO-SVR-APIS]) and are expected to be provided in
ext ensi on docunents.

1.4. Inpact and Qbservati on on Network Operation

ALTO presents a new opportunity for managi ng network traffic by
providing additional information to clients. In particular, the
depl oynent of an ALTO server may shift network traffic patterns, and
the potential inpact to network operation can be large. An ALTO
servi ce provider should ensure that appropriate information is being
exposed. Privacy inplications for |SPs are discussed in

Section 15. 3.

An ALTO service provider should consider how to neasure inpacts on
(or integration with) traffic engineering, in addition to nmonitoring
correctness and responsi veness of ALTO servers. The neasurenent of

i npacts can be chal |l engi ng because ALTO enabl ed applications may not
provide related i nformati on back to the ALTO service provider

Furt hernore, the neasurenent of an ALTO service provider may show
that ALTO clients are not bound to ALTO server guidance as ALTO is
only one source of information.

While it can be challenging to neasure the inpact of ALTO gui dance,

there exi st sone possible techniques. 1In certain trusted depl oynment
environnents, it nay be possible to collect information directly from
ALTO clients. It may al so be possible to vary or selectively disable

ALTO gui dance for a portion of ALTO clients either by tine,
geogr aphi cal region, or sonme other criteria to conpare the network
traffic characteristics with and without ALTO

Both ALTO service providers and those using ALTO clients should be
aware of the inpact of incorrect or faked gui dance (see
[ ALTO- DEPLOYMENT] ) .
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2.  Managenent
2.1. Managenent Interoperability

A common managenent APl woul d be desirable given that ALTO servers
may typically be configured with dynanic data from various sources
and ALTO servers are intended to scale horizontally for fault-
tolerance and reliability. A specific APl or protocol is outside the
scope of this docunment, but may be provided by an extension docunent.

Logging is an inportant functionality for ALTO servers and, depending
on the depl oynent, ALTO clients. Logging should be done via syslog
[ RFC5424] .

2.2. Managenent |nformation

A Managenent Information Mddel (see Section 3.2 of [RFC5706]) is not
provi ded by this docunment, but should be included or referenced by
any extension docunenting an ALTO rel at ed managenent APl or protocol

2.3. Fault Managenent

An ALTO service provider should nonitor whether any ALTO servers have
failed. See Section 16.2.5 for related netrics that nmay indicate
server failures

2.4. Configuration Managenent

St andar di zed approaches and protocols to configuration managenent for
ALTO are outside the scope of this docunent, but this docunent does
outline high-level principles suggested for future standardi zation
efforts.

An ALTO server requires at least the followi ng |ogical inputs:

o Data sources fromwhich ALTO i nformati on resources is derived.
This can be either raw network information (e.g., fromrouting
el ements) or pre-processed ALTO |l evel information in the forns of
net wor k maps, cost maps, etc.

o Algorithms for conputing the ALTO information returned to clients.
These could return either informati on from a dat abase or
i nformati on custom zed for each client.

0 Security policies mapping potential clients to the infornmation
that they have privilege to access.
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Mul tiple ALTO servers can be deployed for scalability. A centralized
configuration database may be used to ensure they are providing the
desired ALTO information with appropriate security controls. The
ALTO information (e.g., network naps and cost maps) being served by
each ALTO server, as well as security policies (HITP authentication
TLS client and server authentication, TLS encryption paraneters)
intended to serve the sane information should be nonitored for
consi st ency.

2.5. Performance Managenent

An exhaustive list of desirable performance information fromALTO
servers and ALTO clients are outside of the scope of this docunent.
The following is a list of suggested ALTO specific nmetrics to be
nmoni t ored based on the existing depl oynent and protocol devel oprment
experi ence:

0 Requests and responses for each service listed in an infornation
directory (total counts and size in bytes);

o CPU and nmenory utilization
0 ALTO map updates;
0 Number of Pl Ds;
0 ALTO map sizes (in-nenory size, encoded size, nunber of entries).
2.6. Security Mnagenent
Section 15 docunents ALTO specific security considerations.
Operators should configure security policies with those in nind
Readers should refer to HITP [ RFC7230] and TLS [ RFC5246] and rel ated
docunents for nechani sns available for configuring security policies.
O her appropriate security nechanisns (e.g., physical security,
firewalls, etc.) should al so be considered.
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Appendi x B. Design History and Merged Proposal s

The ALTO Protocol specified in this docunent consists of
contributions from

0 PAP [ P4P- FRAVEVORK] , [ P4P- SI GCOMWD8], [ P4P- SPEC];
0 ALTO I nfo-Export [ALTO | NFOEXPORT] ;
0 Query/ Response [ALTO QUERYRESPONSE], [ALTO MULTI-PS]; and
0 Proxidor [PROXIDOR].
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