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Abst ract
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This meno docunents sone operational practices that allow ARP/ND to

scale in data center environnments.

As described in [ RFC6820], the increasing trend of rapid workload

shifting and server virtualization in nodern data centers requires
servers to be | oaded (or reloaded) with different Virtual Mchines
(VMs) or applications at different tinmes. Different VMs residing on
one physical server may have different | P addresses or may even be in

different | P subnets.

In order to all ow a physical server to be |oaded with VMs in

different subnets or allow VMs to be noved to different server racks

wi t hout | P address reconfiguration, the networks need to enabl e

mul ti pl e broadcast domains (nmany VLANS) on the interfaces of L2/L3

boundary routers and Top-of-Rack (ToR) switches and all ow some
subnets to span nmultiple router ports.

Note: L2/L3 boundary routers as discussed in this docunment are

capabl e of forwarding | EEE 802.1 Ethernet frames (Layer 2) without a
Medi a Access Control (MAC) header change. Wen subnets span nmultiple

ports of those routers, they still fall under the category of
"single-link" subnets, specifically the nulti-access |ink nodel
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recomended by [ RFC4903]. They are different fromthe "nulti-Iink"
subnets described in [Milti-Link] and RFC 4903, which refer to

di fferent physical nmedia with the sanme prefix connected to one
router. Wthin the "multi-link" subnet described in RFC 4903, Layer
2 frames fromone port cannot be natively forwarded to another port
wi t hout a header change.

Unfortunately, when the conbined nunber of VMs (or hosts) in all

t hose subnets is large, this can | ead to address resolution (i.e.

| Pv4 ARP and | Pv6 ND) scaling issues. There are three nmjor issues
associ ated with ARP/ ND address resol ution protocols when subnets span
nmultiple L2/ L3 boundary router ports:

1) The ARP/ ND nessages being flooded to many physical |ink segnents,
whi ch can reduce bandwi dth utilization for user traffic.

2) The ARP/ND processing load inpact on the L2/L3 boundary routers.

3) In IPv4, every end station in a subnet receiving ARP broadcast
messages fromall other end stations in the subnet. |Pv6 ND has
elimnated this issue by using multicast.

Since the mapjority of data center servers are noving towards 1G or
10G ports, the bandw dth taken by ARP/ ND nessages, even when fl ooded
to all physical |inks, becones negligible conpared to the |ink
bandwi dth. In addition, |GW/ M.D (Internet G oup Managenent Protoco
and Multicast Listener Discovery) snooping [ RFC4541] can further
reduce the ND nmulticast traffic to some physical |ink segnents

As nodern servers’ conputing power increases, the processing taken by
a |l arge anpbunt of ARP broadcast nessages becones less significant to
servers. For exanple, lab testing shows that 2000 ARP requests

per second only takes 2% of a single-core CPU server. Therefore, the
i npact of ARP broadcasts to end stations is not significant on
today’ s servers

Statistics provided by Merit Network [ ARMD-Statistics] have shown
that the major inpact of a |arge nunber of nobile VMs in a data
center is on the L2/L3 boundary routers, i.e., issue 2 above.

This meno docunents sonme sinple practices that can scale ARP/ND in a

data center environnent, especially in reducing processing |oads to
L2/ L3 boundary routers.

Dunbar, et al. I nf or mat i onal [ Page 3]



RFC 7342 Scaling ARP and ND in Large DCs August 2014

2.

Ter m nol ogy

Thi s docunent reuses nuch of the terminology from[RFC6820]. Many of
the definitions are presented here to aid the reader.

ARP: | Pv4 Address Resol ution Protocol [RFC826]
Aggregation Switch: A Layer 2 switch interconnecting ToR switches

Bri dge: | EEE802. 1Q conpliant device. |In this docunent, the term
"Bridge" is used interchangeably with "Layer 2 switch"

DC. Data Center
DA: Destinati on Address

End Station: VM or physical server, whose address is either the
destination or the source of a data franme

EoR End-of-Row switches in a data center

NA: | Pv6 Nei ghbor Adverti sement

ND: | Pv6 Nei ghbor Di scovery [ RFC4861]

NS: | Pv6 Nei ghbor Solicitation

SA: Source Address

ToR Top-of-Rack Switch (al so known as access switch)
UNA: | Pv6 Unsolicited Neighbor Advertisenent

VM Virtual Machine

Subnet: Refers to the nulti-access |ink subnet referenced by RFC 4903
Common DC Net wor k Desi gns

Some common networ k designs for a data center include:
1) Layer 3 connectivity to the access swtch,

2) Large Layer 2, and

3) Overlay nodels.

Dunbar, et al. I nf or mat i onal [ Page 4]



RFC 7342 Scaling ARP and ND in Large DCs August 2014

There is no single network design that fits all cases. The follow ng
sections docunent sone of the comon practices to scal e address
resol uti on under each network design.

4. Layer 3 to Access Switches

This network design configures Layer 3 to the access swtches,
effectively making the access switches the L2/L3 boundary routers for
the attached VMs.

As described in [ RFC6820], many data centers are architected so that
ARP/ ND broadcast/nmulti cast nessages are confined to a few ports
(interfaces) of the access switches (i.e., ToR sw tches).

Anot her variant of the Layer 3 solution is a Layer 3 infrastructure
configured all the way to servers (or even to the VMs), which
confines the ARP/ND broadcast/nulticast nessages to the small nunber
of VM5 within the server.

Advant age: Both ARP and ND scale well. There is no address
resolution issue in this design.

D sadvant age: The mai n di sadvantage of this network design occurs
during VM novenent. During VM novenent, either VMs need an
address change or switches/routers need a configuration change
when the VMs are noved to different |ocations.

Summary: This solution is nore suitable to data centers that have a
static workl oad and/or network operators who can reconfigure IP
addr esses/ subnets on switches before any workl oad change. No
protocol changes are suggest ed.

5. Layer 2 Practices to Scale ARP/ND

5.1. Practices to Alleviate APR/ ND Burden on L2/L3 Boundary Routers
The ARP/ ND broadcast/nulticast nmessages in a Layer 2 donmin can
negatively affect the L2/L3 boundary routers, especially with a |arge
nunber of VMs and subnets. This section describes some commonly used

practices for reducing the ARP/ND processing required on L2/L3
boundary routers.
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5.1.1. Communicating with a Peer in a Different Subnet

Scenario: Wen the originating end station doesn’t have its default
gateway MAC address in its ARP/ND cache and needs to comuni cate
with a peer in a different subnet, it needs to send ARP/ ND
requests to its default gateway router to resolve the router’s MAC
address. If there are many subnets on the gateway router and a
| arge nunber of end stations in those subnets that don’t have the
gateway MAC address in their ARP/ND caches, the gateway router has
to process a very large nunmber of ARP/ND requests. This is often
CPU intensive, as ARP/ND nessages are usually processed by the CPU
(and not in hardware).

Note: Any centralized configuration that preloads the default MAC
addresses is not included in this scenario.

Solution: For IPv4 networks, a practice to alleviate this problemis
to have the L2/L3 boundary router send periodic gratuitous ARP
[ Gratui t ousARP] nessages, so that all the connected end stations
can refresh their ARP caches. As a result, nmost (if not all) end
stations will not need to send ARP requests for the gateway
routers when they need to conmmuni cate with external peers.

For the above scenario, IPv6 end stations are still required to send
uni cast ND nessages to their default gateway router (even with those
routers periodically sending Unsolicited Neighbor Advertisenents)
because I Pv6 requires bidirectional path validation

Advant age: This practice results in a reduction of ARP requests to be
processed by the L2/L3 boundary router for |Pv4.

Di sadvant age: This practice doesn't reduce ND processing on the L2/L3
boundary router for IPv6 traffic.

Recommendation: If the network is an IPv4-only network, then this
approach can be used. For an |IPv6 network, one needs to consider
the work described in [ RFC7048]. Note: ND and Secure Nei ghbor
Di scovery (SEND) [ RFC3971] use the bidirectional nature of queries
to detect and prevent security attacks.
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5.1.2. L2/L3 Boundary Router Processing of |nbound Traffic

Scenario: When an L2/L3 boundary router receives a data frane
destined for a | ocal subnet and the destination is not in the
router’s ARP/ ND cache, sone routers hold the packet and trigger an
ARP/ ND request to resolve the L2 address. The router nay need to
send nultiple ARP/ND requests until either a tinmeout is reached or
an ARP/ND reply is received before forwarding the data packets
towards the target’s MAC address. This process is not only CPU
i ntensive but also buffer intensive.

Solution: To protect a router from being overburdened by resol ving
target MAC addresses, one solution is for the router to linit the
rate of resolving target MAC addresses for inbound traffic whose
target is not in the router’s ARP/ND cache. Wen the rate is
exceeded, the incomng traffic whose target is not in the ARP/ND

cache is dropped.

For an | Pv4 network, another comon practice to alleviate pain caused
by this problemis for the router to snoop ARP nessages between ot her
hosts, so that its ARP cache can be refreshed with active addresses
in the L2 domain. As a result, there is an increased likelihood of
the router’s ARP cache having the IP-MAC entry when it receives data
frames fromexternal peers. [RFC6820] Section 7.1 provides a ful
description of this problem

For I Pv6 end stations, routers are supposed to send Router
Advertisenments (RAs) unicast even if they have snooped UNAs/ NSs/ NAs
fromthose stations. Therefore, this practice allows an L2/L3
boundary to send unicast RAs to the target instead of nulticasts.

[ RFC6820] Section 7.2 has a full description of this problem

Advant age: This practice results in a reduction of the nunber of ARP
requests that routers have to send upon receiving | Pv4 packets and
t he nunber of I1Pv4 data franmes fromexternal peers that routers
have to hold due to targets not being in the ARP cache.

Di sadvant age: The ampount of ND processing on routers for IPv6 traffic
is not reduced. |Pv4 routers still need to hold data packets from
external peers and trigger ARP requests if the targets of the data
packets either don't exist or are not very active. |In this case,
| Pv4 processing or | Pv4 buffers are not reduced.

Recommendation: If there is a higher chance of routers receiving data

packets that are destined for nonexistent or inactive targets,
al ternative approaches shoul d be consi dered.
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5.1

Dun

.3. Inter-Subnet Conmmuni cations

The router could be hit with ARP/ND requests tw ce when the
originating and destination stations are in different subnets
attached to the sane router and those hosts don’t conmunicate with
external peers often enough. The first hit is when the originating
station in subnet-A initiates an ARP/ND request to the L2/L3 boundary
router if the router’s MACis not in the host’s cache (Section 5.1.1
above), and the second hit is when the L2/L3 boundary router
initiates ARP/ND requests to the target in subnet-B if the target is
not in the router’s ARP/ND cache (Section 5.1.2 above).

Again, practices described in Sections 5.1.1 and 5.1.2 can alleviate
some problens in sone | Pv4 networks

For I Pv6 traffic, the practices described above don't reduce the ND
processing on L2/L3 boundary routers.

Recommendati on: Consi der the recommended approaches described in
Sections 5.1.1 and 5.1.2. However, any solutions that relax the
bi directional requirement of 1 Pv6 ND disable the security that the
two-way ND comuni cati on exchange provi des.

Static ARP/ND Entries on Switches

In a data center environnent, the placenent of L2 and L3 addressing
may be orchestrated by Server (or VM Mnagenent Systen(s).
Therefore, it may be possible for static ARP/ND entries to be
configured on routers and/or servers.

Advant age: Thi s net hodol ogy has been used to reduce ARP/ND
fluctuations in |arge-scale data center networks.

D sadvant age: Wen sone VMs are added, deleted, or noved, nany
switches’ static entries need to be updated. In a data center
with virtualized servers, those events can happen frequently. For
exanpl e, for an event of one VM being added to one server, if the
subnet of this VM spans 15 access switches, all of themneed to be
updated. Network nmanagenment mechani sms (SNWP, the Network
Configuration Protocol (NETCONF), or proprietary mechani sns) are
avail abl e to provide updates or increnmental updates. However,
there is no well-defined approach for switches to synchronize
their content with the nmanagenent systemfor efficient increnental
updat es.

Recommendati on: Additional work may be needed within | ETF worki ng

groups (e.g., NETCONF, NVQB, |I2RS, etc.) to get pronpt increnental
updates of static ARP/ND entries when changes occur
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5.3. ARP/ND Proxy Approaches

RFC 1027 [ RFC1027] specifies one ARP Proxy approach referred to as
"Proxy ARP". However, RFC 1027 does not discuss a scaling nechani sm
Since the publication of RFC 1027 in 1987, many variants of Proxy ARP
have been depl oyed. RFC 1027's Proxy ARP technique allows a gateway
to return its owmn MAC address on behal f of the target station

[ ARP_Reduction] describes a type of "ARP Proxy" that allows a ToR
switch to snoop ARP requests and return the target station’s MAC if
the ToR has the information in its cache. However, [RFC4903] doesn’t
recommend t he cachi ng approach described in [ ARP_Reduction] because
such a cache prevents any type of fast nobility between Layer 2 ports
and breaks Secure Nei ghbor Discovery [RFC3971].

| Pv6 ND Proxy [RFC4389] specifies a proxy used between an Ethernet
segnent and ot her segnents, such as wireless or PPP segnents. ND
Proxy [ RFC4389] doesn’t allow a proxy to send NA nessages on behal f
of the target to ensure that the proxy does not interfere with hosts
novi ng from one segnent to another. Therefore, the ND Proxy

[ RFC4389] doesn’t reduce the nunber of ND nessages to an L2/L3
boundary router.

Bottomline, the term"ARP/ND Proxy" has different interpretations,
dependi ng on vendors and/or environnents.

Recommendati on: For | Pv4, even though those Proxy ARP variants (not
RFC 1076) have been used to reduce ARP traffic in various
environnments, there are many issues wth caching.

The | ETF shoul d consi der maki ng proxy recomendations for data center
environnents as a transition issue to help DC operators transitioning
to IPv6. Section 7 of [RFC4389] ("CGuidelines to Proxy Devel opers")
shoul d be consi dered when devel opi ng any new proxy protocols to

scal e ARP.

5.4. Milticast Scaling |Issues

Mul ti cast snooping (I GW/ M.D) has different inplenmentations and
scaling issues. [RFC4541] notes that nulticast | GWv2/v3 snooping
has trouble with subnets that include |GWv2 and | GWv3. [RFC4541]

al so notes that M.Dv2 snooping requires the use of either destination
MAC (DMAC) address filtering or deeper inspection of franes/packets
to allow for scaling.
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M.Dv2 snoopi ng needs to be re-examned for scaling within the DC
Efforts such as |1 GW/ M.D explicit tracking [| GW-MD Tracking] for
downstream hosts need to provide better scaling than | GW/ M.Dv2
snoopi ng.

6. Practices to Scale ARP/ND in Overlay Model s

There are several docunents on using overlay networks to scale |arge
Layer 2 networks (or avoid the need for large L2 networks) and enabl e
mobility (e.g., [L3-VMMbility], [VXLAN]). Transparent

I nterconnection of Lots of Links (TRILL) and | EEE 802. 1ah
(Mac-in-Mac) are other types of overlay networks that can scale

Layer 2.

Overlay networks hide the VMs® addresses fromthe interior sw tches
and routers, thereby greatly reducing the nunber of addresses exposed
to the interior switches and router. The overlay edge nodes that
performthe network address encapsul ati on/ decapsul ation still handle
all renote stations’ addresses that conmunicate with the locally
attached end stations.

For a large data center with many applications, these applications

| P addresses need to be reachabl e by external peers. Therefore, the
overlay network may have a bottl eneck at the gateway node(s) in
processing resolving target stations’ physical addresses (MAC or |IP)
and the overlay edge address within the data center.

Here are two approaches that can be used to mninmize this problem

1. Use static mapping as described in Section 5. 2.

2. Have multiple L2/L3 boundary nodes (i.e., routers), with each
handl i ng a subset of stations’ addresses that are visible to
external peers (e.g., Gateway #1 handl es a set of prefixes
Gat eway #2 handl es anot her subset of prefixes, etc.).

7. Summary and Reconmendati ons

This meno descri bes sonme conmon practices that can alleviate the
i npact of address resolution on L2/L3 gateway routers.

In data centers, no single solution fits all deploynents. This neno

has sumari zed sone practices in various scenarios and the advant ages
and di sadvantages of all of these practices.
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In sone of these scenarios, the conmmon practices could be inproved by
creating and/or extending existing | ETF protocols. These protoco
change recomendati ons are:

0 Relax the bidirectional requirenment of 1Pv6 ND in sone
envi ronnents. However, other issues will be introduced when the
bidirectional requirement of NDis relaxed. Therefore, it is
necessary to have perfornmed a conprehensive study of possible
i ssues prior to making those changes.

0 Create an incremental "update" schene for efficient static ARP/ND
entries.

0o Develop IPv4 ARP/I Pv6 ND Proxy standards for use in the data
center. Section 7 of [RFC4389] ("CQuidelines to Proxy Devel opers")
shoul d be consi dered when devel opi ng any new proxy protocols to
scal e ARP/ ND.

0 Consider scaling issues with | GWwW/ M.D snoopi ng to determ ne
whet her or not new alternatives can provide better scaling.

8. Security Considerations

This meno docunents existing solutions and proposes additional work
that could be initiated to extend various | ETF protocols to better
scale ARP/ND for the data center environnent.

Security is a major issue for data center environments. Therefore,
security should be seriously considered when devel opi ng any future
prot ocol extensions.
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