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Abst r act

Thi s docunent describes Virtual eXtensible Local Area Network
(VXLAN), which is used to address the need for overlay networks
within virtualized data centers accomodating nmultiple tenants. The
schene and the related protocols can be used in netwrks for cloud
service providers and enterprise data centers. This neno docunents
t he depl oyed VXLAN protocol for the benefit of the Internet

conmuni ty.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This is a contribution to the RFC Series, independently of any other
RFC stream The RFC Editor has chosen to publish this docunment at
its discretion and nmakes no statenment about its value for

i mpl enentation or depl oynent. Docunents approved for publication by
the RFC Editor are not a candidate for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc7348
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1

I ntroduction

Server virtualization has placed increased demands on the physica
network infrastructure. A physical server now has nultiple Virtua
Machi nes (VMs) each with its own Media Access Control (MAC) address
This requires larger MAC address tables in the sw tched Ethernet
network due to potential attachnent of and communicati on anong
hundreds of thousands of VM.

In the case when the VMs in a data center are grouped according to
their Virtual LAN (VLAN), one might need thousands of VLANs to
partition the traffic according to the specific group to which the VM
may belong. The current VLAN linmit of 4094 is inadequate in such

si tuations.

Data centers are often required to host multiple tenants, each wth
their own isolated network domain. Since it is not economical to
realize this with dedicated infrastructure, network admnistrators
opt to inplenent isolation over a shared network. In such scenari os,
a common problemis that each tenant may independently assign MAC
addresses and VLAN IDs leading to potential duplication of these on
t he physical network

An inportant requirenent for virtualized environnents using a Layer 2
physical infrastructure is having the Layer 2 network scal e across
the entire data center or even between data centers for efficient

al l ocation of compute, network, and storage resources. In such
networ ks, using traditional approaches |like the Spanning Tree
Protocol (STP) for a loop-free topology can result in a |arge nunber
of disabled Iinks.

The | ast scenario is the case where the network operator prefers to
use I P for interconnection of the physical infrastructure (e.g., to
achieve multipath scalability through Equal - Cost Multipath (ECWP),
thus avoiding disabled links). Even in such environnments, there is a
need to preserve the Layer 2 nodel for inter-VM conmunication

The scenarios described above lead to a requirenent for an overlay
network. This overlay is used to carry the MAC traffic fromthe
i ndi vidual VMs in an encapsul ated format over a l|ogical "tunnel"

Thi s docunent details a framework terned "Virtual eXtensible Loca
Area Network (VXLAN)" that provides such an encapsul ati on schene to
address the various requirenents specified above. This neno
docunents the depl oyed VXLAN protocol for the benefit of the Internet
communi ty.
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1.1. Acronyns and Definitions

ACL Access Control List

ECWP Equal - Cost Mul ti path

| GwP I nternet Group Managenent Protocol

| HL I nternet Header Length

MruU Maxi mum Tr ansni ssion Unit

Pl M Prot ocol | ndependent Multicast

SPB Shortest Path Bridging

STP Spanni ng Tree Protocol

ToR Top of Rack

TRI LL Transparent |nterconnection of Lots of Links
VLAN Virtual Local Area Network

VM Virtual Machine

VNI VXLAN Network ldentifier (or VXLAN Segnent |D)
VTEP VXLAN Tunnel End Point. An entity that originates and/or

term nates VXLAN tunnel s
VXLAN Virtual eXtensible Local Area Network

VXLAN Segnent
VXLAN Layer 2 overlay network over which VMs comuni cate

VXLAN Gat eway
an entity that forwards traffic between VXLANs

2. Conventions Used in This Docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].
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3.  VXLAN Probl em St at enent

This section provides further details on the areas that VXLAN is
intended to address. The focus is on the networking infrastructure
within the data center and the issues related to them

3.1. Linmtations Inposed by Spanning Tree and VLAN Ranges

Current Layer 2 networks use the | EEE 802. 1D Spanni ng Tree Prot ocol
(STP) [802.1D] to avoid loops in the network due to duplicate paths.
STP bl ocks the use of links to avoid the replication and | ooping of
franmes. Sone data center operators see this as a problemw th Layer
2 networks in general, since with STP they are effectively paying for
nmore ports and |inks than they can really use. In addition
resiliency due to multipathing is not available with the STP nodel
Newer initiatives, such as TRILL [ RFC6325] and SPB [ 802.1aq], have
been proposed to help with nultipathing and surnmount some of the
problens with STP. STP linitations may al so be avoi ded by
configuring servers within a rack to be on the sanme Layer 3 network,
with switching happening at Layer 3 both within the rack and between
racks. However, this is inconpatible with a Layer 2 nodel for inter-
VM comuni cati on

A key characteristic of Layer 2 data center networks is their use of
Virtual LANs (VLANs) to provide broadcast isolation. A 12-bit VLAN
IDis used in the Ethernet data franmes to divide the | arger Layer 2
network into nmultiple broadcast domains. This has served well for
many data centers that require fewer than 4094 VLANs. Wth the
growi ng adoption of virtualization, this upper limt is seeing
pressure. Moreover, due to STP, several data centers limt the
nunber of VLANs that could be used. |In addition, requirenents for
mul ti-tenant environnents accelerate the need for larger VLAN limts,
as discussed in Section 3.3.

3. 2. Mul ti-tenant Environnents

O oud conputing involves on-denand el astic provisioning of resources
for multi-tenant environnents. The nost comon exanple of cloud
computing is the public cloud, where a cloud service provider offers
these elastic services to multiple custoners/tenants over the same
physi cal infrastructure.

I solation of network traffic by a tenant could be done via Layer 2 or
Layer 3 networks. For Layer 2 networks, VLANs are often used to
segregate traffic -- so a tenant could be identified by its own VLAN,
for exanple. Due to the large nunmber of tenants that a cloud
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provi der mght service, the 4094 VLAN linmit is often inadequate. In
addition, there is often a need for nultiple VLANs per tenant, which
exacerbates the issue.

A related use case is cross-pod expansion. A pod typically consists
of one or nore racks of servers with associ ated network and storage
connectivity. Tenants nmay start off on a pod and, due to expansion
require servers/VMs on other pods, especially in the case when
tenants on the other pods are not fully utilizing all their
resources. This use case requires a "stretched" Layer 2 environnent
connecting the individual servers/ VM.

Layer 3 networks are not a conprehensive solution for multi-tenancy
either. Two tenants might use the sane set of Layer 3 addresses
within their networks, which requires the cloud provider to provide
isolation in sone other form Further, requiring all tenants to use
| P excludes custoners relying on direct Layer 2 or non-IP Layer 3
protocols for inter VM comuni cation

3.3. Inadequate Table Sizes at ToR Switch

Today’s virtualized environnents place additional demands on the MAC
address tabl es of Top-of-Rack (ToR) switches that connect to the
servers. Instead of just one MAC address per server link, the ToR
now has to learn the MAC addresses of the individual VMs (which could
range in the hundreds per server). This is needed because traffic
to/fromthe VMs to the rest of the physical network will traverse the
link between the server and the switch. A typical ToR switch could
connect to 24 or 48 servers dependi ng upon the nunber of its server-
facing ports. A data center might consist of several racks, so each
ToR switch woul d need to nmaintain an address table for the

communi cati ng VMs across the various physical servers. This places a
much | arger demand on the table capacity conpared to non-virtualized
envi ronment s.

If the table overflows, the switch nmay stop | earni ng new addresses
until idle entries age out, leading to significant flooding of
subsequent unknown destination franes.

4. VXLAN

VXLAN (Virtual eXtensible Local Area Network) addresses the above
requi renents of the Layer 2 and Layer 3 data center network
infrastructure in the presence of VMs in a nulti-tenant environnent.
It runs over the existing networking infrastructure and provides a
means to "stretch" a Layer 2 network. 1In short, VXLAN is a Layer 2
overlay schene on a Layer 3 network. Each overlay is termed a VXLAN
segment. Only VMs within the sane VXLAN segnent can comunicate with
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each other. Each VXLAN segnent is identified through a 24-bit

segnent I D, termed the "VXLAN Network Identifier (VNI)". This allows
up to 16 M VXLAN segnents to coexist within the same adninistrative
domai n.

The VNI identifies the scope of the inner MAC frane originated by the
i ndi vidual VM Thus, you could have overl appi ng MAC addresses across
segrments but never have traffic "cross over" since the traffic is
isolated using the VNI. The VNI is in an outer header that

encapsul ates the inner MAC frane originated by the VM 1In the

foll owi ng sections, the term "VXLAN segnent” is used interchangeably
with the term "VXLAN overlay network".

Due to this encapsul ati on, VXLAN could also be called a tunneling
scheme to overlay Layer 2 networks on top of Layer 3 networks. The
tunnel s are statel ess, so each frane is encapsul ated according to a
set of rules. The end point of the tunnel (VXLAN Tunnel End Point or
VTEP) discussed in the follow ng sections is located within the
hypervi sor on the server that hosts the VM Thus, the VN - and
VXLAN-rel ated tunnel / outer header encapsul ation are known only to
the VTEP -- the VM never sees it (see Figure 1). Note that it is
possi bl e that VTEPs could al so be on a physical switch or physica
server and could be inplenented in software or hardware. One use
case where the VTEP is a physical switch is discussed in Section 6 on
VXLAN depl oynment scenari os.

The follow ng sections discuss typical traffic flow scenarios in a
VXLAN envi ronnment using one type of control scheme -- data pl ane

| earning. Here, the association of VMs MACto VIEP s | P address is
di scovered via source-address learning. Milticast is used for
carryi ng unknown destination, broadcast, and nulticast franes.

In addition to a | earni ng-based control plane, there are other
schenes possible for the distribution of the VIEP IP to VM MAC
mappi ng i nformation. Options could include a centra

aut hority-/directory-based | ookup by the individual VTEPSs,
distribution of this mapping information to the VIEPs by the centra
authority, and so on. These are sonetimes characterized as push and
pul | nodels, respectively. This docunment will focus on the data

pl ane | earning schene as the control plane for VXLAN

4.1. Unicast VMto-VM Conmmruni cation

Consider a VMwithin a VXLAN overlay network. This VMis unaware of
VXLAN. To conmunicate with a VM on a different host, it sends a MAC
frane destined to the target as normal. The VTEP on the physica

host | ooks up the VNI to which this VMis associated. It then
deternmines if the destination MAC is on the sane segnent and if there
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is a mappi ng of the destination MAC address to the renote VTEP. |If
so, an outer header conprising an outer MAC, outer |P header, and
VXLAN header (see Figure 1 in Section 5 for frame format) are
prepended to the original MAC frane. The encapsul ated packet is
forwarded towards the renote VITEP. Upon reception, the renote VTEP
verifies the validity of the VNI and whether or not there is a VM on
that VNI using a MAC address that matches the inner destination MAC
address. If so, the packet is stripped of its encapsul ati ng headers
and passed on to the destination VM The destination VM never knows
about the VNI or that the frame was transported with a VXLAN
encapsul ati on.

In addition to forwardi ng the packet to the destination VM the
renote VTEP | earns the napping frominner source MAC to outer source
| P address. It stores this mapping in a table so that when the
destination VM sends a response packet, there is no need for an
"unknown destination" flooding of the response packet.

Det erm ni ng the MAC address of the destination VMprior to the
transm ssion by the source VMis performed as w th non-VXLAN

envi ronnents except as described in Section 4.2. Broadcast franes
are used but are encapsulated within a multicast packet, as detailed
in the Section 4. 2.

4.2. Broadcast Comunication and Mapping to Milticast

Consi der the VM on the source host attenpting to conmunicate with the
destination VMusing IP. Assunming that they are both on the sane
subnet, the VM sends out an Address Resol ution Protocol (ARP)
broadcast frame. [In the non-VXLAN environnment, this frame would be
sent out using MAC broadcast across all switches carrying that VLAN

Wth VXLAN, a header including the VXLAN VNI is inserted at the

begi nni ng of the packet along with the I P header and UDP header.
However, this broadcast packet is sent out to the IP nmulticast group
on which that VXLAN overlay network is realized

To effect this, we need to have a mappi ng between the VXLAN VNI and
the IP nmulticast group that it will use. This mapping is done at the
managenent | ayer and provided to the individual VTEPs through a
managenent channel. Using this mapping, the VTEP can provide | GW
menbership reports to the upstreamswi tch/router to join/leave the
VXLAN-rel ated I P nulticast groups as needed. This will enable
pruni ng of the |eaf nodes for specific nulticast traffic addresses
based on whether a nenber is available on this host using the
specific nulticast address (see [RFC4541]). |In addition, use of
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mul ticast routing protocols |ike Protocol |ndependent Multicast -
Sparse Mode (PIM SM see [ RFC4601]) will provide efficient nulticast
trees within the Layer 3 network.

The VTEP will use (*, G joins. This is needed as the set of VXLAN
tunnel sources is unknown and may change often, as the VMs cone up /
go down across different hosts. A side note here is that since each
VTEP can act as both the source and destination for multicast
packets, a protocol like bidirectional PIM(BIDIR-PIM -- see

[ RFC5015]) would be nore efficient.

The destination VM sends a standard ARP response using |P unicast.
This frane will be encapsul ated back to the VTEP connecting the
originating VMusing |P unicast VXLAN encapsulation. This is
possi bl e since the mapping of the ARP response’s destination MAC to
the VXLAN tunnel end point IP was |earned earlier through the ARP
request.

Note that nulticast frames and "unknown MAC destination" franes are
al so sent using the nulticast tree, simlar to the broadcast franes.

4.3. Physical Infrastructure Requirenents

Wien IP multicast is used within the network infrastructure, a

mul ticast routing protocol like PIMSM can be used by the individua
Layer 3 IP routers/switches within the network. This is used to
build efficient multicast forwarding trees so that nulticast franes
are only sent to those hosts that have requested to receive them

Simlarly, there is no requirenent that the actual network connecting
the source VM and destination VM should be a Layer 3 network: VXLAN
can al so work over Layer 2 networks. In either case, efficient

nmul ticast replication within the Layer 2 network can be achieved
usi ng | GWP snoopi ng.

VTEPs MUST NOT fragnent VXLAN packets. Internediate routers nmay
fragment encapsul ated VXLAN packets due to the larger franme size

The destination VTEP MAY silently discard such VXLAN fragnents. To
ensure end-to-end traffic delivery w thout fragnentation, it is
RECOMVENDED t hat the MIUs (Maxi mum Transni ssion Units) across the
physi cal network infrastructure be set to a value that acconmpdates
the larger frane size due to the encapsulation. Oher techniques

i ke Path MIU discovery (see [RFC1191] and [ RFC1981]) MAY be used to
address this requirenent as well.
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5. VXLAN Franme For mat

The VXLAN franme format is shown below Parsing this fromthe bottom
of the frame -- above the outer Frane Check Sequence (FCS), there is
an inner MAC frame with its own Ethernet header with source,
destination MAC addresses along with the Ethernet type, plus an
optional VLAN. See Section 6 for further details of inner VLAN tag
handl i ng.

The inner MAC frame is encapsulated with the foll owi ng four headers
(starting fromthe innernost header):

VXLAN Header: This is an 8-byte field that has:

- Flags (8 bits): where the | flag MUST be set to 1 for a valid
VXLAN Network ID (VNI). The other 7 bits (designated "R') are
reserved fields and MJUST be set to zero on transm ssion and
i gnored on receipt.

- VXLAN Segnent | D/ VXLAN Network ldentifier (VNI): this is a
24-bit value used to designate the individual VXLAN overl ay
networ k on which the conmunicating VMs are situated. VMs in
di fferent VXLAN overlay networks cannot comunicate with each
ot her.

- Reserved fields (24 bits and 8 bits): MJST be set to zero on
transm ssion and ignored on receipt.

Quter UDP Header: This is the outer UDP header with a source port
provi ded by the VTEP and the destination port being a well-known
UDP port.

- Destination Port: | ANA has assigned the value 4789 for the
VXLAN UDP port, and this value SHOULD be used by default as the
destination UDP port. Sone early inplenentations of VXLAN have
used other values for the destination port. To enable
interoperability with these inplenentations, the destination
port SHOULD be confi gurable.

- Source Port: It is reconmended that the UDP source port nunber
be cal cul ated using a hash of fields fromthe inner packet --
one exanpl e being a hash of the inner Ethernet frame's headers.
This is to enable a level of entropy for the ECWMP/ | oad-
bal ancing of the VMto-VMtraffic across the VXLAN overl ay.
When cal cul ating the UDP source port nunber in this manner, it
i s RECOVWENDED t hat the value be in the dynamnic/private port
range 49152- 65535 [ RFC6335] .
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- UDP Checksum It SHOULD be transnmitted as zero. Wen a packet
is received with a UDP checksum of zero, it MJST be accepted
for decapsulation. Optionally, if the encapsul ating end point
i ncludes a non-zero UDP checksum it MJST be correctly
cal cul ated across the entire packet including the |IP header,
UDP header, VXLAN header, and encapsul ated MAC frane. Wen a
decapsul ati ng end point receives a packet with a non-zero
checksum it MAY choose to verify the checksumvalue. If it
chooses to perform such verification, and the verification
fails, the packet MJIST be dropped. |f the decapsul ating
destination chooses not to performthe verification, or
perforns it successfully, the packet MJST be accepted for
decapsul ati on.

Quter I P Header: This is the outer I P header with the source IP
address indicating the I P address of the VTEP over which the
communi cating VM (as represented by the inner source MAC address)
is running. The destination |IP address can be a unicast or
mul ticast | P address (see Sections 4.1 and 4.2). Wen it is a
uni cast I P address, it represents the | P address of the VTEP
connecting the comunicating VM as represented by the inner
destination MAC address. For nulticast destination |IP addresses,
pl ease refer to the scenarios detailed in Section 4. 2.

Quter Ethernet Header (exanple): Figure 1 is an exanple of an inner
Et hernet frane encapsul ated within an outer Ethernet + |P + UDP +
VXLAN header. The outer destination MAC address in this frame my
be the address of the target VTEP or of an internedi ate Layer 3
router. The outer VLAN tag is optional. |If present, it may be
used for delineating VXLAN traffic on the LAN.

0 1 2 3
01234567890123456789012345678901

Qut er Et hernet Header:
B ok T S S S e it S R R et et TEIE SRR SR S S S S S s i e o =
Qut er Destination MAC Address |
B i T e S i i i i T S S e e S i o i I T N S
Qut er Destination MAC Address | Quter Source MAC Address |
B T T o S T o il s S S S S S i S il i
Qut er Source MAC Address |
s T S e e O O e il sl it S R R R R R TR T R e i S o
= C-Tag 802.1Q | Quter.VLAN Tag I nformation |
B T S e i ks it R T S S e T S i i S R
0x0800 |
R e T S i S I

I p

.

pt
+

Et

|
+
|
+
|
+
|
+
|
+- +-

+- - +-
nl Et h
+- 4= +-
hertyp
+-+-+

+
y
+
e
+-

+II+('D+
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Quter | Pv4 Header:
B Lt r s i i i o o T s ks S R S
| Version| [IHL |Type of Service| Total Length

B ik T T S S S e i ik i i R e e S T S T R e e R e e e e =
| I dentification | Fl ags| Fragnment O f set

B s o s o S S e e S i TRIE TR TR S S S e e o o e i =
| Tinme to Live | Protocl=17(UDP) | Header Checksum

B i i i T S e e e e i i T e e S e e i e i i o
| Qut er Source | Pv4 Address

B T T o S T o il s S S S S S i S il i
| Qut er Destination |IPv4 Address

e o T o S e e s i i i L e i ol o S S S S S S S o

+

-+
-+
-+
-+
-+

+

Quter UDP Header :

i T o T e e e et o S s S R R SR
| Source Port | Dest Port = VXLAN Port |
B T e o i S I i i S S N iy St S I S S
| UDP Length | UDP Checksum |
e i e i i S e ks k. S I SR N SR

VXLAN Header :

B s T s s e T o e S T ks et s oot ST S S S o S S 3
|IRRRRRRITIRRR Reserved |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| VXLAN Network ldentifier (VN) | Reser ved |
e o T i i o o O S e S ol o S S S s it SR R SR S

I nner Ethernet Header:
B S S e h T el S S S S S T S S T S S S i SuI S
| I nner Destination MAC Address

B i T St e s i it i SR SR S SR S S
| I'nner Destination MAC Address | |nner Source MAC Address

B e et e e e e e S e ok T S N I R
| I nner Source MAC Address

B i e T i s S o S S e
| Opt nl Et ht ype = C-Tag 802. 1Q | I'nner.VLAN Tag I nfornmation
i i S S T o s i S S e e T

T
+— T+ 4

T

Payl oad:

B T T T o o S S S e i S S Tk e e Y S

| Ethertype of Original Payl oad | |

B R e ol ok sl T I TR R S S e S S |

| Origi nal Ethernet Payl oad |
|
L

| (Note that the original Ethernet Frane’s FCS is not included)
B T et S S S i S T ai A S S Y S SIS
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Frame Check Sequence:

B Lt r s i i i o o T s ks S R S
| New FCS (Franme Check Sequence) for Quter Ethernet Frame |
B s T s s e T o e S T ks et s oot ST S S S o S S 3

Figure 1: VXLAN Frame Fornmat with | Pv4 Quter Header

The frame format above shows tunneling of Ethernet frames using | Pv4d
for transport. Use of VXLAN with IPv6 transport is detailed bel ow

0 1 2 3
01234567890123456789012345678901

Qut er Ethernet Header:

R R R R e e s o S e R S S S S S S e e e e e
| Qut er Destination MAC Address |
B T e o i S I i i S S N iy St S I S S
| Quter Destination MAC Address | Quter Source MAC Address |
B s S S i i i ks a ks st S S S S S S
Qut er Source MAC Address |

|+- e T Lt e e T e S el o o b oI S SRR S
| Opt nl Et ht ype = C-Tag 802. 1Q | Quter.VLAN Tag I nformation |
B T e o i S I i i S S N iy St S I S S
| Ethertype = 0x86DD |

. i R sk b ShI SR

Quter | Pv6 Header:
B s T s s e T o e S T ks et s oot ST S S S o S S 3

| Version| Traffic O ass | Fl ow Label
I T it s S SR e e e S T S S et (I SRR e S S e e el S SRR SR
| Payl oad Length | NxtHdr=17(UDP) | Hop Limit

B e ol e il e i oI T i T S S e S e e i S i S e e e e
Qut er Source | Pv6 Address

|
+
|
+
|
+
|
+
|
+
|
+
|
+
o |
Quter Destination |Pv6e Address +
|
+
|
+

|
+
|
+
|
+
|
B R S T o S S S e e s, Sk S S S S S S S e
|
+
|
+
|
+
|
+-

T S o i T T T i S S S S S S
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Quter UDP Header:

B Lt r s i i i o o T s ks S R S
| Source Port | Dest Port = VXLAN Port |
R R e o i i i i i S i S S S e T T s i T S S S S e 5
| UDP Length | UDP Checksum |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

VXLAN Header:

i T o T e e e et o S s S R R SR
|IRRRRRIT|RRR Reserved |
B T e o i S I i i S S N iy St S I S S
| VXLAN Network ldentifier (VN) | Reserved |
e e i i e e e S LR e

I nner Et hernet Header:

B T T T o o S S S e i S S Tk e e Y S
| I nner Destination MAC Address |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| I'nner Destination MAC Address | I nner Source MAC Address |
B Lt r s i i i o o T s ks S R S
| I nner Source MAC Address |
B T T T o o S S S e i S S Tk e e Y S
| Opt nl Et ht ype = C-Tag 802. 1Q | I'nner.VLAN Tag I nformation |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

Payl oad:

I T S i T S s i S it st NN S
| Ethertype of Original Payl oad | |
B il i S S S S S T S S |
| Oiginal Ethernet Payl oad |
| |
| (Note that the original Ethernet Franme’s FCS is not included) |
I S T S R T S S i S b s

Frame Check Sequence:

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| New FCS (Franme Check Sequence) for Quter Ethernet Frame

B Lt r s i i i o o T s ks S R S

Figure 2: VXLAN Frame Format with | Pv6 Quter Header
6. VXLAN Depl oynent Scenari os
VXLAN is typically deployed in data centers on virtualized hosts,
whi ch may be spread across multiple racks. The individual racks may
be parts of a different Layer 3 network or they could be in a single

Layer 2 network. The VXLAN segnents/overlay networks are overlaid on
top of these Layer 2 or Layer 3 networks.
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Consi der Figure 3, which depicts two virtualized servers attached to
a Layer 3 infrastructure. The servers could be on the sane rack, on
different racks, or potentially across data centers within the same
adm ni strative domain. There are four VXLAN overlay networks
identified by the VNIs 22, 34, 74, and 98. Consider the case of
VML-1 in Server 1 and VM2-4 on Server 2, which are on the sanme VXLAN
overlay network identified by VNI 22. The VMs do not know about the
overlay networks and transport nethod since the encapsul ati on and
decapsul ati on happen transparently at the VTEPs on Servers 1 and 2.
The ot her overlay networks and the corresponding VMs are VML-2 on
Server 1 and VM2-1 on Server 2, both on VNI 34; VML-3 on Server 1 and
VM2-2 on Server 2 on VNI 74; and finally VML-4 on Server 1 and VM2-3
on Server 2 on VN 98.
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One depl oynent scenario is where the tunnel termination point is a
physi cal server that understands VXLAN. An alternate scenario is
where nodes on a VXLAN overlay network need to communi cate with nodes
on | egacy networks that could be VLAN based. These nodes may be
physi cal nodes or virtual machines. To enable this conmunication, a
network can include VXLAN gateways (see Figure 4 below with a switch
acting as a VXLAN gateway) that forward traffic between VXLAN and
non- VXLAN envi ronnment s.

Consider Figure 4 for the follow ng discussion. For incomng frames
on the VXLAN connected interface, the gateway strips out the VXLAN
header and forwards it to a physical port based on the destination
MAC address of the inner Ethernet frame. Decapsulated frames with
the inner VLAN | D SHOULD be di scarded unless configured explicitly to
be passed on to the non-VXLAN interface. |In the reverse direction

i ncom ng franmes for the non-VXLAN interfaces are napped to a specific
VXLAN overlay network based on the VLAN ID in the frane. Unless
configured explicitly to be passed on in the encapsul ated VXLAN
frane, this VLAN ID is renoved before the frane is encapsul ated for
VXLAN.

These gateways that provide VXLAN tunnel termination functions could
be ToR/ access switches or switches higher up in the data center

network topology -- e.g., core or even WAN edge devices. The |ast
case (WAN edge) could involve a Provider Edge (PE) router that
term nates VXLAN tunnels in a hybrid cloud environment. In all these

i nstances, note that the gateway functionality could be inpl enmented
in software or hardware
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T +---+ T +---+
| Server 1 | | Non-VXLAN |
(VXLAN enabl ed) <-- - -- + +---->| server |
B TS + | | B TS +
[ SRR R — +---+ I I [ SRR R — +---+
| Server 2 | | |  Non-VXLAN |
(VXLAN enabl ed) <-- - -- + et +---+ +---- 3 server
e + | | Swi tch acting| | e +

|---] as VXLAN  [----- |

R +---+ | | Gat eway |

| Server 3 | | e +
(VXLAN enabl ed) <----- +

B - + |

L e +---+ I

| Server 4 | |

(VXLAN enabl ed) <----- +

T +

Fi gure 4: VXLAN Depl oynent - VXLAN Gat eway
6.1. Inner VLAN Tag Handling

I nner VLAN Tag Handling in VTEP and VXLAN gateway should conformto
the follow ng:

Decapsul ated VXLAN frames with the inner VLAN tag SHOULD be di scarded
unl ess configured otherwise. On the encapsul ation side, a VTEP
SHOULD NOT i nclude an inner VLAN tag on tunnel packets unless
configured ot herwise. Wen a VLAN-tagged packet is a candidate for
VXLAN tunneling, the encapsul ating VTEP SHOULD strip the VLAN tag

unl ess configured otherw se.

7. Security Considerations

Traditionally, Layer 2 networks can only be attacked from’'w thin' by
rogue end points -- either by having i nappropriate access to a LAN
and snooping on traffic, by injecting spoofed packets to 'take over’
anot her MAC address, or by flooding and causi ng denial of service. A
MAC- over -1 P nmechani smfor delivering Layer 2 traffic significantly
extends this attack surface. This can happen by rogues injecting

t hensel ves into the network by subscribing to one or nore nulticast
groups that carry broadcast traffic for VXLAN segnents and al so by
sourci ng MAC-over-UDP franes into the transport network to inject
spurious traffic, possibly to hijack MAC addresses.
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9.

9.

Thi s docunent does not incorporate specific nmeasures agai nst such
attacks, relying instead on other traditional mechanisns |ayered on
top of IP. This section, instead, sketches out some possible
approaches to security in the VXLAN environnent.

Tradi tional Layer 2 attacks by rogue end points can be mitigated by
limting the managenent and admi ni strative scope of who depl oys and
manages VMs/ gateways in a VXLAN environnent. In addition, such

adm ni strative nmeasures may be augnmented by schenes like 802. 1X
[802.1X] for admission control of individual end points. Al so, the
use of the UDP-based encapsul ati on of VXLAN enabl es configuration and
use of the 5-tuple-based ACL (Access Control List) functionality in
physi cal switches.

Tunnel ed traffic over the IP network can be secured with traditiona
security nechanisns |ike |IPsec that authenticate and optionally
encrypt VXLAN traffic. This will, of course, need to be coupled with
an authentication infrastructure for authorized end points to obtain
and distribute credentials.

VXLAN overlay networks are designhated and operated over the existing
LAN i nfrastructure. To ensure that VXLAN end points and their VTEPs
are authorized on the LAN, it is recommended that a VLAN be
designated for VXLAN traffic and the servers/VTEPs send VXLAN traffic
over this VLAN to provide a neasure of security.

In addition, VXLAN requires proper mapping of VNIs and VM nenbership
in these overlay networks. It is expected that this mapping be done
and communi cated to the managenent entity on the VTEP and the
gat eways usi ng existing secure nethods.

| ANA Consi derati ons
A wel | -known UDP port (4789) has been assigned by the 1ANA in the
Service Name and Transport Protocol Port Nunber Registry for VXLAN.
See Section 5 for discussion of the port nunber.
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