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Abstr act

The Constrained Application Protocol (CoAP) is a specialized web
transfer protocol for constrained devices and constrai ned networks.
It is anticipated that constrai ned devices will often naturally
operate in groups (e.g., in a building automation scenario, al
lights in a given roomnay need to be switched on/off as a group).
This specification defines how CoAP should be used in a group
communi cation context. An approach for using CoAP on top of IP

nmul ticast is detailed based on existing CoAP functionality as well as
new features introduced in this specification. Al so, various use
cases and correspondi ng protocol flows are provided to illustrate

i mportant concepts. Finally, guidance is provided for deploynment in
various network topol ogi es.

Status of This Meno

This docunment is not an Internet Standards Track specification; it is
publ i shed for exami nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This docunment is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
community. 1t has received public review and has been approved for
publication by the Internet Engineering Steering G oup (IESG. Not
all docunents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww.rfc-editor.org/info/rfc7390
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I ntroducti on
Background

CoAP is a web transfer protocol based on Representational State
Transfer (REST) for resource constrai ned devices operating in an |IP
network [ RFC7252]. CoAP has nmany sinilarities to HITP [ RFC7230] but
al so sone key differences. Constrained devices can be large in
numbers but are often related to each other in function or by

| ocation. For exanple, all the light switches in a building may

bel ong to one group, and all the thernostats may bel ong to anot her
group. Goups may be preconfigured before depl oyment or dynam cally
formed during operation. |If information needs to be sent to or
received froma group of devices, group conmuni cati on nechani sns can
i mprove efficiency and | atency of conmuni cati on and reduce bandwi dth
requirenents for a given application. HITP does not support any
equi val ent functionality to CoAP group conmuni cation

Scope

Group comuni cation involves a one-to-nany relationship between CoAP
endpoints. Specifically, a single CoAP client can sinultaneously get
(or set) resources frommultiple CoAP servers using CoAP over |P
multicast. An exanple would be a CoAP light switch turning on/off
multiple lights in a roomwith a single CoAP group communication PUT
request and handling the potential multitude of (unicast) responses.

The base protocol aspects of sending CoAP requests on top of IP
mul ti cast and processing the (unicast |P) responses are given in
Section 8 of [RFC7252]. To provide a nore conpl ete CoAP group
conmuni cation functionality, this specification introduces new CoAP
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processing functionality (e.g., newrules for reuse of Token val ues,
request suppression, and proxy operation) and a new nanagenent
interface for RESTful group nmenmbership configuration

CoAP group comunication will run in the Any Source Milticast (ASM
node [ RFC5110] of IP nulticast operation. This nmeans that there is
no restriction on the source node that sends (originates) the CoAP
messages to the IP multicast group. For exanple, the source node may
or may not be part of the IP rmulticast group. Also, there is no
restriction on the nunber of source nodes.

While Section 9.1 of [RFC7252] supports various nodes of security
based on Datagram Transport Layer Security (DTLS) for CoAP over
unicast IP, it does not specify any security nodes for CoAP over |
multicast. That is, it is assuned per [RFC7252] that CoAP over |P
mul ticast is not encrypted, nor authenticated, nor access controll ed.
Thi s docunent assumes the sanme security nodel (see Section 5.1).
However, there are several pronising security approaches being

devel oped that should be considered in the future for protecting CoAP
group comuni cations (see Section 5.3.3).

P

1.3. Conventions and Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in

[ RFC2119] when they appear in ALL CAPS. Wen these words are not in
ALL CAPS (such as "should" or "Should"), they have their usua
Engli sh neanings and are not to be interpreted as [ RFC2119] key

wor ds.

Note that this document refers back to other RFCs, and especially

[ RFC7252], to help explain overall CoAP group conmuni cation features.
However, use of [RFC2119] key words is reserved for new CoAP
functionality introduced by this specification

Thi s docunent assunes readers are faniliar with the ternms and
concepts that are used in [RFC7252]. In addition, this docunent
defines the foll owi ng termni nol ogy:

G oup Communi cation
A source node sends a single application-layer (e.g., CoAP)
message that is delivered to nultiple destination nodes, where al
destinations are identified to belong to a specific group. The
source node itself may be part of the group. The underlying
mechani sms for CoAP group conmuni cation are UDP/IP nulticast for
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the requests and unicast UDP/IP for the responses. The network
i nvol ved may be a constrai ned network such as a | ow power, | ossy
net wor k.

Re

i abl e Group Communi cation

A special case of group comuni cation where for each destination
node, it is guaranteed that the node either 1) eventually receives
t he message sent by the source node or 2) does not receive the
nmessage and the source node is notified of the non-reception
event. An exanple of a reliable group conmunication protocol is

[ RFC5740] .

Mul ti cast:
Sendi ng a nmessage to multiple destination nodes with one network
i nvocation. There are various options to inplenment nulticast,
including layer 2 (Media Access Control) and layer 3 (IP)
mechani sns.

IP Multicast:
A specific nulticast approach based on the use of IP nulticast
addresses as defined in "I ANA CGuidelines for |Pv4d Milticast
Addr ess Assi gnnents" [RFC5771] and "I P Version 6 Addressing
Architecture" [RFC4291]. A conmplete IP nulticast solution may
i ncl ude support for managi ng group nenberships and | P nulticast
routing/forwarding (see Section 2.1).

Low Power and Lossy Network (LLN)
A type of constrained IP network where devices are interconnected
by | ow power and lossy links. The links may be conposed of one or
nore technol ogi es such as | EEE 802. 15. 4, Bl uetooth Low Energy
(BLE), Digital Enhanced Cordl ess Tel econmuni cati on (DECT), and
| EEE P1901. 2 power-1|ine communication

2. Protocol Considerations
2.1. |IP Milticast Background

I P nmulticast protocols have been evolving for decades, resulting in
standards such as Protocol |ndependent Milticast - Sparse Mde (PIM
SM [RFC4601]. |IP nulticast is very popular in specific deploynments
such as in enterprise networks (e.g., for video conferencing), smart
hone networks (e.g., Universal Plug and Play (UPnP)), and carrier

| PTV depl oynents. The packet econony and nmininmal host conplexity of
IP nulticast nake it attractive for group conmmunication in
constrai ned environments.
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To achieve I P nulticast beyond link-local (LL) scope, an |P nulticast
routing or forwarding protocol needs to be active on IP routers. An
exanpl e of a routing protocol specifically for LLNs is the |Pv6
Routing Protocol for Low Power and Lossy Networks (RPL) (Section 12
of [RFC6550]), and an exanple of a forwarding protocol for LLNs is
the Multicast Protocol for Low Power and Lossy Networks (MPL)

[ MCAST-MPL]. RPL and MPL do not depend on each other; each can be
used in isolation, and both can be used in conbination in a network.
Finally, PIMSM|[RFC4601] is often used for nulticast routing in
traditional 1P networks (i.e., networks that are not constrained).

IP nulticast can also be run in an LL scope. This neans that there
is no routing involved, and an IP nulticast nessage is only received
over the link on which it was sent.

For a conplete IP nulticast solution, in addition to a routing/
forwardi ng protocol, a "listener" protocol may be needed for the
devices to subscribe to groups (see Section 4.2). Also, a nulticast
forwardi ng proxy node [ RFC4605] nmay be required.

IP nmulticast is generally classified as an unreliable service in that
packets are not guaranteed to be delivered to each and every nenber
of the group. 1In other words, it cannot be directly used as a basis
for "reliable group conmunication" as defined in Section 1.3.
However, the level of reliability can be increased by enploying a

mul ticast protocol that performs periodic retransnmi ssions as is done,
for exanple, in MPL.

2.2. Goup Definition and Nam ng

A CoAP group is defined as a set of CoAP endpoints, where each
endpoint is configured to receive CoAP group comunication requests
that are sent to the group’s associated IP nulticast address. The

i ndi vi dual response by each endpoint receiver to a CoAP group
conmmuni cati on request is always sent back as unicast. An endpoint
may be a menber of nultiple groups. Goup nenbership of an endpoint
may dynami cal ly change over tine.

Al'l CoAP server nodes SHOULD join the "All CoAP Nodes" nulti cast
group (Section 12.8 of [RFC7252]) by default to enabl e CoAP

di scovery. For IPv4, the address is 224.0.1.187, and for IPv6, a
server node joins at least both the |ink-Iocal scoped address
ff02::fd and the site-local scoped address ff05::fd. |Pv6 addresses
of other scopes MAY be enabl ed.

A CoAP group URI has the schene 'coap’ and includes in the authority

part either a group IP nulticast address or a hostname (e.g., Goup
Fully Qualified Domain Nane (FQDN)) that can be resolved to the group
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IP nulticast address. A group URI al so contains an optional CoAP
port nunber in the authority part. Goup URIs follow the regul ar
CoAP URI syntax (Section 6 of [RFC7252]).

Note: A group URI is needed to initiate CoAP group communi cati ons.
For CoAP client inplenentations, it is recommended to use the UR
deconpositi on nethod of Section 6.4 of [RFC7252] in such a way that,
froma group URI, a CoAP group conmunication request is generated.

For sending nodes, it is reconmended to use the IP nmulticast address
literal in a group URI. (This is because DNS infrastructure may not
be depl oyed in nany constrai ned network depl oynents.) However, in
case a group hostnane is used, it can be uniquely mapped to an |IP
mul ticast address via DNS resolution (if supported). Sonme exanpl es
of hierarchical group FQN naming (and scoping) for a building
control application are shown bel ow

URI authority Targeted group of nodes

al | . bl dg6. exanpl e. com "all nodes in building 6"

al | . west . bl dg6. exanpl e. com "all nodes in west wing,
bui | di ng 6"

all.floorl. west.bldg6. exanpl e. com "all nodes in floor 1

west wing, building 6"

al | . bu036. fl oor 1. west . bl dg6. exanpl e.com "all nodes in office bu036,
floor 1, west w ng,
bui | ding 6"

Simlarly, if supported, reverse mapping (fromIP multicast address
to Goup FQDN) is possible using the reverse DNS resol ution techni que
([ RFC1033]). Reverse mapping is inportant, for exanple, in

troubl eshooting to translate IP nulticast addresses back to human-
readabl e hostnanes to show in a diagnostics user interface.

2.3. Port and URI Configuration

A CoAP server that is a nenber of a group listens for CoAP nessages
on the group’s IP nulticast address, usually on the CoAP default UDP
port, 5683. |If the group uses a specified non-default UDP port, be
careful to ensure that all group nenbers are configured to use that
same port.

Different ports for the sane IP nulticast address are preferably not
used to specify different CoAP groups. |f disjoint groups share the
sane | P nmulticast address, then all the devices interested in one
group will accept IP traffic also for the other disjoint groups, only
to ultimately discard the traffic higher in their IP stack (based on
UDP port discrimnation).
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CoAP group comunication will not work if there is diversity in the
authority port (e.g., different dynam c port addresses across the
group) or if other parts of the group URI such as the path, or the
query, differ on different endpoints. Therefore, sonme nmeasures nust
be present to ensure uniformty in port nunmber and resource nanes/

| ocations within a group. Al CoAP group conmnuni cation requests MJST
be sent using a port nunber according to one of the bel ow options:

1. A preconfigured port nunber

2. If the client is configured to use service discovery including
URI and port discovery, it uses the port nunber obtained via a
service discovery | ookup operation for the targeted CoAP group

3. Use the default CoAP UDP port (5683).

For a CoAP server node that supports resource discovery, the default
port 5683 nust be supported (Section 7.1 of [RFC7252]) for the "Al
CoAP Nodes" group. Regardless of the nethod of selecting the port
nunber, the same port MJST be used across all CoAP servers in a group
and across all CoAP clients perfornming the group requests.

Al'l CoAP group conmmuni cati on requests SHOULD operate on group URI
paths in one of the follow ng ways:

1. Preconfigured group URI paths, if available. Inplenenters are
free to define the paths as they see fit. However, note that
[ RFC7320] prescribes that a specification nmust not constrain or
define the structure or semantics for any path component. So for
this reason, a predefined URI path is not specified in this
docunent and al so nust not be provided in other specifications.

2. If the client is configured to use default Constrained RESTf ul
Envi ronments (CoRE) resource discovery, it uses URl paths
retrieved froma "/.well-known/core" | ookup on a group nenber
The URI paths the client will use MJUST be known to be avail abl e
also in all other endpoints in the group. The URI path
configuration nechani smon servers MJIST ensure that these URl's
(identified as being supported by the group) are configured on
all group endpoints.

3. If the client is configured to use another form of service
di scovery, it uses group URI paths from an equival ent service
di scovery | ookup that returns the resources supported by al
group nenbers

Rahman & Dij k Experi ment al [ Page 8]



RFC 7390 G oup Comuni cation for CoAP Cct ober 2014

4. If the client has received a group URI through a previous RESTful
interaction with a trusted server, it can use this URl in a CoAP
group comuni cation request. For exanple, a comissioning too
may instruct a sensor device in this way to which target group
(group URI) it should report sensor events.

However, when the URI path is selected, the same path MJST be used
across all CoAP servers in a group and all CoAP clients perform ng
the group requests.

2.4, RESTful Methods

Group comuni cation nost often uses the idenpotent CoAP nethods GET
and PUT. The idenpotent nethod DELETE can al so be used. The non-

i denmpot ent CoAP net hod POST nay only be used for group conmuni cation
if the resource being POSTed to has been designed to cope with the
unreliable and | ossy nature of IP nmulticast. For exanple, a client
may resend a nulticast POST request for additional reliability. Sone
servers wWill receive the request two tines while others may receive
it only once. For idenpotent nethods, all these servers will be in
the same state while for POST, this is not guaranteed; so, the
resource POST operation nust be specifically designed to take nessage
| oss into account.

2.5. Request and Response Mde

Al'l CoAP requests that are sent via |P nmulticast nust be Non-
confirmable (Section 8.1 of [RFC7252]). The Message IDin an IP
mul ti cast CoAP nessage is used for optional nessage deduplication as
detailed in Section 4.5 of [RFC7252].

A server optionally sends back a unicast response to the CoAP group
communi cati on request (e.g., response "2.05 Content" to a group GET
request). The unicast responses received by the CoAP client nmay be a
m xture of success (e.g., 2.05 Content) and failure (e.g., 4.04 Not
Found) codes depending on the individual server processing results.
Detail ed processing rules for | P nmulticast request acceptance and

uni cast response suppression are given in Section 2.7.

A CoAP request sent over |IP multicast and any unicast response it
causes nust take into account the congestion control rules defined in
Section 2.8.

The CoAP client can distinguish the origin of nmultiple server

responses by the source | P address of the UDP nessage containing the
CoAP response or any other available unique identifier (e.g.
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contained in the CoAP payload). 1In case a CoAP client sent nultiple
group requests, the responses are as usual natched to a request using
t he CoAP Token.

For mul ticast CoAP requests, there are additional constraints on the

reuse of Token val ues, conpared to the unicast case. In the unicast
case, receiving a response effectively frees up its Token value for
reuse since no nore responses will follow. However, for nulticast
CoAP, the nunber of responses is not bounded a priori. Therefore,

the reception of a response cannot be used as a trigger to "free up"
a Token value for reuse. Reusing a Token value too early could I|ead
to incorrect response/request matching in the client and would be a
protocol error. Therefore, the time between reuse of Token val ues
used in multicast requests MJST be greater than

NON LI FETI ME + MAX_LATENCY + MAX SERVER RESPONSE DELAY

where NON LI FETI ME and MAX LATENCY are defined in Section 4.8 of

[ RFC7252] . MAX SERVER RESPONSE DELAY is defined here as the expected
maxi mum r esponse delay over all servers that the client can send a
mul ticast request to. This delay includes the maxi num Leisure tinme
period as defined in Section 8.2 of [RFC7252]. CoAP does not define
atine limt for the server response delay. Using the default CoAP
paraneters, the Token reuse tine MJST be greater than 250 seconds
pl us MAX SERVER RESPONSE DELAY. A preferred solution to neet this
requirenent is to generate a new uni que Token for every nulticast
request, such that a Token value is never reused. |If a client has to
reuse Token val ues for sone reason, and al so
MAX_SERVER_RESPONSE_DELAY i s unknown, then using

MAX_SERVER RESPONSE DELAY = 250 seconds is a reasonabl e guideline.
The tine between Token reuses is in that case set to a value greater
t han 500 seconds.

2.6. Menbership Configuration
2.6.1. Background
2.6.1.1. Menber Discovery

CoAP groups, and the nmenmbership of these groups, can be discovered
via the | ookup interfaces in the Resource Directory (RD) defined in
[CoRE-RD]. This discovery interface is not required to i nvoke CoAP
group comuni cations. However, it is a potential conplenentary
interface useful for overall managenment of CoAP groups. O her

nmet hods to di scover groups (e.g., proprietary managenent systens) can
al so be used. An exanple of doing sone of the RD based | ookups is
given in Section 3.6.
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2.6.1.2. Configuring Menbers

The group nenbership of a CoAP endpoint may be configured in one of
the following ways. First, the group menbership may be preconfigured
bef ore node depl oynent. Second, a node may be programmed to discover
(query) its group nenbership using a specific service discovery
means. Third, it nmay be configured by another node (e.g., a
conmi ssi oni ng devi ce).

In the first case, the preconfigured group information may be either
an | P nulticast address or a hostnane (FQDN) that is resolved later
(during operation) to an IP nulticast address by the endpoint using
DNS (i f supported).

For the second case, a CoAP endpoint may | ook up its group nmenbership
usi ng techni ques such as DNS-based Service Discovery (DNS-SD) and RD
[ CoRE- RD] .

In the third case, typical in scenarios such as building control, a
dynami ¢ conmi ssioning tool deternines to which group(s) a sensor or
actuat or node belongs, and wites this information to the node, which
can subsequently join the correct IP rmulticast group(s) on its
network interface. The information witten per group nay again be an
I P multicast address or a hostnane.

2.6.2. Menbership Configuration RESTful Interface

To achieve better interoperability between endpoints fromdifferent
manuf acturers, an OPTI ONAL CoAP nenbershi p configuration RESTf ul
interface for configuring endpoints with relevant group information
is described here. This interface provides a solution for the third
case mentioned above. To access this interface, a client will use
uni cast CoAP met hods (CET/ PUT/ POST/ DELETE). This interface is a

met hod of configuring group information in individual endpoints.

Al so, a formof authorization (preferably nmaking use of unicast DILS
secured CoAP per Section 9.1 of [RFC7252]) should be used such that
only authorized controllers are allowed by an endpoint to configure
its group nenbership.

It is inportant to note that other approaches may be used to
configure CoAP endpoints with relevant group information. These
alternative approaches nmay support a subset or superset of the
menber shi p configurati on RESTful interface described in this
docunent. For exanple, a sinple interface to just read the endpoint
group informati on may be inplenented via a classical Minagenent

I nformati on Base (M B) approach (e.g., follow ng the approach of

[ RFC3433]).

Rahman & Dij k Experi ment al [ Page 11]



RFC 7390 G oup Comuni cation for CoAP Cct ober 2014

2.6.2.1. CoAP-Goup Resource Type and Medi a Type

CoAP endpoi nts inplenenting the menbershi p configuration RESTful
i nterface MUST support the CoAP group configuration Internet Media
Type "application/ coap-group+j son” (Section 6.2).

A resource offering this representation can be annotated for direct
di scovery [ RFC6690] using the Resource Type (rt=) Link Target
Attribute "core.gp", where "gp" is shorthand for "group"

(Section 6.1). An authorized client uses this nmedia type to query/
manage group nenbership of a CoAP endpoint as defined in the

foll owi ng subsecti ons.

The Group Configuration resource and its sub-resources have a content
format based on JavaScript Object Notation (JSON) (as indicated by
the "application/coap-group+json"” nedia type). The resource includes
zero or nore group nenbership JSON objects [RFC7159] in a format as
defined in Section 2.6.2.4. A group nenbershi p JSON object contains
one or nore key/value pairs as defined bel ow, and represents a single
I P multicast group menbership for the CoAP endpoint. Each key/val ue
pair is encoded as a nmenber of the JSON object, where the key is the
menber name and the value is the nenber’s val ue

Exanpl es of four different group nmenbership objects are as foll ows:

{ "n": "AI-Devices.floorl. west. bl dg6. exanpl e. cont,
"a": "[ffl15::4200:f7fe: ed37: abcd]: 4567" }

{ "n": "sensors.floor2.east.bl dg6. exanpl e. cont' }

{ "n": "coap-test",
a": "224.0.1.187:56789" }

{ "a": "[ff15::c0a7:15:c001]" }

The OPTIONAL "n" key/value pair stands for "name" and identifies the
group with a hostnane (and optionally the port nunber), for exanple,
an FQDN. The OPTIONAL "a" key/value pair specifies the IP nulticast
address (and optionally the port nunber) of the group. It contains
an | Pv4 address (in dotted-decinmal notation) or an |IPv6 address. The
following ABNF rul e can be used for parsing the address, referring to
the definitions in Section 3.2.2 of [RFC3986] that are also used in
t he base CoAP (Section 6 of [RFC7252].

group-address = | Pvdaddress [ ":" port ]
/[ "[" IPvbaddress "]" [":" port ]
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In any group nenbership object, if the IP address is known when the
object is created, it is included in the "a" key/value pair. |If the
"a" val ue cannot be provided, the "n" value MJST be incl uded,
containing a valid hostnane with an optional port number that can be
translated to an IP nulticast address via DNS

group- nane = host | port ]

If the port nunber is not provided, then the endpoint will attenpt to
| ook up the port nunmber fromDNS if it supports a nmethod to do this.
The possi bl e DNS nmet hods i nclude DNS SRV [ RFC2782] or DNS- SD

[ RFC6763]. If port lookup is not supported or not provided by DNS
the default CoAP port (5683) is assuned.

After any change on a G oup Configuration resource, the endpoint MJST
ef fect registration/deregistration fromthe corresponding IP

mul ticast group(s) by making use of APIs such as | PV6_RECVPKTI NFO

[ RFC3542] .

2.6.2.2. Creating a New Multicast G oup Menbership (POST)

Met hod: POST

URI Tenmpl ate: /{+gp}

Location-URl Tenplate: /{+gp}/{index}
URI Tenpl ate Vari abl es:

ap - Group Configuration Function Set path (nandatory).
i ndex - Goup index. |Index MJST be a string of maxi nrumtwo (2)
al phanunmeric ASCI|I characters (case insensitive). It MJST be
| ocally unique to the endpoint server. It indexes the particular

endpoint’s list of group nenbershi ps.

Exanpl e:

Req: POST /coap-group

Cont ent - Format: appl i cation/coap-group+j son
{ "n": "Al'l -Devices.floorl. west.bldg6. exanple.conf,
"a": "[ff15::4200:f7fe:ed37: abcd]: 4567" }
Res: 2.01 Created
Locati on-Pat h: /coap-group/ 12

For the 'gp’ variable, it is recormended to use the path "coap-group"
by default. The "a" key/value pair is always used if it is given.
The "n" pair is only used when there is no "a" pair. |If only the "n'
pair is given, the CoAP endpoint perforns DNS resolution to obtain
the P nmulticast address fromthe hostname in the "n" pair. |If DNS
resolution is not successful, then the endpoint does not attenpt
joining or listening to any nulticast group for this case since the
I P nmulticast address is unknown.
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After any change on a Goup Configuration resource, the endpoint MJST
effect registration/deregistration fromthe corresponding IP

mul ticast group(s) by making use of APIs such as | PV6_RECVPKTI NFO

[ RFC3542]. \When a POST payl oad contains an "a", an I P nulticast
address to which the endpoint is already subscribed, no change to
that subscription is needed.

2.6.2.3. Deleting a Single G oup Menbership (DELETE)

Met hod: DELETE
URI Tenpl ate: {+l ocati on}
URI Tenpl ate Vari abl es:
| ocation - The Location-Path returned by the CoAP server
as a result of a successful group creation

Exanpl e:
Req: DELETE /coap-group/ 12
Res: 2.02 Del eted

2.6.2.4. Reading All G oup Menberships at Once (GET)

A (unicast) GET on the CoAP-group resource returns a JSON obj ect
containing multiple keys and values. The keys (nenber names) are
group indices, and the val ues (nenber values) are the corresponding
group nenbership objects. Each group nenbershi p object describes one
| P nmulticast group menbership. |f no group nenberships are
configured, then an enpty JSON object is returned.

Met hod: GET

URI Tenpl ate: /{+gp}

URI Tenpl ate Vari abl es:
gp - see Section 2.6.2.2

Exanpl e:
Req: GET /coap-group
Res: 2.05 Content
Cont ent - Format: appl i cation/coap-group+j son
{ "8" :{ "a": "[ff1l5::4200:f7fe: ed37: 14ca]l" },
"11":{ "n": "sensors.floor1.west. bl dg6. exanpl e. cont',
a": "[ff15::4200:f7fe: ed37:25ch]" },
"12":{ "n": "All-Devices.floorl. west.bldg6.exanpl e.cont,
"a": "[ffl15::4200:f7fe: ed37: abcd]: 4567" }
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Note: the returned |IPv6 address string will represent the sane |Pv6
address that was originally subnmitted in group nmenbership creation,
though it might be a different string because of different choices in
I Pv6 string representation formatting that may be allowed for the
same address (see [RFC5952]).

2.6.2.5. Reading a Single Goup Menbership (GET)
Simlar to Section 2.6.2.4, but only a single group nmenbership is
read. |If the requested group i ndex does not exist, then a 4.04 Not
Found response is returned.
Met hod: GET
URI Template 1: {+l ocati on}
URI Template 2: /{+gp}/{index}
URI Tenpl ate Vari abl es:
| ocation - see Section 2.6.2.3
gp, index - see Section 2.6.2.2
Exanpl e:
Req: GET /coap-group/12
Res: 2. 05 Content
Content - Format: application/coap-group+j son
{"n": "AlI-Devices.floorl. west.bldg6. exanpl e. cont,
"a": "[ff15::4200:f7fe:ed37: abcd]: 4567"}
2.6.2.6. Creating/Updating All G oup Menberships at Once (PUT)
A (unicast) PUT with a group configuration nmedia type as payload will
replace all current group nmenberships in the endpoint with the new
ones defined in the PUT request. This operation MJST only be used to
del ete or update group nenbership objects for which the CoAP client,
i nvoking this operation, is responsible. The responsibility is based
on application-Ilevel know edge. For exanple, a comissioning too
wi |l be responsible for any group nembership objects that it created.
Met hod: PUT
URI Tenpl ate: /{+gp}
URI Tenpl ate Vari abl es:

gp - see Section 2.6.2.2
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Exanpl e: (replacing all existing group nenberships with two new
group nenber shi ps)
Req: PUT /coap-group
Cont ent - Format: appl i cation/coap-group+j son
{ "1":{ "a": "[ffl15::4200:f7fe:ed37:1234]" },
2" { "a": "[ffl5::4200:f7fe:ed37:5678]" }

}
Res: 2.04 Changed

Exanpl e: (clearing all group nenberships at once)
Req: PUT /coap-group
Content-Format: application/coap-group+json

{}
Res: 2.04 Changed

After a successful PUT on the Goup Configuration resource, the
endpoi nt MJUST effect registration to any new | P nul ti cast group(s)
and deregistration fromany previous IP nulticast group(s), i.e., not
any nore present in the new nenberships. An APl such as

| PV6_RECVPKTI NFO [ RFC3542] should be used for this purpose. Also, it
MUST take into account the group indices present in the new resource
during the generation of any new unique group indices in the future.

2.6.2.7. Updating a Single Goup Menbership (PUT)
A (unicast) PUT with a group nenbership JSON object will replace an
exi sting group nmenbership in the endpoint with the new one defined in
the PUT request. This can be used to update the group nenbership.
Met hod: PUT
URI Template 1: {+l ocation}
URI Tenplate 2: /{+gp}/{i ndex}
URI Tenpl ate Vari abl es:
| ocation - see Section 2.6.2.3
gp, index - see Section 2.6.2.2
Exanpl e: (group nane and | P nulticast port change)
Req: PUT /coap-group/ 12
Cont ent - Format: appl i cati on/ coap- group+j son
"n": "Al'l -M-Devices.floorl. west. bl dg6. exanpl e. cont,

"a": "[ffl15::4200:f7fe: ed37:abcd] "}
Res: 2.04 Changed
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After a successful PUT on the Group Configuration resource, the
endpoi nt MUST effect registration to any new | P nul ti cast group(s)
and deregistration fromany previous IP nulticast group(s), i.e., not
any nore present in the new nenbership. An APl such as

| PV6_RECVPKTI NFO [ RFC3542] shoul d be used for this purpose.

2.7. Request Acceptance and Response Suppression Rules

CoRE Li nk Format [ RFC6690] and Section 8 of CoAP [ RFC7252] define
behaviors for the foll ow ng:

1. IP nulticast request acceptance -- in which cases a CoAP request
is accepted and executed, and when it is not.

2. 1P nmulticast response suppression -- in which cases the CoAP
response to an already executed request is returned to the
requesting endpoint, and when it is not.

A CoAP response differs froma CoAP ACK; ACKs are never sent by
servers in response to an I P multicast CoAP request. This section
first summari zes these behaviors and then presents additiona

gui del i nes for response suppression. Also, a nunber of IP nulticast
exanpl e applications are given to illustrate the overall approach

To apply any rules for request and/or response suppression, a CoAP
server nust be aware that an inconing request arrived via IP
mul ti cast by making use of APIs such as | PV6_RECVPKTI NFO [ RFC3542] .

For I P multicast request acceptance, the behaviors are as follows:

0 A server should not accept an IP nulticast request that cannot be
"aut henticated" in sonme way (i.e, cryptographically or by sone
mul ticast boundary limting the potential sources); see
Section 11.3 of [RFC7252]. See Section 5.3 for exanpl es of
mul ticast boundary limting nethods.

0 A server should not accept an IP nulticast discovery request wth
a query string (as defined in CoRE Link Fornmat [RFC6690]) if
filtering [ RFC6690] is not supported by the server

0 A server should not accept an IP multicast request that acts on a
specific resource for which IP nulticast support is not required.
(Note that for the resource "/.well-known/core", IP nulticast
support is required if "multicast resource discovery" is supported
as specified in Section 1.2.1 of [RFC6690].) Inplenenters are
advised to disable IP nulticast support by default on any other
resource, until explicitly enabled by an application or by
configuration.
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0 Oherw se, accept the IP nulticast request.
For I P multicast response suppression, the behaviors are as foll ows:

0 A server should not respond to an IP nulticast discovery request
if the filter specified by the request’s query string does not
mat ch.

0 A server may choose not to respond to an IP rmulticast request if
there’s nothing useful to respond back (e.g., error or enpty
response).

The above response suppression behaviors are conpl enented by the
foll owi ng guidelines. CoAP servers should inplenment configurable
response suppression, enabling at | east the foll owi ng options per
resource that supports IP nmulticast requests:

0 Suppression of all 2.xx success responses;

0 Suppression of all 4.xx client errors;

0 Suppression of all 5.xx server errors; and

0 Suppression of all 2.05 responses with enpty payl oad.

A nunmber of CoAP group conmuni cation exanpl e applications are given
below to illustrate how to nake use of response suppression

0 CoAP resource discovery: Suppress 2.05 responses with enpty
payl oad and all 4.xx and 5.xx errors.

o Lighting control: Suppress all 2.xx responses after a lighting
change conmand.

o Update configuration data in a group of devices using group
conmuni cati on PUT: No suppression at all. The client uses
coll ected responses to identify which group nmenbers did not
recei ve the new configuration and then attenpts usi ng CoAP CON
uni cast to update those specific group nenbers. Note that in this
case, the client inplenents a "reliable group comruni cation" (as
defined in Section 1.3) function using additional, non-
standardi zed functions above the CoAP | ayer

o IP nulticast firmvare update by sending bl ocks of data: Suppress

all 2.xx and 5.xx responses. After having sent all |IP nulticast
bl ocks, the client checks each endpoint by unicast to identify
whi ch data bl ocks are still mssing in each endpoint.
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o Conditional reporting for a group (e.g., sensors) based on a group
URI query: Suppress all 2.05 responses with enpty payl oad (i.e.
if a query produces no natching results).

2.8. Congestion Contro

CoAP group communi cation requests nmay result in a multitude of
responses fromdifferent nodes, potentially causing congestion
Therefore, both the sending of I P nulticast requests and the sending
of the unicast CoAP responses to these nmulticast requests should be
conservatively controll ed

CoAP [ RFC7252] reduces I P nmulticast-specific congestion risks through
the foll owi ng neasures

0 A server may choose not to respond to an IP nulticast request if
there’s nothing useful to respond to (e.g., error or enpty
response); see Section 8.2 of [RFC7252]. See Section 2.7 for nore
det ai |l ed gui delines on response suppression

o0 A server should linmt the support for IP nmulticast requests to
specific resources where nulticast operation is required
(Section 11.3 of [RFC7252]).

0 An IP nulticast request nust be Non-confirmable (Section 8.1 of
[ RFC7252] ).

0 A response to an IP multicast request should be Non-confirnmabl e
(Section 5.2.3 of [RFC7252]).

0 A server does not respond inmediately to an | P nulticast request
and should first wait for a tine that is randomy picked within a
predeternmined time interval called the Leisure (Section 8.2 of
[ RFC7252]).

Addi tional guidelines to reduce congestion risks defined in this
document are as foll ows:

0 A server in an LLN should only support group comunication GET for
resources that are small. For exanple, the payl oad of the
response is limted to approximately 5% of the I'P Maxi num Transmi t
Unit (MIU) size, so it fits into a single link-layer frane in case
| Pv6 over Low Power Wrel ess Personal Area Networks (6LoWPAN) (see
Section 4 of [RFC4944]) is used.
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0 A server can mininize the payload length in response to a group
conmuni cation GET on "/.well-known/core" by using hierarchy in
arranging link descriptions for the response. An exanple of this
is given in Section 5 of [RFC6690].

0 A server can also mninize the payload length of a response to a
group comunication GET (e.g., on "/.well-known/core") using CoAP
bl ockwi se transfers [ BLOCKW SE- CoAP], returning only a first block
of the CoRE Link Format description. For this reason, a CoAP
client sending an I P multicast CoAP request to "/.well-known/ core"
shoul d support core-bl ock.

0o Aclient should use CoAP group conmuni cation with the small est
possible I P nulticast scope that fulfills the application needs.
As an exanple, site-local scope is always preferred over globa
scope IP nulticast if this fulfills the application needs.
Simlarly, realmlocal scope is always preferred over site-loca
scope if this fulfills the application needs.

More guidelines specific to the use of CoAP in 6LOWPAN networ ks
[ RFC4919] are given in Section 4.5 of this docunent.

2.9. Proxy Operation

CoAP (Section 5.7.2 of [RFC7252]) allows a client to request a
forward-proxy to process its CoAP request. For this purpose, the
client specifies either the request group URI as a string in the
Proxy-URI option or the Proxy-Schene option with the group URI
constructed fromthe usual Ui-* options. This approach works well
for unicast requests. However, there are certain issues and
limtations of processing the (unicast) responses to a CoAP group
conmuni cation request nmade in this manner through a proxy.

A proxy may buffer all the individual (unicast) responses to a CoAP
group comuni cation request and then send back only a single
(aggregated) response to the client. However, there are sone issues
with this aggregation approach:

0 Aggregation of (unicast) responses to a CoAP group conmmuni cation
request in a proxy is difficult. This is because the proxy does
not know how many nenbers there are in the group or how many group
menbers will actually respond. Also, the proxy does not know how
long to wait before deciding to send back the aggregated response
to the client.

o0 There is no default format defined in CoAP for aggregation of
mul tiple responses into a single response.
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2.

Alternatively, if a proxy follows directly the specification for a
CoAP Proxy (Section 5.7.2 of [RFC7252]), the proxy would sinply
forward all the individual (unicast) responses to a CoAP group
communi cation request to the client (i.e., no aggregation). There
are also issues with this approach

o The client may be confused as it may not have known that the
Proxy-URl contained a group URI target. That is, the client may
be expecting only one (unicast) response but instead receives
mul tiple (unicast) responses, potentially leading to fault
conditions in the application

o Each individual CoAP response will appear to originate (IP source
address) fromthe CoAP Proxy, and not fromthe server that
produced the response. This makes it inpossible for the client to
identify the server that produced each response

Due to the above issues, a CoAP Proxy SHOULD NOT support processing
an | P nulticast CoAP request but rather return a 501 (Not

| mpl enent ed) response in such case. The exception case here (i.e.
to process it) is allowed if all the followi ng conditions are net:

0 The CoAP Proxy MJST be explicitly configured (whitelist) to all ow
proxied IP nulticast requests by a specific client(s).

0 The proxy SHOULD return individual (unicast) CoAP responses to the
client (i.e., not aggregated). The exception case here occurs
when a (future) standardi zed aggregation format is being used.

o It MJIST be known to the person/entity doing the configuration of
the proxy, or otherwi se verified in sonme way, that the client
configured in the whitelist supports receiving nmultiple responses
to a proxied unicast CoAP request.

10. Exceptions

CoAP group comunication using |IP rmulticast offers inproved network
efficiency and | atency anong other benefits. However, group

communi cati on may not always be inplenmentable in a given network.
The primary reason for this will be that IP multicast is not (fully)
supported in the network.

For exanple, if only RPL [RFC6550] is used in a network with its
optional nulticast support disabled, there will be no IP nulticast

routing at all. The only nulticast that works in this case is |ink-
local IPv6 multicast. This inplies that any CoAP group communication
request will be delivered to nodes on the local link only, regardless

of the scope value used in the | Pv6 destination address.
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3.

3. 1.

Rah

CoAP (bhserve [ OBSERVE-CoAP] is a feature for a client to "observe"
resources (i.e., toretrieve a representation of a resource and keep
this representati on updated by the server over a period of tine).
CoAP (nserve does not support a group conmmuni cati on node. CoAP
(hserve only supports a uni cast node of operation

Use Cases and Correspondi ng Protocol Flows
I ntroduction

The use of CoAP group conmunication is shown in the context of the
following two use cases and correspondi ng protocol flows:

o Discovery of RD [CoRE-RD]: discovering the |ocal CoAP RD, which
contains links to resources stored on other CoAP servers
[ RFC6690] .

o Lighting Control: synchronous operation of a group of
| Pv6-connected lights (e.g., 6LOWPAN [ RFC4944] |ights).

Net wor k Confi guration
To illustrate the use cases, we define two | Pv6 network
configurations. Both are based on the topology as shown in Figure 1
The two configurations using this topology are as foll ows:

1. Subnets are 6LOWPAN networks; the routers Rir-1 and Rtr-2 are
6LoWPAN Bor der Routers (6LBRs) [RFC6775].

2. Subnets are Ethernet links; the routers Rir-1 and Rtr-2 are
mul ti cast - capabl e Et hernet routers.

Both configurations are further specified by the follow ng:

o Alarge room (RoomA) with three lights (Light-1, Light-2, Light-
3) controlled by a light switch (Light Switch). The devices are

organi zed into two subnets. In reality, there could be nore
lights (up to several hundreds) but, for clarity, only three are
shown.

o Light-1 and the light switch are connected to a router (Rtr-1).

o Light-2 and Light-3 are connected to another router (Rtr-2).
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0 The routers are connected to an | Pv6 network backbone (Network
Backbone) that is also multicast enabled. In the general case,
this neans the network backbone and Rir-1/Rtr-2 support a Pl M
based mul ticast routing protocol and Multicast Listener Discovery
(MLD) for form ng groups.

0 A CoAP RD is connected to the network backbone.

0 The DNS server (DNS Server) is optional. |If the server is there
(connected to the network backbone), then certai n DNS-based
features are available (e.g., DNS resolution of the hostnane to
the IP nulticast address). |If the DNS server is not there, then
di fferent provisioning of the network is required (e.g., IP
nmul ti cast addresses are hard-coded into devices, or manually
configured, or obtained via a service discovery nethod).

o A controller (CoAP client) is connected to the backbone, which is
able to control various building functions including lighting.
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Figure 1: Network Topol ogy of a Large Room ( Roont A)
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3.3. Discovery of Resource Directory

The protocol flow for discovery of the CoAP RD for the given network
(of Figure 1) is shown in Figure 2:

0 Light-2 is installed and powered on for the first tine.

o Light-2 will then search for the | ocal CoAP RD by sending out a
group comuni cation GET request (with the "/.well-known/
core?rt=core.rd" request URI) to the site-local "A |l CoAP Nodes"
mul ti cast address (ff05:::fd).

0o This multicast nessage will then go to each node in Subnet-2.
Rtr-2 will then forward it into the network backbone where it wll
be received by the CoAP RD. All other nodes in Subnet-2 will
i gnore the group comunication GET request because it is qualified
by the query string "?rt=core.rd" (which indicates it should only
be processed by the endpoint if it contains a resource of type
"core.rd").

0 The CoAP RD will then send back a unicast response containing the
requested content, which is a CoRE Link Format representation of a
resource of type "core.rd"

0 Note that the flowis shown only for Light-2 for clarity. Simlar
flows will happen for Light-1, Light-3, and light sw tch when they
are first installed.

The CoAP RD may al so be di scovered by other nmeans such as by assum ng
a default location (e.g., on a 6LBR), using DHCP, anycast address,
etc. However, these approaches do not invoke CoAP group

communi cation so are not further discussed here. (See [CoRE-RD] for
nore details.)

For other discovery use cases such as discovering |ocal CoAP servers,
services, or resources, CoAP group comuni cation can be used in a
simlar fashion as in the above use case. For exanple, |ink-Iocal
real mlocal, adnmin-local, or site-local scoped discovery can be done
this way.
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3. 4.

Rah

Li ght CoAP

Li ght-1 Li ght-2 Li ght-3 Swi tch Rtr-1 Rtr-2 RD
I I I I
I I I I

RS I Sk Sk S b O S Rk I S Sk bk S O S |
* Light-2 is installed *
* and powers on for first tinme * |

EIE IR R R S R R I R R O O

I

I I I

| COAP NON Mcast ( GET

| /. wel | -known/ core?rt=core.rd)
[--------- - >

</rd> rt="core.rd";ins="Prinmary")

|
I I
| COAP NON (2. 05 Content |
| |
|
|

Figure 2: Resource Directory Discovery via Milticast Request
Li ghting Contro

The protocol flow for a building automation |ighting control scenario
for the network (Figure 1) is shown in Figure 3. The network is
assuned to be in a 6LOWPAN configuration. Also, it is assuned that
the CoAP servers in each light are configured to suppress CoAP
responses for any IP nmulticast CoAP requests related to lighting
control. (See Section 2.7 for nore details on response suppression
by a server.)

In addition, Figure 4 shows a protocol flow exanple for the case that
servers do respond to a lighting control IP nulticast request wth
(uni cast) CoAP NON responses. There are two success responses and
one 5.00 error response. |In this particular case, the light switch
does not check that all lights in the group received the IP multicast
request by examining the responses. This is because the light switch
is not configured with an exhaustive list of the | P addresses of all
lights belonging to the group. However, based on received error
responses, it could take additional action such as logging a fault or
alerting the user via its LCD display. In case a CoAP nessage is
delivered multiple times to a light, the subsequent CoAP nessages can
be filtered out as duplicates, based on the CoAP Message |ID
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Reliability of IP nulticast is not guaranteed. Therefore, one or
nore lights in the group may not have received the CoAP contro
request due to packet loss. In this use case, there is no detection
nor correction of such situations: the application |ayer expects that
the IP multicast forwarding/routing will be of sufficient quality to
provi de on average a very high probability of packet delivery to al
CoAP endpoints in an | P nulticast group. An exanple protocol to
acconplish this using random zed retransm ssion is the MPL forwarding
protocol for LLNs [ MCAST-MPL].

We assume the foll owi ng steps have already occurred before the
illustrated fl ows:

1) Startup phase: 6LOWPANs are forned. |Pv6 addresses are assigned
to all devices. The CoAP network is forned

2) Network configuration (application independent): 6LBRs are
configured with I P nulticast addresses, or address bl ocks, to
filter out or to pass through to/fromthe 6LoOWPAN

3a) Conmi ssioning phase (application related): The IP nulticast
address of the group (Room A-Lights) has been configured in all
the lights and in the [ight switch

3b) As an alternative to the previous step, when a DNS server is
avail able, the Iight switch and/or the Iights have been
configured with a group hostnane that each node resolves to the
above I P nulticast address of the group.

Note for the Commi ssioning phase: the switch's 6LOWPAN CoAP software
stack supports sendi ng unicast, nulticast, or proxied unicast CoAP
requests, including processing of the nultiple responses that nay be
generated by an I P nulticast CoAP request.
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Li ght Net wor k
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Figure 3: Light Switch Sends Multicast Control Message
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Li ght Net wor k
Li ght-1 Li ght-2 Li ght-3 Swi tch Rtr-1 Rtr-2 Backbone
| | | | |
| COAP NON (2. 04 Changed)

|
R LR LE Lot >
|

I i >

| | | | EEREERRES >
| | | | < |
| | | <emeeee | | |
| | | | | |
| COAP NON (5.00 Internal Server Error) |
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| | EEREERRES >
|

|

|

Figure 4: Lights (Optionally) Respond to Milticast CoAP Request

Anot her, but simlar, lighting control use case is shown in Figure 5.
In this case, a controller connected to the network backbone sends a
CoAP group communi cation request to turn on all lights in RoomA.
Every light sends back a CoAP response to the controller after being
turned on.
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Net wor k
Light-1 Li ght-2 Li ght-3 Rtr-1 Rtr-2 Backbone Controller
| | | | | | |
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Figure 5: Controller on Backbone Sends Milticast Control Message

3.5. Lighting

Control in MD Enabl ed Network

The use case in the previous section can also apply in networks where
nodes support the M.D protocol [RFC3810]. The lights then take on
M.Dv2 listener, and the routers (Rtr-1 and Rtr-2) are
M.Dv2 routers. |In the Ethernet-based network

the rol e of

be avail able on all

configuration, M.D may

i nvol ved network interfaces. Use of MLD in the

6LOoWPAN- based configuration is al so possible but requires MD support

in all nodes in the 6LoWPAN

i's, however,

The resulting protocol
executed after the conmm ssioning phase,

not supported.

configured with a group address to listen to.
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In current 6LOWPAN i npl enentati ons, M.D

flowis shown in Figure 6. This flowis
as soon as lights are

The (unicast) MD
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Reports nay require periodic refresh activity as specified by the M.D
protocol. In the figure, 'LL' denotes |ink-local conmunication.

After the shown sequence of M.D Report messages has been execut ed,
both Rtr-1 and Rtr-2 are automatically configured to forward IP
nmulticast traffic destined to Room A-Lights onto their connected
subnet. Hence, no manual network configuration of routers, as
previously indicated in Section 3.4, step 2, is needed anynore.

Li ght Net wor k
Light-1 Li ght-2 Li ght-3 Swi tch Rr-1 Rtr-2 Backbone

I I I I

I I I I

I I I I

M.D Report: Join | | |

G oup (Room A-Li ghts) | |

R B B e > |

M.D Report: Join
G oup (Room A-Li ghts)
---LL---->---LL---->

—_— =

I
I
I
I
D Report: Join |
)

e >

ML |
G oup (Room A-Lights |
el B I i >|
| | |

M.D Report: Join | |

G oup (Room A-Li ghts) |

|

|

I I

| | ML.D Report: Join

| | G oup (Room A-Lights)]|
| | <--LL----- +---LL---->]
I I I I
I I I I

Fi gure 6: Joining Lighting Goups Using M.D
3.6. Conmissioning the Network Based on Resource Directory
This section outlines how devices in the lighting use case (both
switches and lights) can be conmi ssioned, neking use of the RD
[ CoRE-RD] and its group configuration feature.
Once the RD is discovered, the Switches and lights need to be

di scovered and their groups need to be defined. For the
conmmi ssi oni ng of these devices, a comm ssioning tool can be used that
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defines the entries in the RD. The conmi ssioning tool has the
authority to change the contents of the RD and the |ight/switch
nodes. DTLS-based unicast security is used by the commi ssioning too
to nodify operational data in RD, switches, and |ights.

In our particular use case, a group of three lights is defined with
one | P nulticast address and host nane:

"Room A- Li ghts. fl oor 1. west . bl dg6. exanpl e. cont

The conmi ssioning tool has a list of the three lights and the
associated IP nulticast address. For each light in the list, the
tool learns the IP address of the light and instructs the RD with
three (unicast) POST comrands to store the endpoints associated with
the three lights as prescribed by the RD specification [ CoRE-RD .
Finally, the comni ssioning tool defines the group in the RDto
contain these three endpoints. Al so the conm ssioning tool wites
the IP nulticast address in the |ight endpoints with, for exanple,
the (unicast) POST command di scussed in Section 2.6.2.2.

The light switch can discover the group in RD and thus learn the IP
mul ti cast address of the group. The light switch will use this
address to send CoAP group comuni cation requests to the nmenbers of
the group. Wen the nessage arrives, the lights should recognize the
I P nulticast address and accept the nessage.

4. Depl oynent Gui delines

This section provides guidelines on how IP nulticast-based CoAP group
conmuni cati on can be deployed in various network configurations.

4.1. Target Network Topol ogi es

CoAP group comuni cation can be depl oyed in various network
topologies. First, the target network may be a traditional IP
network, or an LLN such as a 6LoWPAN network, or consist of mnixed
tradi tional /constrained network segnents. Second, it nmay be a single
subnet only or a multi-subnet, e.g., multiple 6LOWPAN networks joi ned
by a single backbone LAN. Third, a wireless network segnent may have

all its nodes reachable in a single IP hop (fully connected), or it
may require nultiple I'P hops for sonme pairs of nodes to reach each
ot her.

Each topol ogy may pose different requirenments on the configuration of
routers and protocol (s), in order to enable efficient CoAP group
communi cation. To enable all the above target network topol ogies, an
i npl enent ati on of CoAP group conmuni cati on needs to allow the
fol | owi ng:
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1. Routing/forwarding of IP nulticast packets over mnultiple hops.

2. Routing/forwarding of IP multicast packets over subnet boundaries
between traditional and constrained (e.g., LLN) networKks.

The remai nder of this section discusses solutions to enable both
f eat ures.

4.2. Networks Using the MLD Protoco

CoAP nodes that are IP hosts (i.e., not IP routers) are generally
unaware of the specific IP nmulticast routing/forwarding protoco
bei ng used. Wen such a host needs to join a specific (CoAP)

mul ticast group, it requires a way to signal to IP nulticast routers
which IP nulticast traffic it wants to receive

The M.D protocol [RFC3810] (see Appendix A of this docunent) is the
standard | Pv6 nethod to achieve this; therefore, this approach shoul d
be used on traditional |IP networks. CoAP server nodes would then act
in the role of MLD Miulticast Address Listener

The guidelines from[RFC6636] on the tuning of M.D for nobile and
Wi rel ess networks may be useful when inplenenting MLD in LLNs.
However, on LLNs and 6LoWPAN networks, the use of M.D may not be
feasible at all due to constraints on code size, nenory, or network
capacity.

4.3. Networks Using RPL Multicast wthout M.D

It is assuned in this section that the M.D protocol is not

i mpl enented in a network, for exanple, due to resource constraints.
The RPL routing protocol (see Section 12 of [RFC6550]) defines the
advertisement of IP nulticast destinations using Destination
Advertisenment Object (DAO nessages and routing of multicast |Pv6
packets based on this. It requires the RPL node of operation to be 3
(Storing node with nulticast support).

Hence, RPL DAO can be used by CoAP nodes that are RPL routers, or are
RPL Leaf Nodes, to advertise IP nulticast group nmenbership to parent
routers. Then, RPL is used to route |IP rmulticast CoAP requests over
multiple hops to the correct CoAP servers

The sane DAO nechani sm can be used to convey IP nulticast group
nmenber ship information to an edge router (e.g., 6LBR), in case the
edge router is also the root of the RPL Destination-Oiented Directed
Acyclic Graph (DODAG). This is useful because the edge router then

Il earns which IP nmulticast traffic it needs to pass through fromthe
backbone network into the LLN subnet. In 6LoWPAN networks, such
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selective "filtering" helps to avoid congestion of a 6LOWPAN subnet
by IP multicast traffic fromthe traditional backbone |IP network.

4.4. Networks Using MPL Forwarding without MD

The MPL forwardi ng protocol [MCAST-MPL] can be used for propagation
of IPv6 nmulticast packets to all MPL Forwarders within a predefined
networ k donmain, over multiple hops. MPL is designed to work in LLNs.
In this section, it is again assuned that MLD is not inplenmented in
the network, for exanple, due to resource limtations in an LLN

The purpose of MPL is to let a predefined group of Forwarders
collectively work towards the goal of distributing an IPv6 nulticast
packet throughout an MPL Donmin. (A Forwarder node nay be associ ated
to multiple MPL Domains at the sane tinme.) So, it would appear that
there is no need for CoAP servers to advertise their nulticast group
menber shi p, since any IP nulticast packet that enters the MPL Donain
is distributed to all MPL Forwarders w thout regard to what nulticast
addresses the individual nodes are |istening to.

However, if an IP nulticast request originates just outside the MPL
Domai n, the request will not be propagated by MPL. An exanpl e of
such a case is the network topology of Figure 1 where the subnets are
6LOWPAN subnets and for each 6LoWPAN subnet, one Real m Loca

([ RFC7346]) MPL Donain is defined. The backbone network in this case
is not part of any MPL Donmi n.

This situation can becone a problemin building control use cases,
for exanple, when the controller client needs to send a single IP

mul ticast request to the group Room A-Lights. By default, the
request would be blocked by Rtr-1 and by Rtr-2 and not enter the
Real m Local MPL Donmi ns associated to Subnet-1 and Subnet-2. The
reason is that Rtr-1 and Rtr-2 do not have the know edge that devices
in Subnet-1/2 want to listen for |IP packets destined to I P nulticast
group Room A-Lights.

To sol ve the above issue, the follow ng solutions could be applied:

1. Extend the MPL Domain, e.g., in the above exanple, include the
net wor k backbone to be part of each of the two MPL Domains. O,
in the above exanple, create just a single MPL Domain that
i ncl udes both 6LOWPAN subnets plus the backbone link, which is
possi ble since MPL is not tied to a single link-layer technol ogy.

2. Manual configuration of an edge router(s) as an MPL Seed(s) for
specific P nulticast traffic. In the above exanple, this could
be done through the following three steps: First, configure Rir-1
and Rtr-2 to act as M.D Address Listeners for the Room A-Lights
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IP nulticast group. This step allows any (other) routers on the
backbone to I earn that at |east one node on the backbone link is
interested in receiving any IP nulticast traffic to

Room A-Li ghts. Second, configure both routers to "inject" any IP
mul ti cast packets destined to group Room A-Lights into the

(Real mLocal) MPL Domain that is associated to that router

Third, configure both routers to propagate any |Pv6 multicast
packets originating fromw thin their associated MPL Donain to

t he backbone, if at |east one node on the backbone has indicated
interest in receiving such | Pv6 packets (for which M.D is used on
t he backbone).

3. Use an additional protocol/nmechanismfor injection of IP
mul ticast traffic fromoutside an MPL Domain into that MPL
Domai n, based on I P multicast group subscriptions of Forwarders
within the MPL Dormain. Such a protocol is currently not defined
in [ MCAST- MPL] .

In conclusion, MPL can be used directly in case all sources of IP
mul ti cast CoAP requests (CoAP clients) and also all the destinations
(CoAP servers) are inside a single MPL Domai n. Then, each source
node acts as an MPL Seed. |In all other cases, MPL can only be used
wi th additional protocols and/or configuration on how IP nulticast
packets can be injected fromoutside into an MPL Donai n.

4.5. 6LOWPAN Specific Cuidelines for the 6LBR

To support nulti-subnet scenarios for CoAP group communication, it is
recommended that a 6LBR will act in an M.D router role on the
backbone link. If this is not possible, then the 6LBR should be
configured to act as an M.D Multicast Address Listener (see

Appendi x A) on the backbone Iink

5. Security Considerations
This section describes the relevant security configuration for CoAP
group comunication using IP nmulticast. The threats to CoAP group
communi cation are also identified, and various approaches to nitigate
these threats are summari zed

5.1. Security Configuration

As defined in Sections 8.1 and 9.1 of [RFC7252], CoAP group
conmuni cation based on IP nulticast will do the follow ng:

0 Operate in CoAP NoSec (No Security) node, until a future group
security solution is devel oped (see also Section 5.3.3).
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o0 Use the "coap" schene. The "coaps" schene should only be used
when a future group security solution is devel oped (see al so
Section 5.3.3).

Essentially, the above configuration neans that there is currently no
security at the CoAP layer for group communication. Therefore, for
sensitive and mssion-critical applications (e.g., health nonitoring
systens and alarmnonitoring systens), it is currently reconended to
depl oy CoAP group conmuni cation with an application-layer security
mechani sm (e.g., data object security) for inproved security.

Application-level security has many desirable properties, including
mai ntai ni ng security properties while forwarding traffic through
intermedi aries (proxies). Application-level security also tends to
nmore cleanly separate security fromthe dynanics of group nmemnbership
(e.g., the problemof distributing security keys across |arge groups
wi th many nenbers that conme and go).

W thout application-layer security, CoAP group communication should
only be currently deployed in non-critical applications (e.g., read-
only tenperature sensors). Only when security solutions at the CoAP
| ayer are mature enough (see Section 5.3.3) should CoAP group
conmmuni cati on wi thout application-layer security be considered for
sensitive and mission-critical applications.

5.2. Threats

As noted above, there is currently no security at the CoAP | ayer for
group comunication. This is due to the fact that the current DILS-
based approach for CoAP is exclusively unicast oriented and does not
support group security features such as group key exchange and group
aut hentication. As a direct consequence of this, CoAP group

conmuni cation is vulnerable to all attacks mentioned in Section 11 of
[ RFC7252] for IP nulticast.

5.3. Threat Mtigation

Section 11 of [RFC7252] identifies various threat nmitigation

techni ques for CoAP group comunication. In addition to those
guidelines, it is recomended that for sensitive data or safety-
critical control, a conbination of appropriate |ink-layer security
and admi nistrative control of IP multicast boundaries should be used.
Sonme exanpl es are given bel ow.
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5.3.1. WFi Scenario

In a home automation scenario (using WFi), the WFi encryption
shoul d be enabled to prevent rogue nodes fromjoining. The Custoner
Prem ses Equi pment (CPE) that enables access to the Internet should
also have its IP multicast filters set so that it enforces nulticast
scope boundaries to isolate | ocal nmulticast groups fromthe rest of
the Internet (e.g., as per [RFC6092]). |In addition, the scope of the
I P nmulticast should be set to be site-local or smaller scope. For
site-l1ocal scope, the CPE will be an appropriate multicast scope
boundary poi nt.

5.3.2. 6LOWPAN Scenario

In a building autonmation scenario, a particular roommy have a
singl e 6LOVWPAN network with a single edge router (6LBR). Nodes on
the subnet can use |ink-layer encryption to prevent rogue nodes from
joining. The 6LBR can be configured so that it blocks any incon ng
(6LOWPAN- bound) I P nmulticast traffic. Another exanple topology could
be a nulti-subnet 6LOWPAN in a large conference room In this case,
t he backbone can inpl enent port authentication (IEEE 802.1X) to
ensure only authorized devices can join the Ethernet backbone. The
access router to this secured network segnment can al so be configured
to block incoming IP nulticast traffic.

5.3.3. Future Evolution

In the future, to further nitigate the threats, security enhancenents
need to be devel oped at the | ETF for group comunications. This will
al l ow i ntroduction of a secure node of CoAP group conmmunication and
use of the "coaps" schene for that purpose.

At the tine of witing this specification, there are various
approaches being considered for security enhancenents for group
communi cations. Specifically, a lot of the current effort at the

| ETF i s geared towards devel opi ng DILS-based group conmuni cation

This is primarily notivated by the fact that unicast CoAP security is
DTLS based (Section 9.1 of [RFC7252]. For exanple, [MCAST-SECURI TY]
proposes DTLS-based I P nulticast security. However, it is too early
to conclude if this is the best approach. Alternatively,

[ 1 PSEC- PAYLQAD] proposes | Psec-based IP nulticast security. This
approach al so needs further investigation and validation
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5.4. Monitoring Considerations
5.4.1. General Monitoring

CoAP group comunication is nmeant to be used to control a set of

rel ated devices (e.g., sinmultaneously turn on all the lights in a
roomj. This intrinsically exposes the group to some uni que

nmoni toring risks that solitary devices (i.e., devices not in a group)
are not as vulnerable to. For exanple, assune an attacker is able to
physically see a set of lights turn on in a room Then the attacker
can correl ate a CoAP group communi cation nmessage to that easily
observabl e coordi nated group action even if the contents of the
nmessage are encrypted by a future security solution (see

Section 5.3.3). This will give the attacker side-channel information
to plan further attacks (e.g., by determ ning the nenbers of the
group, then sone network topology information may be deduced).

One nitigation to group communication nonitoring risks that should be
explored in the future is nethods to decorrel ate coordi nated group
actions. For exanple, if a CoAP group conmunication GET is sent to
all the alarmsensors in a house, then their (unicast) responses
shoul d be as decorrelated as possible. This will introduce greater
entropy into the systemand will make it harder for an attacker to
noni t or and gat her si de-channel information

5.4.2. Pervasive Mnitoring

A key additional threat consideration for group conmunication is
pointed to by [RFC7258], which warns of the dangers of pervasive

nmoni toring. CoAP group conmuni cation solutions that are built on top
of IP nulticast need to pay particular heed to these dangers. This
is because IP nmulticast is easier to intercept (e.g., and to secretly
record) conpared to unicast traffic. A so, CoAP traffic is nmeant for
the Internet of Things. This nmeans that CoAP traffic (once future
security solutions are developed as in Section 5.3.3) may be used for
the control and nonitoring of critical infrastructure (e.g., lights,
alarns, etc.) that may be prinme targets for attack

For exanple, an attacker nmay attenpt to record all the CoAP traffic
going over the smart grid (i.e., networked electrical utility) of a
country and try to determine critical nodes for further attacks. For
exanpl e, the source node (controller) sends out the CoAP group
communi cati on nessages. CoAP nulticast traffic is inherently nore
vul nerabl e (conpared to a uni cast packet) as the same packet nay be
replicated over many links, so there is a nmuch higher probability of
it getting captured by a pervasive nonitoring system
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One useful mitigation to pervasive nonitoring is to restrict the
scope of the IP nmulticast to the minimal scope that fulfills the
application need. Thus, for exanple, site-local IP multicast scope
is always preferred over global scope IP nulticast if this fulfills
the application needs. This approach has the added advantage that it
coincides with the guidelines for nminimzing congestion control (see
Section 2.8).

In the future, even if all the CoAP nulticast traffic is encrypted,
an attacker may still attenpt to capture the traffic and perform an
of f-line attack, though of course having the multicast traffic
protected is always desirable as it significantly raises the cost to
an attacker (e.g., to break the encryption) versus unprotected
nmul ticast traffic.

6. | ANA Considerations

6.1. New ’'core.gp Resource Type
This meno regi sters a new Resource Type (rt=) Link Target Attribute,
"core.gp’, in the "Resource Type (rt=) Link Target Attribute Val ues"
subregi stry under the "Constrained RESTful Environments (CoRE)
Par anet ers” registry
Attribute Value: core.gp

Description: G oup Configuration resource. This resource is used to
query/ manage the group nmenbership of a CoAP server.

Ref erence: See Section 2.6. 2.
6.2. New 'coap-group+json’ Internet Media Type

This meno registers a new Internet nedia type for the CoAP G oup
Configuration resource called '"application/coap-group+json’

Type nane: application

Subt ype name: coap- group+j son

Requi red paraneters: None

Optional paraneters: None

Encodi ng consi derations: 8-bit UTF-8.

JSON to be represented using UTF-8, which is 8-bit conpatible (and
nost efficient for resource constrai ned inplenentations).
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Security considerations:
Deni al - of - Servi ce attacks could be perfornmed by constantly
(re-)setting the Goup Configuration resource of a CoAP endpoint to
different values. This will cause the endpoint to register (or
deregister) fromthe related IP nulticast group. To prevent this, it
is recomended that a formof authorization (nmaking use of unicast
DTLS- secured CoAP) be used such that only authorized controllers are
al l omed by an endpoint to configure its group nenbershi p.
Interoperability considerations: None
Publ i shed specification: RFC 7390
Applications that use this nmedia type:
CoAP client and server inplenmentations that wish to set/read the
Group Configuration resource via the 'application/coap-group+json’
payl oad as described in Section 2.6. 2.
Fragnment identifier considerations: NA
Addi tional Information:

Deprecated alias nanmes for this type: None

Magi ¢ nunber (s): None

File extension(s): *.json

Maci ntosh file type code(s): TEXT
Person and enmil address to contact for further information:

Esko Dijk ("Esko.D jk@rhilips.cont)
I nt ended usage: COVMON
Restrictions on usage: None
Aut hor: CoRE WG
Change controller: |ETF

Provi sional registration? (standards tree only): NA

Rahman & Dij k Experi ment al [ Page 40]



RFC 7390

7. References

G oup Comuni cation for CoAP Cct ober 2014

7.1. Normative References

[ RFC2119]

[ RFC2782]

[ RFC3376]

[ RFC3433]

[ RFC3542]

[ RFC3810]

[ RFC3986]

[ RFC4291]

[ RFC4601]

Rahman & Dij k

Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Levels", BCP 14, RFC 2119, March 1997,
<http://ww.rfc-editor.org/info/rfc2119>.

Gul brandsen, A, Vixie, P., and L. Esibov, "A DNS RR for
specifying the | ocation of services (DNS SRV)", RFC 2782,
February 2000, <http://www.rfc-editor.org/info/rfc2782>.

Cain, B., Deering, S., Kouvelas, |I., Fenner, B., and A
Thyagaraj an, "Internet G oup Management Protocol, Version
3", RFC 3376, Cctober 2002,

<http://ww. rfc-editor.org/info/rfc3376>.

Bi erman, A., Romascanu, D., and K Norseth, "Entity Sensor
Management | nfornati on Base", RFC 3433, Decenber 2002,
<http://ww.rfc-editor.org/info/rfc3433>.

Stevens, W, Thomas, M, Nordmark, E., and T. Jinnei,
"Advanced Sockets Application ProgramlInterface (APl) for
| Pv6", RFC 3542, May 2003,
<http://ww.rfc-editor.org/infolrfc3542>.

Vida, R and L. Costa, "Milticast Listener Discovery
Version 2 (M.Dv2) for IPv6", RFC 3810, June 2004,
<http://ww. rfc-editor.org/info/rfc3810>.

Berners-Lee, T., Fielding, R, and L. Masinter, "Uniform
Resource ldentifier (URI): Generic Syntax", STD 66, RFC
3986, January 2005,

<http://ww. rfc-editor.org/info/rfc3986>.

H nden, R and S. Deering, "IP Version 6 Addressing
Architecture", RFC 4291, February 2006,
<http://ww.rfc-editor.org/info/rfc4291>.

Fenner, B., Handley, M, Hol brook, H, and |I. Kouvel as,
"Protocol |ndependent Milticast - Sparse Mde (PIMSM:
Prot ocol Specification (Revised)", RFC 4601, August 2006,
<http://ww.rfc-editor.org/info/rfc4601>.

Experi ment al [ Page 41]



RFC 7390

[ RFC4919]

[ RFC4944]

[ RFC5110]

[ RFC5771]

[ RFC5952]

[ RFC6092]

[ RFC6550]

[ RFC6636]

[ RFC6690]

[ RFCB763]

Rahman & Dij k

G oup Comuni cation for CoAP Cct ober 2014

Kushal nagar, N., Montenegro, G, and C. Schumacher, "IPv6
over Low Power Wreless Personal Area Networks (6LOWPANS):
Overvi ew, Assunptions, Problem Statenment, and Goal s", RFC
4919, August 2007,

<http://www. rfc-editor.org/info/rfc4919>.

Mont enegro, G, Kushalnagar, N., Hui, J., and D. Culler,
"Transm ssion of | Pv6 Packets over |EEE 802.15.4

Net wor ks", RFC 4944, Septenber 2007,

<http://ww. rfc-editor.org/info/rfc4944>.

Savola, P., "Overview of the Internet Milticast Routing
Architecture", RFC 5110, January 2008,
<http://ww.rfc-editor.org/info/rfc5110>.

Cotton, M, Vegoda, L., and D. Meyer, "IANA Guidelines for
| Pv4 Multicast Address Assignnents", BCP 51, RFC 5771,
March 2010, <http://ww.rfc-editor.org/info/rfc5771>.

Kawarmura, S. and M Kawashi ma, "A Recommendation for |Pv6
Address Text Representation", RFC 5952, August 2010,
<http://ww. rfc-editor.org/info/rfc5952>.

Wodyatt, J., "Reconmended Sinple Security Capabilities in
Cust onmer Prenises Equi pnent (CPE) for Providing
Residential |Pv6 Internet Service", RFC 6092, January
2011, <http://ww.rfc-editor.org/info/rfc6092>.

Wnter, T., Thubert, P., Brandt, A, Hui, J., Kelsey, R,
Levis, P., Pister, K, Struik, R, Vasseur, JP., and R
Al exander, "RPL: |Pv6 Routing Protocol for Low Power and
Lossy Networks", RFC 6550, March 2012,

<http://ww. rfc-editor.org/info/rfc6550>.

Asaeda, H., Liu, H, and Q Wi, "Tuning the Behavior of
the Internet G oup Managenent Protocol (IGwW) and

Mul ticast Listener Discovery (M.D) for Routers in Mbile
and Wrel ess Networks", RFC 6636, My 2012,

<http://ww. rfc-editor.org/info/rfc6636>.

Shel by, Z., "Constrained RESTful Environnents (CoRE) Link
Format", RFC 6690, August 2012,
<http://ww.rfc-editor.org/info/rfc6690>.

Cheshire, S. and M Krochmal, "DNS-Based Service

Di scovery", RFC 6763, February 2013,
<http://www. rfc-editor.org/info/rfc6763>.

Experi ment al [ Page 42]



RFC 7390

[ RFC6775]

[ RFC7159]

[ RFC7230]

[ RFC7252]

[ RFC7258]

[ RFC7320]

7.2. Informat

[ RFC1033]

[ RFC4605]

[ RFC5740]

[ RFC7346]

[ BLOCKW SE-

Rahman & Dij k

G oup Comuni cation for CoAP Cct ober 2014

Shel by, Z., Chakrabarti, S., Nordnmark, E., and C. Bornmann,
"Nei ghbor Di scovery Optim zation for |Pv6 over Low Power
Wrel ess Personal Area Networks (6LoWPANs)", RFC 6775,
Novenber 2012, <http://www. rfc-editor.org/info/rfc6775>.

Bray, T., "The JavaScript Object Notation (JSON) Data
I nterchange Format", RFC 7159, March 2014,
<http://ww.rfc-editor.org/info/rfc7159>.

Fielding, R and J. Reschke, "Hypertext Transfer Protocol
(HTTP/1.1): Message Syntax and Routing”, RFC 7230, June
2014, <http://ww.rfc-editor.org/info/rfc7230>.

Shel by, Z., Hartke, K., and C. Bornann, "The Constrained
Application Protocol (CoAP)", RFC 7252, June 2014,
<http://ww. rfc-editor.org/info/rfc7252>.

Farrell, S. and H Tschofenig, "Pervasive Mnitoring |Is an
Attack", BCP 188, RFC 7258, May 2014,
<http://ww.rfc-editor.org/info/rfc7258>.

Notti ngham M, "URH Design and Oamnership", BCP 190, RFC
7320, July 2014, <http://ww.rfc-editor.org/info/rfc7320>.

i ve References

Lottor, M, "Domain administrators operations guide", RFC
1033, Novenber 1987,
<http://ww. rfc-editor.org/info/rfcl033>.

Fenner, B., He, H., Haberman, B., and H Sandi ck,
"Internet Group Managenent Protocol (IGW) / Milticast
Li stener Discovery (MD)-Based Milticast Forwarding
("1 Gw/ M.D Proxying")", RFC 4605, August 2006,
<http://ww. rfc-editor.org/info/rfc4605>.

Adanson, B., Bormann, C., Handley, M, and J. Macker,
"NACK-Oriented Reliable Multicast (NORM Transport
Protocol ", RFC 5740, Novenber 2009,

<http://ww. rfc-editor.org/info/rfc5740>.

Drons, R, "IPv6 Milticast Address Scopes", RFC 7346,
August 2014, <http://wwww. rfc-editor.org/info/rfc7346>.

CoAP]

Bormann, C. and Z. Shel by, "Bl ockw se transfers in CoAP",
Wrk in Progress, draft-ietf-core-block-15, July 2014.

Experi ment al [ Page 43]



RFC 7390 G oup Comuni cation for CoAP Cct ober 2014

[ CoORE-RD] Shel by, Z., Bormann, C., and S. Krco, "CoRE Resource
Directory", Wirk in Progress, draft-ietf-core-resource-
directory-01, Decenber 2013.

[ OBSERVE- CoAP]
Hart ke, K., "Cbserving Resources in CoAP", Work in

Progress, draft-ietf-core-observe-14, June 2014.

[ MCAST- MPL]
Hui, J. and R Kelsey, "Milticast Protocol for Low power
and Lossy Networks (MPL)", Work in Progress, draft-ietf-
roll-trickle-ncast-09, April 2014.

[ MCAST- SECURI TY]
Keoh, S., Kumar, S., Garcia-Mrchon, O, Dijk, E, and A
Rahman, "DTLS-based Miulticast Security in Constrained
Envi ronnment s”, Wirk in Progress, draft-keoh-dice-
mul ticast-security-08, July 2014.

[ 1 PSEC- PAYLQAD]
Mgault, D. and C. Bormann, "IPsec/ESP for Application

Payl oad", Work in Progress, draft-nglt-dice-ipsec-for-
appl i cati on- payl oad-00, July 2014.

Rahman & Dij k Experi ment al [ Page 44]



RFC 7390 G oup Comuni cation for CoAP Cct ober 2014

Appendi x A.  Milticast Listener Discovery (MD)

In order to extend the scope of IP nmulticast beyond |ink-1ocal scope,
an | P nmulticast routing or forwarding protocol has to be active in
routers on an LLN. To achieve efficient IP nulticast routing (i.e.
avoid always flooding IP nulticast packets), routers have to |learn
whi ch hosts need to receive packets addressed to specific IP

mul ticast destinations.

The M.D protocol [RFC3810] (or its IPv4 equivalent, |GW [RFC3376])
is today the nmethod of choice used by a (I P nulticast-enabled) router
to discover the presence of IP nulticast listeners on directly
attached links, and to discover which IP rmulticast addresses are of
interest to those listening nodes. MD was specifically designed to
cope with fairly dynamic situations in which IP nulticast listeners
may join and | eave at any tine.

Optinal tuning of the paraneters of MLD)IGW for routers for nobile
and wireless networks is discussed in [ RFC6636]. These guidelines
may be useful when inplenmenting MLD in LLNSs.
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