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NETRIS PROTOCOL

I nt roducti on

NETRJS, a private protocol for renote job entry service, was defined
and i npl enented by the UCLA Canpus Conputing Network (CCN) for batch
job submi ssion to an I BM 360 Model 91. CCN s NETRJS server allows a
renote user, or a daenmon process working in behalf of a user, to
access CCN s RIS ("Renote Job Service") subsystem RIS provides
renote job entry service to real renote batch (card reader/line
printer) term nals over direct conmmunications lines as well as to the
ARPANET.

A batch user at a renote host needs a NETRJS user process to
conmuni cate with the NETRJS server at the batch host. An active
NETRJS user process simulates a "Virtual Renote Batch Term nal", or
"VRBT" .

A VRBT nmay have virtual card readers, printers, and punches. In
addition, every VRBT has a virtual renote operator console. Using a
virtual card reader, a Network user can transnit a stream of card

i mages conprising one or nore batch jobs, conplete with job contro
| anguage ("JCL"), to the batch server host. The NETRIS server will
cause these jobs to be spooled into the batch systemto be executed
according to their priority. NETRIS will autonmatically return the
print and/or punch output images which are created by these jobs to
the virtual printer and/or card punch at the VRBT from which the job
was submitted. The batch user can wait for his output, or he can
signoff and signon again later to receive it.

To initiate a NETRIS session, the user process nust execute a
standard ICP to a fixed socket at the server. The result is to
establish a full-duplex Tel net connection for the virtual renote
operator console, allowing the VRBT to signon to RJS. The virtua
renote operator console can then be used to issue commands to NETRIS
and to receive status, confirmation, and error nessages fromthe
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server. The nost inportant renote operator conmmands are sunmari zed
i n Appendi x D.

Different VRBT' s are distinguished by 8-character terninal id s,
whi ch are assigned by the server site to individual batch users or
user groups.

B. Connections and Protocols

The protocol uses up to five connections between the user and server
processes. The operator console uses a a full-duplex Tel net
connection. The data transfer streans for the virtual card reader
printer, and punch each use a separate sinplex connection under a
data transfer protocol defined in Appendix A This docunment wll use
the term"channel" for one of these sinplex data transfer connections
and will designate a connection "input" or "output" with reference to
t he server.

A particular data transfer channel needs to be open only while it is
in use, and different channels may be used sequentially or

simul taneously. CCN s NETRIJS server wi |l support sinultaneous
operation of a virtual card reader, a virtual printer, and a virtua
punch (in addition to the operator console) on the sanme VRBT process.
The NETRIJS protocol could easily be extended to any numnber of

si mul t aneousl y-operating virtual card readers, printers, and punches.

The NETRJS server takes a passive role in opening the data channels:
the server only "listens" for an RFC fromthe user process. NETRIS is
defined with an 8-bit byte size on all data channels.

Some i npl ementations of NETRIS user processes are daenobns, operating
as background processes to subnit jobs froma list of user requests;
other inplenentations are interactive processes executed directly
under terminal control by renpte users. In the latter case, the VRBT
process generally nultiplexes the user term nal between NETRIS, i.e.
acting as the renote operator console, and entering |local comuands to
control the VRBT. Local VRBT commands all ow selection of the files
containing job streans to be sent to the server as well as files to
receive job output fromthe server. Oher |ocal commands woul d cause
the VRBT to open data transfer channels to the NETRIS server and to
cl ose these channels to free buffer space or abort transm ssion

The user process has a choice of three |ICP sockets, to select the
character set of the VRBT -- ASCII-68, ASCII-63, or EBCDI C. The
server will nake the corresponding translation of the data in the
card reader and printer channels. (In the CCN inpl enentation of
NETRJS, an EBCDIC VRBT will transmit and receive, wthout
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translation, "transparent"” streans of 8-bit bytes, since CCNis an
EBCDI C instal l ation). The punch streamw || always be transparent,
outputting "binary decks" of 80-byte records untranslated. The
operator consol e connections always use Network ASCI|, as defined by
the Tel net protocol.

The NETRJS protocol provides data conpression, replacing repeated
bl anks or other characters by repeat counts. However, when the
termnal idis assigned, a particular network VRBT may be specified
to use no data conpression. In this case, NETRIS will sinply
truncate trailing blanks and send records in a sinple "op
code-length-data" form called "truncated format" (see Appendi x A).

C. Starting and Termi nating a Session

The renote user establishes a connection to the NETRJS server by
executing an ICP to the contact socket 71 (decinal) for EBCD C,
socket 73 (decimal) for ASCI|-68, or to socket 75 (decimal) for

ASCI | -63. A successful ICP results in a pair of connections which are
in fact the NETRIS operator consol e connections. NETRIS will send a
READY nessage over the operator output connection.

The user (process) nust now enter a valid NETRIS signhon conmmand
("SIGNON ternminal -id") through the virtual renote operator console.

RIS will normally acknow edge signon with a consol e nessage; however,
if there is no available NETRIS server port, NETRJS will indicate
refusal by closing both operator connections. |If the user fails to

enter a valid signon within 3 mnutes, NETRJS will cl ose the operator
connections. |If the VRBT attenpts to open data transfer channels
before the signon command is accepted, the data transfer channels
will be refused wth an error nessage to the VRBT operator console.

Suppose that S is the even nunber sent in the I1CP, then the NETRJS
connecti ons have sockets at the server with fixed relation to S, as
shown in the follow ng table:

Channel Server Socket User Socket
Renpot e Qperator Consol e | nput S U + 3 Tel net
Renot e Operator Consol e Qut put S + U + 2 Tel net
Data Transfer - Card Reader #1 S + any odd nunber
Data Transfer - Printer #1 S + any even nunber
Data Transfer - Punch #1 S + any even numnber

GWN -

Once the VRBT has issued a valid signon, it can open data transfer
channel s and initiate input and output operations as explained in the
followi ng sections. To terninate the session, the VRBT nay close all
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connections. Alternatively, it my enter a SI GNOFF command t hrough
the virtual renote operator console. Receiving a SIGNOFF, NETRJS
will wait until the current job output streans are conplete and then
itself ternminate the session by closing all connections.

D. Input Operations

A job stream for subm ssion to the NETRIS server is a series of

| ogi cal records, each of which is a card i nrage of at nobst 80
characters. The user can submt a "stack" of successive jobs through
the card reader channel with no end-of-job indication between jobs;
NETRJS is able to parse the JCL sufficiently to recognize the

begi nni ng of each job.

To subnit a batch job or stack of jobs for execution, the user
process nust first open the card reader channel by issuing an Init
for foreign socket S+2 and the appropriate | ocal socket. NETRIJS,
which is listening on socket S+2, will return an RTS command to open
t he channel. When the channel is open, the user can begin sending his
job stream using the protocol defined in Apendix A. For each job
successful ly spooled, NETRIS will send a confirning nessage to the
renot e operator console.

At the end of the job stack, the user process nust send an

End-of -Data transaction to initiate processing of the last job.
NETRJS will then close the channel (to avoid hol ding buffer space
unnecessarily). At any tinme during the session, the user process can
re-open the card reader channel and transmit another job stack. It
can also terninate the session and signon later to get the output.

If the user process |eaves the channel open for 5 mnutes wthout
sending any bits, the server will abort (close) the channel. The user
process can abort the card reader channel at any tine by closing the
channel; NETRJS will then discard the |last partially spooled job.

I f NETRJS finds an error (e.g., transaction sequence number error or
a dropped bit), it will abort the channel by closing the channel
prematurely, and also informthe user process that the job was

di scarded (thus solving the race condition between End-of-Data and
aborting). The user process should retransnit only those jobs in the
stack that have not been conpletely spool ed.

If the user’s process, NCP, or host, or the Network itself fails
during input, RIS w Il discard the job being transmtted. A nessage
informng the user that this job was discarded will be generated and
sent to himthe next tinme he signs on. On the other hand, those jobs
whose recei pt have been acknow edged on the operator’s console wll
not be affected by the failure, but will be executed by the server
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E

Qut put Operations

The VRBT may wait to set up a virtual printer or punch and open its
channel until a STATUS nessage from NETRJS indicates output is ready;
or it may | eave the output channel (s) open during the entire session,
ready to receive output whenever it becones available. The VRBT can
al so control which one of several available jobs is to be returned by
entering appropriate operator comands.

To be prepared to receive printer (or punch) output fromits jobs,
the VRBT issues an Init for foreign socket S+3 or S+5 for printer or
punch out put, respectively. NETRIS is listening on these sockets and
should i mMmediately return an STR. However, it is possible that
because of a buffer shortage, NETRIS will refuse the connection by
returning a CLS; in this case, try again |ater.

Wien NETRJS has job output for a particular virtual term nal and a
correspondi ng open output channel, it will send the output as a
series of logical records using the protocol in Appendix A The
first record will consist of the job nanme (8 characters) foll owed by
a conma and then the ID string fromthe JOB card, if any. 1In the
printer stream the first colum of each record after the first wll
be an ASA carriage control character (see Appendix C. A virtual
printer in NETRJS has 254 col ums, exclusive of carriage control;
NETRJS will send up to 255 characters of a logical record it finds in
a SYSOUT data set. |If the user wishes to reject or fold records

| onger than sone snaller record size, he can do so in his VRBT
process.

NETRJS will send an End-of-Data transaction and then cl ose an out put
channel at the end of the output for each conplete batch job; the
renote site nust then send a new RFC to start output for another job.
This gives the renbte site a chance to allocate a new file for each
j ob wi thout breaking the output within a job.

If the batch user wants to cancel (or backspace or defer) the output
of a particular job, he can enter appropriate NETRJS commands on the
operator input channel (see Appendi x D).

I f NETRJS encounters a pernmanent |/O error in reading the disk data
set, it will notify the user via his console, skip forward to the
next set of system nessages or SYSOUT data set in the sane job, and
continue. If the user process stops accepting bits for 5 minutes, the
server will abort the channel. In any case, the user will receive
notification of termnation of output data transfer for each job via
a renote consol e nessage.
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If the user detects an error in the stream he can i ssue a Backspace
(BSP) command from his console to repeat the |ast "page" of output,
or a Restart (RST) command to repeat fromthe |ast SYSOUT data set or
t he begi nning of the job, or he can abort the channel by closing his
socket. |If he aborts the channel, NETRIS will sinulate a Backspace
conmand, and when the user re-opens the channel the job will begin
transm ssion again froman earlier point in the sane data set. This
is true even if the user term nates the current session first and
reopens the channnel in a later session; RIS saves the state of every
i nconpl ete out put stream However, before re-opening the channel he
can defer this job for later output, restart it at the beginning, or
cancel its output (see Appendix D). Note that aborting the channel
is only effective if NETRJS has not yet sent the End-of-Data
transacti on.

If the user’s process, NCP, or host or the Network itself fails
during an output operation, NETRIS will act as if the channel had
been aborted and the user signed off. NETRIS will discard the output
of a job only after receiving the RFNMfromthe | ast data transfer
message (containing an End-of-Data). In no case should a NETRJS user
| ose output froma batch job.
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APPENDI X A
Data Transfer Protocol in NETRIS
1. Introduction

The records in the data transfer channels (for virtual card
reader, printer, and punch) are generally grouped into
transacti ons preceded by headers. The transaction header includes
a sequence nunber and the length of the transaction. Network byte
size nmust be 8 bits in these data streans.

A transaction is the unit of buffering within the server software,
and is limted to 880 8-bit bytes. Transactions can be as short as
one record; however, those sites which are concerned with

ef ficiency should send transactions as close as possible to the
880 byte limt.

There is no necessary connection between physical nessage
boundari es and transactions ("l ogical nessages”); the NCP can
break a transaction arbitrarily into physical nessages. The CCN
server starts each transaction at the begi nning of a new physica
nmessage, but this is not a requirenment of the protocol

Each |l ogical record within a transaction begins with an "op code"
byte which contains the channel identification, so its value is
uni que to each channel but constant within a channel. This choice
provi des the receiver with a convenient way to verify

bi t-synchroni zation, and it also allows an extension in the future
to true "nulti-leaving" (i.e., nmultiplexing all channels wi thin
one connection in each direction).

The only provisions for transm ssion error detection in the
current NETRJS protocol are (1) the "op code" byte to verify bit
synchroni zati on and (2) the transacti on sequence nunber. Under the
NETRJS protocol, a data transfer error nmust abort the entire
transm ssion; there is no provision for restart.
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2.
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Met a- Not at i on

The follow ng description of the NETRJS data transfer protoco
uses a fornmal notation derived fromthat proposed in RFC 31 by
Bobrow and Sut herland. The notation consists of a series of
productions for bit string variables. Each variabl e nane which
represents a fixed length field is followed by the length in bits
(e.g., SEQNUMB(16)). Numbers enclosed in quotes are deci nal
unless qualified by a | eading X neaning hex. Since each hex digit
is 4 bits, the length is not shown explicitly in hex nunbers. For
exanpl e, '255 (8) and X FF' both represent a string of 8 one bits.

The meta-syntactic operators are:

| ;alternative string

[ ] coptional string

() : groupi ng

+ :catenation of bit strings
The nunerical value of a bit string (interpreted as an integer) is
synbol i zed by a | ower case identifier preceding the string
expression and separated by a colon. For exanple, in
"i:FIELDX8)", i synbolizes the nuneric value of the 8 bit string
FI ELD.
Finally, we use Bobrow and Sutherland s synbolismfor iteration of
a sub-string: (STRING EXPRESSION = n); denotes n occurrences of
STRI NG EXPRESSI QN, inplicitly catenated together. Here any n
greater or equal to O is assunmed unless nis explicitly
restricted.

Prot ocol Definition

STREAM : : = (TRANSACTI ON = n) + [ END- OF- DATA]

That is, STREAM the entire sequence of data on a particul ar

open channel, is a sequence of n TRANSACTI ONS fol | owed by an

END- OF- DATA nmarker (omitted if the sender aborts the channel).
TRANSACTI ON ::= THEAD(72) + (RECORD =r) + ('0' (1) = f)

That is, a transaction consists of a 72 bit header, r records,
and f filler bits; it nay not exceed 880*8 bits.
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THEAD ::= X FF +f: FI LLER(8) +SEQNUMB( 16) +LENGTH( 32) +X’ 00’

Transactions are to be consecutively nunbered in the SEQNUVB
field, starting with O in the first transaction after the
channel is (re-) opened. The 32 bit LENGIH field gives the
total length in bits of the r RECORD s which follow  For
conveni ence, the using site may add f additional filler bits at
the end of the transaction to reach a conveni ent word boundary
on his machine; the value f is transmtted in the FILLER field
of THEAD.

RECORD : : = COVPRESSED | TRUNCATED
RIS will accept interm xed RECORD s whi ch are COVPRESSED or
TRUNCATED in an input stream RIS will send one or the other
format in the printer and punch streans to a given VRBT; the
choice is determ ned for each terninal id.

COMPRESSED : :

"2 (2) + DEVID(6) + (STRING = p) + '0'(8)

STRI NG

("6"(3) + i:DUPCOUNT(5)) |
This formrepresents a string of i consecutive bl anks
("7 (3) + i:DUPCOUNT(5) + TEXTBYTE(8)) |

This formrepresents string of i consecutive duplicates of
TEXTBYTE.

("2"(2) + j:LENGTH(6) + (TEXTBYTE(8) = j))

This formrepresents a string of j characters.

TRUNCATED ::="3"(2) + DEVID(6) + n: COUNT(8) + (TEXTBYTE(8)=n)
DEVI D( 6) ;= DEVNQ(3) + t:DEVTYPE(3)
DEVID identifies a particular virtual device, i.e., it
identifies a channel. DEVTYPE specifies the type of device, as
fol | ows:

1 Qut put to renote operator console
2 I nput fromrenote operator console
3: Input fromcard reader

4: CQutput to printer

5: Qutput to card punch

7 Unused
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DEVNO i dentifies the particular device of type t at this renote
site; at present only DEVNO = 0 is possible.

END- OF- DATA :: =X FE

Signals end of job (output) or job stack (input).
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APPENDI X B
Tel net for VRBT Operator Consol e

renot e operator consol e connections use the ASCI| Tel net
tocol. Specifically:

1. The follow ng one-to-one character mappings are used for the
three EBCDI C graphics not in ASClI

ASCI1 in Tel net | NETRIS

broken vertical bar | solid vertical bar
tilde | not sign

back sl ash | cent sign

2. Telnet controls are ignored.

3. An operator console input |line which exceeds 133 characters
(exclusive of CRLF) is truncated by NETRIJS.

4. NETRJS accepts BS (Control-H) to delete a character and CAN
(Control-X) to delete the current line. The sequence CR LF
term nates each input and output line. HT (Control-1) is
translated to a single space. An ETX (Control-C) term nates
(aborts) the session. All other ASCII control characters are

i gnor ed.

5. NETRIS translates the six ASCI|I graphics with no equivalent in
EBCDI C into the character question mark ("?") on input.

[ page 11]



RFC 740

NETRJS Pr ot ocol

The carriage control

Br aden

OWP>OWoO~NOOOPRWNE + !

RTB 42423 22 Nov 77

APPENDI X C

Carriage Control

characters sent in a printer channel by NETRJS
conformto I BMs extended USASI code, defined by the follow ng table:

ACTI ON BEFORE WRI TI NG RECORD
Space one |line before printing
Space two lines before printing
Space three lines before printing
Suppress space before printing

Ski p
Ski p
Ski p
Ski p
Ski p
Ski p
Ski p
Ski p
Ski p
Ski p
Ski p
Ski p

to
to
to
to
to
to
to
to
to
to
to
to

channel
channel
channel
channel
channel
channel
channel
channel
channel
channel
channel
channel
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APPENDI X D
Net wor k/ RIS Conmand Sunmary

This section presents an overview of the RIS Operator Commands, for
the conplete form and paraneter specifications please see references
2 and 3.

Terminal Control and | nformati on Conmands

S| GNON First command of a session; identifies VRBT by giving
its terminal id.

SI GNOFF Last command of a session; RIS waits for any data
transfer in progress to conplete and then cl oses al
connecti ons.

STATUS Qutputs on the renote operator console a conplete
list, or a summary, of all jobs in the systemfor
this VRBT, with an indication of their processing
status in the batch host.

ALERT Qut puts on the renote operator console an "Alert"
nmessage, if any, fromthe conputer operator. The
Al ert nessage is also automatically sent when the
user does a SIGNON, or whenever the nessage changes.

MG Sends a nessage to the conputer operator or to any
other RIS terminal (real or virtual). A nmessage from
the conputer operator or another RIS ternminal wll
automatically appear on the renote operator console.

Job Control and Routing Comuands

Under CCN s job nanagenent system the default destination for
output is the input source. Thus, a job subnmitted under a given
VRBT will be returned to that VRBT (i.e., the sane terminal id),
unl ess the user’s JCL overrides the default destination

RIS pl aces print and punch output destined for a particular renote
terminal into either an Active Queue or a Deferred Queue. When
the user opens his print or punch output channel, RIS imediately
starts sending job output fromthe Active Queue, and continues
until this queue is enpty. Job output in the Deferred Queue, on
the other hand, nust be called for by job nane, (via a RESET
command fromthe renote operator) before RIS wll send it. The
Activel/ Deferred choice for output froma job is deternined by the
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deferral status of the VRBT when the job is entered; the deferra
status, which is set to the Active option when the user signs on
may be changed by the SET conmand.

SET

DEFER

RESET

ROUTE

ABCORT

Allows the renpte user to change certain properties
of his VRBT for the duration of the current session

(a) My change the default output destination to be
another (real or virtual) RIS ternmnal or the
central facility.

(b) May change the deferral status of the VRBT.

Moves the print and punch output for a specified job
or set of jobs fromthe Active Queue to the Deferred
Queue. If the job’s output is in the process of
being transmitted over a channel, RIS aborts the
channel and saves the current output |ocation before
moving the job to the Deferred Queue. A subsequent
RESET command will return it to the Active Queue
with an inplied Backspace (BSP)

Moves specified job(s) fromDeferred to Active Queue
so they may be sent to user. A specific list of job
nanes or all jobs can be noved with one RESET
conmand.

Re-routes output of specified jobs (or all jobs)
waiting in the Active and Deferred Queues for the
VRBT. The new destination nay be any other RIS
termnal or the central facility.

Cancels a job which was successfully subnmtted and
awai ting execution or is currently executing.

Qut put Stream Control Comands

Br aden

BSP ( BACKSPACE) "Backspaces" output streamw thin current sysout

CAN ( CANCEL)

data set. Actual anount backspaced depends upon
sysout bl ocking but is roughly equivalent to a page
on the line printer.

(a) On an output channel, CAN causes the rest of
the output in the sysout data set currently being
transmitted to be onitted. Alternatively, may omt
the rest of the sysout data sets for the job
currently being transnmitted; however, the remaining
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RST ( RESTART)

REPEAT

EAM
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system and accounting nessages will be sent.

(b) On an input channel, CAN causes RJS to ignore
the job currently being read. However, the channe
is not aborted as a result, and RIS will continue
readi ng in jobs on the channel

(c) CAN can delete all sysout data sets for
specified job(s) waiting in Active or Deferred

Queue.

(a) Restarts a specified output streamat the
begi nning of the current sysout data set or,
optionally, at the beginning of the job.

(b) Marks as restarted specified job(s) whose
transm ssion was earlier interrupted by system
failure or user action (e.g., DEFER command or
aborting the channel). Wen RIS transnmits these
jobs again it will start at the beginning of the
partially transnmtted sysout data set or,

optionally, at the beginning of the job. This
function may be applied to jobs in either the Active
or the Deferred Queue; however, if the job was in
the Deferred Queue then RST al so noves it to the
Active Queue. If the job was never transmtted, RST
has no effect other than this queue novenent.

Sends additional copies of the output of specified
j obs.

Echoes the card reader stream back in the printer
and/ or punch stream
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NETRIS TERM NAL OPTI ONS

When a new NETRJIS virtual termnal is defined, certain options are
avai l abl e; these options are listed bel ow

Br aden

1

Truncat ed/ Conpr essed Data For nmat

A VRBT nmay use either the truncated data format (default) or
the conpressed format for printer and punch output. See
Ref erence 9 for discussion of the virtues of conpression

Automatic Col dstart Job Resubmni ssi on

If "R'" (Restart) is specified in the accounting field on the
JOB card and if this option is chosen, RIS will automatically
resubmit the job fromthe beginning if the server operating
system shoul d be "coldstarted" before all output fromthe job
is returned. Oherwise, the job will be |lost and nust be
resubmitted fromthe renpte ternminal in case of a coldstart.

Aut omat i ¢ Qut put RESTART

Wth this option, transm ssion of printer output which is
interrupted by a broken connection always starts over at the
begi nning. Wthout this option, the output is backspaced
approxi matel y one page when restarted, unless the user forces
the output to start over fromthe beginning with a RESTART
conmand when the printer channel is re-opened and before
printing begins.

Password Protection

This option allows a password to be supplied when a ternminal is
signed on, preventing unauthorized use of the terninal |D.

Suppressi on of Punch Separator and Large Letters.

This option suppresses both separator cards which RIS nornmally
puts in front of each punched output deck, and separator pages
on printed output containing the job nanme in |arge bl ock
letters. These separators are an operational aid when the
ouptut is directed to a real printer or punch, but generally
undesirable for an ARPA user who is saving the output in a file
for on-1ine exani nation.
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APPENDI X F
Character Translation by CCN Server

A VRBT declares its character set for job input and output by the
initial connection socket it chooses. A VRBT can have the ASClI - 68,
the ASCII-63, or the EBCDIC character set. The ASCII|-63 character
mappi ng was added to NETRJS at the request of users whose terminals
are equi pped with keyboards |ike those found on the nodel 33

Tel et ype.

Si nce CCN operates an EBCDI C machine, its NETRJS server translates
ASCIl input to EBCDIC and translates printer output back to ASCII.
The details of this translation are described in the foll ow ng.

For ASCII1-68, the follow ng rules are used:

1. There is one-to-one nmapping between the three ASCII characters
broken vertical bar, tilde, and back slash, which are not in
EBCDI C, and the three EBCDI C characters vertical bar, not
sign, and cent sign (respectively), which are not in ASClI.

2. The other six ASCII graphics not in EBCDIC are transl ated on
i nput to unused EBCDI C codes, shown in the table bel ow

3. The ASCI1 control D4 is mapped to and fromthe EBCDI C control
™

4. The other EBCDI C characters not in ASCI1 are nmapped in the
printer streaminto the ASCII question nark.

For ASCI1-63, the sane rules are used except that the ASClII-63 codes
X 60" and X 7B - X 7E are mapped as in the follow ng table.

EBCDI C | ASCI|-68 VRBT | ASCII-63 VRBT

vertical bar X 4F vertical bar X 7C open bracket X 5B

| |
not sign X 5F | tilde X 7E | close bracket X 5D
cent sign X 4A | back sl ash X 5C | back slash X 5C
under score X 6D | underscore X 5F | left arrow X 5F
. X 71 | up arrow X 5E | up arrow X 5FE
open bracket X AD | open bracket X 5B | . X 7C
cl ose bracket X BD | close bracket X 5D | X 7E
X 8B | open brace X 7B | X 7B
X 9B | close brace X 7D | X 7D
X 79" | accent X 60" | X 60’
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