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Abst r act

In sone instances, Service Providers (SPs) have a |egal |ogging

requi renent to be able to map a subscriber’s inside address with the
address used on the public Internet (e.g., for abuse response).
Unfortunately, many |ogging solutions for Carrier-Gade NATs (CG\s)
require active logging of dynamic translations. CGN port assignnments
are often per connection, but they could optionally use port ranges.
Research indicates that per-connection logging is not scalable in
many residential broadband services. This docunment suggests a way to
manage CGN translations in such a way as to significantly reduce the
anount of | ogging required while providing traceability for abuse
response. |Pv6 is, of course, the preferred solution. Wile

depl oynent is in progress, SPs are forced by business inperatives to
mai ntai n support for IPv4. This note addresses the IPv4 part of the
network when a CGN solution is in use.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This is a contribution to the RFC Series, independently of any other
RFC stream The RFC Editor has chosen to publish this docunment at
its discretion and nmakes no statenment about its value for

i mpl enentation or depl oynent. Docunents approved for publication by
the RFC Editor are not a candidate for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://www. rfc-editor.org/infol/rfc7422
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1. Introduction

It is becoming increasingly difficult to obtain new I Pv4 address
assignnents from Regi onal /Local Internet Registries due to depleting
supplies of unallocated | Pv4 address space. To neet the grow ng
demand for Internet connectivity from new subscribers, devices, and
service types, sone operators will be forced to share a single public
| Pv4 address anmong multiple subscribers using techni ques such as
Carrier-Gade NAT (CG\) [ RFC6264] (e.g., NAT444 [ NAT444], Dual - Stack
Lite (DS-Lite) [RFC6333], NAT64 [ RFC6146], etc.). However, address
sharing poses additional challenges to operators when considering how
t hey manage service entitlenent, public safety requests, or

attack/abuse/fraud reports [ RFC6269]. |In order to identify a
specific user associated with an I P address in response to such a
request or for service entitlenent, an operator will need to map a

subscriber’s internal source |IP address and source port with the
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gl obal public I P address and source port provided by the CGN for
every connection initiated by the user

CGN connection | ogging satisfies the need to identify attackers and
respond to abuse/public safety requests, but it inposes significant
operational challenges to operators. In lab testing, we have
observed CGN | og nessages to be approxinmately 150 bytes long for
NAT444 [ NAT444] and 175 bytes for DS-Lite [ RFC6333] (i ndividual |og
nmessages vary somewhat in size). Although we are not aware of
definitive studies of connection rates per subscriber, reports from
several operators in the US sets the average nunber of connections
per household at approxinmately 33,000 connections per day. |If each
connection is individually logged, this translates to a data vol unme
of approximately 5 MB per subscriber per day, or about 150 MB per
subscri ber per nonth; however, specific data volumes may vary across
di fferent operators based on nyriad factors. Based on available
data, a 1-mllion-subscriber SP will generate approxi mately 150
terabytes of |log data per nonth, or 1.8 petabytes per year. Note
that many SPs conpress |log data after collection; conpression factors
of 2:1 or 3:1 are common.

The volune of log data poses a problemfor both operators and the
public safety community. On the operator side, it requires a
significant infrastructure investnent by operators inplenenting CGN
It also requires updated operational practices to naintain the

| oggi ng infrastructure, and requires approxi nately 23 Mps of
bandwi dt h bet ween the CGN devices and the |ogging infrastructure per
50, 000 users. On the public safety side, it increases the tine
required for an operator to search the logs in response to an abuse
report, and it could delay investigations. Accordingly, an

i nternational group of operators and public safety officials
approached the authors to identify a way to reduce this inpact while
i mprovi ng abuse response.

The vol une of CGN | oggi ng can be reduced by assigning port ranges

i nstead of individual ports. Using this nethod, only the assignnent
of a new port range is |logged. This may nassively reduce | ogging
volume. The log reduction nay vary depending on the I ength of the
assigned port range, whether the port range is static or dynamc,
etc. This has been acknow edged in [ RFC6269], which recomends the
| oggi ng of source ports at the server and/or destination |ogging at
the CGN, and [ NAT-LOGA NG, which describes information to be | ogged
at a NAT.

However, the existing solutions still pose an inpact on operators and
public safety officials for |ogging and searching. |nstead, CG\s
coul d be designed and/or configured to determnistically map interna
addresses to {external address + port range} in such a way as to be
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able to algorithmically calculate the napping. Only inputs and
configuration of the algorithmneed to be | ogged. This approach
reduces both | oggi ng volune and subscriber identification tinmes. In
some cases, when full determnistic allocation is used, this approach
can elimnate the need for translation |ogging.

Thi s docunent describes a nethod for such CGN address mappi ng,
conbined with block port reservations, that significantly reduces the
burden on operators while offering the ability to map a subscriber’s
inside | P address with an outside address and external port nunber
observed on the Internet.

The activation of the proposed port range allocation schene is
conpliant with BEHAVE requirenments such as the support of
Appli cation-specific functions (APP)

1.1. Requirements Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

2. Determnistic Port Ranges

Whi |l e a subscriber uses thousands of connections per day, nost

subscri bers use far fewer resources at any given tine. Wen the
conpression ratio (see Appendi x B of RFC 6269 [ RFC6269]) is | ow
(e.g., the ratio of the nunber of subscribers to the nunber of public
| Pv4 addresses allocated to a CGNis closer to 10:1 than 1000:1),
each subscriber could expect to have access to thousands of TCP/ UDP
ports at any given tinme. Thus, as an alternative to |ogging each
connection, CGNs could deterninistically nmap custoner private
addresses (received on the custoner-facing interface of the CGN
a.k.a., internal side) to public addresses extended with port ranges
(used on the Internet-facing interface of the CG\, a.k.a., externa
side). This algorithmallows an operator to identify a subscriber
internal |P address when provided the public side | P and port nunber
wi t hout having to exami ne the CGN translation logs. This prevents an
operator fromhaving to transport and store massive anounts of
session data fromthe CGN and then process it to identify a

subscri ber.

The al gorithmi c mappi ng can be expressed as:
(External IP Address, Port Range) = function 1 (Internal |P Address)

Internal 1P Address = function 2 (External |P Address, Port Number)
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The CGN SHOULD provide a nethod for administrators to test both
mappi ng functions (e.g., enter an External |P Address + Port Nunber
and receive the corresponding Internal |P Address).

Determ nistic Port Range allocation requires configuration of the
foll owi ng vari abl es:

o Inside I Pv4/1Pv6 address range (1);
0 CQutside |IPv4 address range (O;

0 Conpression ratio (e.g., inside IP addresses | / outside IP
addresses O (O;

o Dynanic address pool factor (D), to be added to the conpression
ratio in order to create an overfl ow address pool

0o Maxi num ports per user (M;
0 Address assignment algorithm (A) (see below); and
0 Reserved TCP/UDP port list (R

Note: The inside address range (1) will be an | Pv4 range in NAT444
operation (NAT444 [NAT444]) and an I Pv6 range in DS-Lite operation
(DS-Lite [ RFC6333]).

A subscriber is identified by an internal |Pv4 address (e.g., NAT44)
or an IPv6 prefix (e.g., DS-Lite or NAT64).

The al gorithm nay be generalized to L2-aware NAT [L2NAT], but this
requires the configuration of the Internal interface identifiers
(e.g., Media Access Control (MAC) addresses).

The algorithmis not designed to retrieve an internal host anong
those sharing the sane internal |IP address (e.g., in a DS-Lite
context, only an | Pv6 address/prefix can be retrieved using the
algorithmwhile the internal |Pv4 address used for the encapsul ated
| Pv4 datagramis |ost).

Several address-assignnent algorithns are possible. Using predefined
al gorithns, such as those that follow, sinplifies the process of
reversing the algorithmwhen needed. However, the CGN MAY support
additional algorithms. Also, the CGNis not required to support all
of the algorithnms described bel ow. Subscribers could be restricted
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to ports froma single | Pv4 address or could be allocated ports
across all addresses in a pool, for exanple. The follow ng
al gorithms and correspondi ng val ues of A are as foll ows:

0:

Sequential (e.g., the first block goes to address 1, the second
bl ock to address 2, etc.).

Staggered (e.g., for every n between 0 and ((65536-R)/(C+D))-1
address 1 receives ports n*C+R, address 2 receives ports
(1+n)*C+R, etc.).

Round robin (e.g., the subscriber receives the sane port nunber
across a pool of external |P addresses. |If the subscriber is to
be assigned nore ports than there are in the external |IP pool, the
subscri ber receives the next highest port across the |P pool, and
so on. Thus, if there are 10 I P addresses in a pool and a

subscri ber is assigned 1000 ports, the subscriber would receive a
range such as ports 2000-2099 across all 10 external IP

addr esses) .

Interlaced horizontally (e.g., each address receives every Cth
port spread across a pool of external |P addresses).

Cryptographi cally random port assignnment (Section 2.2 of RFC6431

[ RFC6431]). If this algorithmis used, the SP needs to retain the
keyi ng material and specific cryptographic function to support
reversibility.

Vendor -specific. Oher vendor-specific algorithns may al so be
support ed.

The assigned range of ports MAY al so be used when translating | CW
requests (when rewiting the ldentifier field).

The CGN then reserves ports as foll ows:

1

The CGN renoves reserved ports (R) fromthe port candidate |ist
(e.g., 0-1023 for TCP and UDP). At a minimm the CGN SHOULD
renove system ports [ RFC6335] fromthe port candidate |ist
reserved for deterninistic assignnment.

The CCN cal cul ates the total conpression ratio (C+D), and

all ocates 1/ (C+D) of the available ports to each internal IP
address. Specific port allocation is deternmined by the algorithm
(A) configured on the CGN. Any renmining ports are allocated to
t he dynam ¢ pool
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Note: Setting Dto O disables the dynanmic pool. This option
elinmnates the need for per-subscriber |ogging at the expense of
limting the nunber of concurrent connections that 'power users
can initiate.

3. Wen a subscriber initiates a connection, the CGN creates a
transl ati on mappi ng between the subscriber’s inside local IP
address/port and the CGN outside global |IP address/port. The CGN
MUST use one of the ports allocated in step 2 for the translation
as long as such ports are available. The CGN SHOULD al |l ocate
ports randomy within the port range assigned by the
determnistic algorithm This is to increase subscriber privacy.
The CGN MUST use the pre-allocated port range fromstep 2 for
Port Control Protocol (PCP, [RFC6887]) reservations as |long as
such ports are available. Wile the CON maintains its mapping
table, it need not generate a log entry for translation mappi ngs
created in this step.

4, |If D>0, the CGN will have a pool of ports left for dynanic
assignnent. |f a subscriber uses nore than the range of ports
allocated in step 2 (but fewer than the configured maxi mum ports
M, the CGN assigns a block of ports fromthe dynam c assi gnnent
range for such a connection or for PCP reservations. The CGN
MUST | og dynamically assigned port blocks to facilitate
subscri ber-to-address nmapping. The CGN SHOULD nmanage dynami c
ports as described in [LOG REDUCTI QN .

5. Configuration of reserved ports (e.g., systemports) is left to
operator configuration

Thus, the CGN will nmaintain translation napping information for al
connections within its internal translation tables; however, it only
needs to externally log translations for dynamically assigned ports.

2.1. IPv4 Port Utilization Efficiency

For SPs requiring an aggressive address-sharing ratio, the use of the
al gorithmic nmapping may inpact the efficiency of the address sharing.
A dynanmic port range allocation assignnent is nore suitable in those

cases.

2.2. Planning and Di nensi oni ng

Unl i ke dynami c approaches, the use of the algorithnic mapping
requires nmore effort fromoperational teans to tweak the al gorithm
(e.g., size of the port range, address sharing ratio, etc.).

Dedi cated al arms SHOULD be configured when some port utilization
thresholds are fired so that the configuration can be refined.
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The use of algorithm c nmapping also affects geol ocation. Changes to
the inside and outside address ranges (e.g., due to growth, address
al l ocation planning, etc.) would require external geol ocation
providers to recalibrate their mappings.

2.3. Determnistic CGN Exanple

To illustrate the use of deterninistic NAT, let's consider a sinple
exanpl e. The operator configures an inside address range (1) of

198. 51. 100. 0/ 28 [ RFC6598] and outsi de address (O of 192.0.2.1. The
dynam ¢ address pool factor (D) is set to 2. Thus, the total
conpression ratio is 1:(14+2) = 1:16. Only the systemports (e.qg.
ports < 1024) are reserved (R). This configuration causes the CGN to
pre-allocate ((65536-1024)/16 =) 4032 TCP and 4032 UDP ports per

i nside | Pv4 address. For the purposes of this exanple, let’'s assune
that they are allocated sequentially, where 198.51.100.1 maps to
192.0. 2.1 ports 1024-5055, 198.51.100.2 maps to 192.0.2.1 ports
5056-9087, etc. The dynanic port range thus contains ports

57472- 65535 (port allocation illustrated in the table bel ow).
Finally, the maximum ports/subscriber is set to 5040.

B o e e e e e e e ea oo +
| I'nside Address / Pool | Qutside Address & Port

oo e e e e e e oo oo - e +
| Reserved | 192.0.2.1:0-1023 |
| 198.51.100.1 | 192.0.2.1:1024-5055 |
| 198.51.100.2 | 192.0. 2. 1: 5056- 9087

| 198.51.100.3 | 192.0.2.1:9088-13119

| 198.51.100.4 | 192.0.2.1:13120-17151

| 198.51.100.5 | 192.0.2.1:17152-21183

| 198.51.100.6 | 192.0.2.1:21184-25215

| 198.51.100.7 | 192.0.2.1:25216- 29247

| 198.51.100.8 | 192.0.2.1:29248-33279

| 198.51.100.9 | 192.0.2.1:33280-37311

| 198.51.100.10 | 192.0.2.1:37312-41343

| 198.51.100.11 | 192.0.2.1:41344- 45375

| 198.51.100.12 | 192.0.2.1:45376- 49407

| 198.51.100.13 | 192.0.2.1:49408-53439

| 198.51.100. 14 | 192.0.2.1:53440-57471

| Dynam c | 192.0.2.1:57472- 65535

oo e e e e e e e oo oo - e +

When subscriber 1 using 198.51.100.1 initiates a | ow vol une of
connections (e.g., < 4032 concurrent connections), the CGN maps the
out goi ng source address/port to the pre-allocated range. These
transl ati on mappi ngs are not | ogged.

Donl ey, et al. I nf or mat i onal [ Page 8]



RFC 7422 determ ni stic-cgn Decenber 2014

Subscriber 2 concurrently uses nore than the all ocated 4032 ports
(e.g., for peer-to-peer, mapping, video streaning, or other
connection-intensive traffic types), the CGN allocates up to an

addi tional 1008 ports using bulk port reservations. |In this exanple,
subscri ber 2 uses outside ports 5056-9087, and then 100-port bl ocks
bet ween 58000-58999. Connections using ports 5056-9087 are not

| ogged, while 10 log entries are created for ports 58000-58099,
58100- 58199, 58200-58299, ..., 58900-58999.

In order to identify a subscriber behind a CGN (regardl ess of port

al l ocati on nmethod), public safety agencies need to collect source
address and port information fromcontent provider log files. Thus,
content providers are advised to | og source address, source port, and
timestanp for all log entries, per [RFC6302]. |If a public safety
agency col l ects such information froma content provider and reports
abuse from 192.0.2.1, port 2001, the operator can reverse the mapping
algorithmto determne that the internal |P address subscriber 1 has
been assigned generated the traffic w thout consulting CGN | ogs (by
correlating the internal |IP address with DHCP/ PPP | ease connection
records). |If a second abuse report conmes in for 192.0.2.1, port
58204, the operator will determine that port 58204 is within the
dynani ¢ pool range, consult the log file, correlate with connection
records, and determi ne that subscriber 2 generated the traffic
(assunmng that the public safety tinmestanp matches the operator
tinmestanp. As noted in RFC 6292 [RFC6292], accurate tinekeeping
(e.g., use of NTP or Sinple NTP) is vital).

In this exanple, there are no log entries for the majority of

subscri bers, who only use pre-allocated ports. Only mnimal |ogging
woul d be needed for those few subscribers who exceed their pre-

al | ocated ports and obtain extra bulk port assignnents fromthe
dynam ¢ pool. Logging data for those users will include inside
address, outside address, outside port range, and tinmestanp.

Note that in a production environment, operators are encouraged to
consi der [ RFC6598] for assigning inside addresses.

3. Additional Logging Considerations

In order to be able to identify a subscriber based on observed
external |Pv4 address, port, and tinestanp, an operator needs to know
how the CGN was configured with regard to internal and external IP
addresses, dynam c address pool factor, naxinmum ports per user, and
reserved port range at any given tine. Therefore, the CGN MJST
generate a record any tinme such variables are changed. The CGN
SHOULD generate a | og nessage any tinme such vari abl es are changed.
The CGN MAY keep such a record in the formof a router configuration
file. |If the CGN does not generate a | og nessage, it would be up to
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the operator to maintain version control of router config changes.

Al so, the CGN SHOULD generate such a | og nessage once per day to
facilitate quick identification of the relevant configuration in the
event of an abuse notification

Such a | og nmessage MJUST, at mininmum include the tinestanp, inside
prefix I, inside mask, outside prefix O outside nask, Db M A and
reserved port list R for exanple:

[Ved Oct 11 14:32:52
2000] : 198. 51. 100. 0: 28: 192. 0. 2. 0: 32: 2: 5040: 0: 1- 1023, 5004, 5060.

3.1. Failover Considerations

Due to the deterministic nature of algorithmically assigned

transl ations, no additional logging is required during fail over
conditions provided that inside address ranges are unique within a
given failover domain. Even when directed to a different CGN server
translations within the determnistic port range on either the
primary or secondary server can be algorithmcally reversed, provided
the algorithmis known. Thus, if 198.51.100.1 port 3456 maps to
192.0.2.1 port 1000 on CGN 1 and 198.51.100.1 port 1000 on Fail over
CGN 2, an operator can identify the subscriber based on outside
source address and port information

Simlarly, assignments nade fromthe dynam c overfl ow pool need to be
| ogged as described above, whether translations are performed on the
primary or failover CGN

4. Inpact on the IPv6 Transition

The solution described in this docunent is applicable to CGN
transition technologies (e.g., NAT444, DS-Lite, and NAT64). As

di scussed in [RFC7021], the authors acknow edge that native I Pv6 wll
of fer subscribers a better experience than CGN. However, nmany
Cust oner Prenises Equi pnent (CPE) devices only support |Pv4,

Li kewi se, as of Cctober 2014, only approxinmately 5.2% of the top 1
mllion websites were avail able using | Pv6. Accordingly,

Determ nistic CGN should in no way be understood as naking CGN a
repl acenent for |Pv6 service; however, until such tinme as |Pv6
content and devices are widely available, Determnistic CGN w ||
provi de operators with the ability to quickly respond to public
safety requests w thout requiring excessive infrastructure,
operations, and bandw dth to support per-connection | ogging.
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5.

7.

7.

Privacy Considerations

The al gorithm descri bed above makes it easier for SPs and public
safety officials to identify the I P address of a subscriber through a
CON system This is the equivalent |evel of privacy users could
expect when they are assigned a public IP address and their traffic
is not translated. However, this algorithmcould be used by other
actors on the Internet to map nultiple transactions to a single
subscriber, particularly if ports are distributed sequentially.
While still preserving traceability, subscriber privacy can be

i ncreased by using one of the other values of the Address Assignnent
Algorithm (A), which would require interested parties to know nore
about the Service Provider’'s CGN configuration to be able to tie
mul ti pl e connections to a particul ar subscriber

Security Considerations

The security considerations applicable to NAT operation for various
protocol s as docunented in, for exanple, RFC 4787 [RFC4787] and RFC
5382 [ RFC5382] also apply to this docunent.

Note that, with the possible exception of cryptographically based
port allocations, attackers could reverse-engineer algorithmcally
derived port allocations to either target a specific subscriber or to
spoof traffic to nake it appear to have been generated by a specific
subscriber. However, this is exactly the same |evel of security that
t he subscriber woul d experience in the absence of CGN\. CGN is not

i ntended to provide additional security by obscurity.
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