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is used to interconnect systens

across a wi de-area or netropolitan-area network, making it appear

that they are on a private LAN

may thensel ves be LAN switches. |If, however,
routers, certain sinplifications to the operation of the VPLS are
this sinmplified type of VPLS an "I P-only LAN

possi ble. W cal

Service" (IPLS).
proni scuous node,

The systens that are interconnected
they are I P hosts or IP

In an IPLS, as in a VPLS, LAN interfaces are run in
and franmes are forwarded based on their destination
Medi a Access Control (MAC) addresses. However,
the MAC forwarding tables is done via signaling,

t he mai nt enance of
rather than via the

MAC address | earning procedures specified in the |EEE s "Mdi a Access

Control (MAC) Bridges".

Thi s docunent specifies the protoco

ext ensi ons and procedures for support of the IPLS service.

The original intent was to provide an alternate solution to VPLS for

t hose Provi der Edge (PE)
MAC addresses through data pl ane.

routers that were not capable of |earning
Thi s becane a non-issue with newer

hardware. The concepts put forth by this docunent are still valuable
and are adopted in one formor other by newer work such as Ethernet
VPN i n L2VPN wor ki ng group and possi bl e data center applications. At
this point, no further action is planned to update this docunment and
it is published sinply as a historic record of the ideas.
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Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for the historical record.

This docunent defines a Historic Docunent for the Internet conmunity.
This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc7436

Copyright Notice

Copyright (c) 2015 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment rnust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1. Overview

As enmphasi zed in [ RFCA762], Ethernet has becone popul ar as an access
technology in netropolitan- and w de-area networks. [RFC4762]

descri bes how geographically dispersed customer LANs can be

i nterconnected over a service provider’s network. The VPLS service
is provided by Provider Edge (PE) devices that connect Custoner Edge
(CE) devices. The VPLS architecture provides this service by

i ncorporating bridging functions such as MAC address learning in the
PE devi ces.

PE platforns are designed prinmarily to be IP routers rather than LAN
switches. To add VPLS capability to a PE router, one has to add MAC
address-learning capabilities, along with agi ng and ot her nechani sns
native to Ethernet switches [| EEE802.1D]. This may be fairly conpl ex
to add to the forwardi ng-pl ane architecture of an IP router. As

di scussed in [RFC4664], in scenarios where the CE devices are NOT LAN
switches, but rather are IP hosts or IP routers, it is possible to
provi de the VPLS service wi thout requiring MAC address |earning and
aging on the PE. Instead, a PE router has to have the capability to
mat ch the destination MAC address in a packet received froma CE to
an out bound pseudowire (PW. The requirenents for the |IPLS service
are described in [ RFC4665]. The purpose of this docunent is to
specify a solution optim zed for |PLS.

| PLS provides a VPLS-1ike service using PE routers that are not
designed to perform general LAN bridging functions. One nust be
willing to accept the restriction that an I PLS be used for IP traffic
only, and not used to interconnect CE devices that are thensel ves LAN
switches. This is an acceptable restriction in many environnents,
given that IP is the predoninant type of traffic in today' s networks.

The original intent was to provide an alternate solution to VPLS for
those PE routers that were not capable of |earning MAC addresses in
the data plane. This becane a non-issue with newer hardware. The
concepts put forth by this docunent are still valuable and are
adopted in one formor other by newer work such as Ethernet VPN in

t he L2VPN wor ki ng group and possi ble data center applications. At
this point, no further action is planned to update this docunment and
is published sinply as a historic record of the ideas.
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In IPLS, a PE device inplenents multipoint LAN connectivity for IP
traffic using the follow ng key functions:

1. CE Address Discovery: Each PE device discovers the MAC address
of the locally attached CE I P devices, for each IPLS instance
configured on the PE device. In sone configurations, the PE
al so learns the | P address of the CE device (when performng
ARP proxy functions, described later in the docunment).

2. Pseudowire (PW for Unicast Traffic: For each locally attached
CE device in a given |IPLS instance, a PE device sets up a
pseudowire (PW to each of the other PEs that supports the sane
| PLS i nstance.

For instance, if PEx and PEy both support IPLS I, and PEy is
locally attached to CEa and CEb, PEy will initiate the setup of
two PW between itself and PEx. One of these will be used to
carry unicast traffic fromany of PEx’s CE devices to CEa. The
other will be used to carry unicast traffic fromany of PEX's
CE devi ces to CEb.

Note that these PW carry traffic only in one direction.
Further, while the PWinplicitly identifies the destination CE
of the traffic, it does not identify the source CE;, packets
fromdifferent source CEs bound to the sane destination CE are
sent on a single PW

3. Pseudowires for Miulticast Traffic: |In addition, every PE
supporting a given IPLS instance will set up a special
"mul ticast’ pseudowire to every other PE in that |IPLS instance.
If, in the above exanple, one of PEx's CE devices sends a
mul ticast packet, PEx would forward the nulticast packet to PEy
on the special 'multicast’ pseudowire. PEy would then send a
copy of that packet to CEa and a copy to CEb.

The "multicast’ pseudowire carries Ethernet frames of

mul ti cast/broadcast I P, ARP, and I CVP (I nverse) Nei ghbor

Di scovery (ND/I ND) packets for |Pv6. Thus, when a PE sends a
mul ti cast packet across the network, it sends one copy to each
renote PE (supporting the given IPLS instance). |If a
particular renmote PE has nore than one CE device in that |IPLS
i nstance, the renpte PE nust replicate the packet and send one
copy to each of its local CEs.

As with the pseudowires that are used for unicast traffic,

packets travel in only one direction on these pseudow res, and
packets fromdifferent sources may be freely interm xed.
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Signaling: The necessary pseudowi res can be set up and
mai nt ai ned using the signaling procedures based on the Labe
Di stribution Protocol (LDP) described in [ RFC4447].

A PE may assign the sane | abel to each of the unicast
pseudowires that lead to a given CE device, in effect creating
a mul tipoint-to-point pseudow re.

Simlarly, a PE may assign the sanme |abel to each of the

"mul ticast’ pseudowires for a given IPLS instance, in effect
creating a multipoint-to-point pseudowire. Wen setting up a
pseudowire to be used for unicast traffic, the PE nust also
signal the MAC address of the corresponding CE device. It
shoul d al so, optionally, advertise the |IP address of the |oca
CE device, especially when ARP proxy function is configured or
simply for operational managenent purposes. Simlarly, for

| Pv6 support, PE may optionally advertise the | Pv6 addresses of
the |l ocal CE device

ARP Packet Forwardi ng: ARP packets [RFC826] are forwarded from
the attachnment circuit (AC) to 'nulticast’ pseudowires in the
Et hernet frame format as described by [RFC4448]. The foll ow ng
rul es are observed when processing ARP packets:

a. Both broadcast (request) and unicast (response) ARP packets
are sent over the 'multicast’ pseudow re.

b. When an ARP packet is received froman AC, the packet is
copied to the control plane for the purpose of |earning the
MAC address of the CE. Optionally, an IP address is al so
| earned to record the association of the | P and MAC address.

c. Al Ethernet packets, including ARP packets, received from
the "multicast’ pseudowire are forwarded out to all the ACs
associated with the IPLS instance. These packets are not
copied to the control plane.

|CVP I Pv6 NDY I ND-rel ated Packet Forwarding: ND/IND | Pv6 packets
froman AC are replicated and a copy is sent to other ACs and
to 'multicast’ PW associated with the IPLS instance in the
native Ethernet format, unchanged. A copy is also submtted to
the control plane to learn the MAC address and, optionally,
correspondi ng | Pv6 addresses.
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7. Multicast | P packet forwarding: An |IP Ethernet frane received
froman ACis replicated to other ACs and the 'multicast’ PW
associated with the I PLS instance. An IP Ethernet frane
received froma "nmulticast’ PWis replicated to all the egress
ACs associated with the I PLS instance.

8. Unicast |P packet forwarding: An |IP packet received fromthe AC
is forwarded based on the destination MAC address | ookup in the

forwarding table. |If a match is found, the packet is forwarded
to the associated egress interface. |If the egress interface is
uni cast PW the packet is sent without a MAC header. [If the

egress interface is a local AC, the Ethernet frane is forwarded
as such. An | P packet received fromthe unicast PWis
forwarded to the egress AC with the MAC header prepended. The
destination MAC address is derived fromthe forwarding table
whil e the source MAC address is the MAC address of the PE.

Both VPLS [ RFC4762] and IPLS require the ingress PE to forward a
frane based on its destination MAC address. However, two key
di fferences between VPLS and | PLS can be noted fromthe above

description:

- In VPLS, MAC entries are placed in the Forwardi ng Information Base
(FIB) of the ingress PE as a result of MAC address | earning (which
occurs in the data plane); whereas, in IPLS, MAC entries are
placed in the FIB as a result of PWsignaling operations (control
pl ane) .

- In VPLS, the egress PE | ooks up a frane’s destination MAC address
to determine the egress AC, in IPLS, the egress AC is deternined
entirely by the ingress PWI abel.

The followi ng sections describe the details of the |IPLS schene.

1.1. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [RFC2119].

| PLS | PLS stands for IP-only LAN service (a type of Virtual
Private LAN Service that is restricted to IP traffic
only).

MP2P PW A Mil tipoint-to-Point Pseudowire is a PWthat carries

traffic fromrenote PE devices to a PE device that
signals the PW The signaling PE device advertises
the sane PWI| abel to all renpte PE devices that
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participate in the | PLS service instance. |n |PLS
for a given IPLS instance, an MP2P PWused for IP

uni cast traffic is established by a PE for each CE
device locally attached to that PE. It is a
unidirectional tree whose | eaves consist of the renote
PE peers (which connect at | east one AC associ ated
with the sane I PLS instance) and whose root is the
signaling PE. Traffic flows fromthe | eaves towards
the root.

A Mil ticast/broadcast Pseudowire is a special kind of
MP2P PWthat carries |IP nulticast/broadcast traffic,
all ARP frames and ICMP (I)ND franes for IPv6. In the
| PLS architecture, for each |PLS instance supported by
a PE, that PE device establishes exactly one nulticast
PW Milticast PWuses Ethernet encapsul ation

A Uni cast pseudowire carries |IP unicast packets. A PE
creates unicast PWfor each locally attached CE. The
uni cast PWuses | P Layer 2 (L2) transport
encapsul ati on.

In this docunent, a Custoner Edge (CE) is any |IP node
(host or router) connected to the IPLS LAN service.

The collection of all nulticast PW and ACs

that are nenbers of an | PLS service instance on a
given PE. \When a PE receives a multicast/broadcast
packet froman AC, the PE device sends a copy of the
packet to every nulticast PWand AC of the Send

Mul ticast Replication Tree, excluding the AC on which
t he packet was received. Wen a PE receives a packet
froma multicast PW the PE device sends a copy of the
packet to all the ACs of the Send Multicast
Replication Tree and never to other PWs.

(I'nverse) Nei ghbor Discovery in |Pv6 uses | CWP
Nei ghbor Solicitation (NS) and Nei ghbor Advertisenent
(NA) packets.

Router Solicitation is when hosts generate all-routers
mul ticast | CMP packets to discover the I Pv6 router on
the local Iink.

Rout er Advertisenent occurs when a router generates
all -nodes multicast | CWMP packets to advertise its
presence on the link. A unicast response is al so sent
when RS is received
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2.

NS Nei ghbor Solicitation in | Pv6 uses (multicast) |CWwW
packets to resol ve the association of the |IPv6
interface address to the MAC address.

NA Nei ghbor Advertisenent in | Pv6 uses (unicast) |CW
packets to respond to NS

Topol ogy

The CE devices are | P nodes (hosts or routers) that are connected to
PE devices either directly or via an Ethernet network. W assune
that the PE/ CE connection may be regarded by the PE as an "interface"
to which one or nore CEs are attached. This interface may be a
physical LAN interface or a VLAN. The PE routers are MPLS Label Edge
Routers (LERs) that serve as PWendpoints.

+----+ +----+
+ S1 +---F +---| S2
e . . | +----+
| Pa | | +---- 4+ +---- 4+ | | Pe
+ +---| PE1l|---MPLS and/or |P---| PE2|---+
/\ +----+ | Net wor k +----+
+--- -+ +---+ | . | +--- -+
+ 81+ | S1] . +o--- : +---] 82
e I | PE3|........... +o--- 4
| Pb | Pc +----+ | Pf
|
|
+--- -+
| S3 |
+----+
| Pd

In the above diagram an |IPLS instance is shown with three sites:
site S1, site S2, and site S3. In site S3, the CE device is directly
connected to its PE. In the other two sites, there are nultiple CEs
connected to a single PE. Mre precisely, the CEs at these sites are
on an Ethernet (switched at site 1 and shared at site 2) network (or
VLAN), and the PE is attached to that sanme Ethernet network or VLAN)
We inmpose the following restriction: if one or nore CEs attach to a
PE by virtue of being on a common LAN or VLAN, there MJST NOT be nore
than one PE on that LAN or VLAN

PE1, PE2, and PE3 are shown as connected via an MPLS networKk;
however, other tunneling technol ogi es, such as Generic Routing
Encapsul ati on (GRE), Layer 2 Tunneling Protocol version 3 (L2TPv3),
etc., could also be used to carry the PW.
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An | PLS instance is a single broadcast donmmin, such that each IP end
station (e.g., |Pa) appears to be co-located with other IP end
stations (e.g., IPb through IPf) on the same subnet. The |IPLS
service is transparent to the CE devices and requires no changes to
t hem

3. Configuration

Each PE router is configured with one or nore | PLS service instances,
and each I PLS service instance is associated with a uni que VPN-ID
For a given | PLS service instance, a set of ACs is identified. Each
AC can be associated with only one IPLS instance. An AC, in this
docunent, is either a custoner-facing Ethernet port, or a particular
VLAN (identified by an | EEE 802.1Q VLAN I D) on a custoner-facing

Et hernet port.

The PE router can optionally be configured with a | ocal MAC address
to be used as a source MAC address when | P packets are forwarded from
a PWto an AC. By default, a PE uses the MAC address of the
customer-facing Ethernet interface for this purpose.

4. Discovery

The di scovery process incl udes:
- Renote PE di scovery
- VPN (i.e., IPLS) nmenbership discovery
- | P CE end station discovery

Thi s docunent does not discuss the renote PE di scovery or VPN
menber shi p di scovery. This information can either be user configured
or can be obtained using auto-di scovery techni ques described in

[ RFC6074] or other nethods. However, the discovery of the CEis an

i mportant operational step in the IPLS nodel and is described bel ow.

4.1. CE Discovery

Each PE actively detects the presence of |ocal CEs by snooping |IP and
ARP frames received over the ACs. Wen an AC configured in an | PLS

i nstance becones operational, it enters the CE discovery phase. In
this phase, the PE exani nes each multicast/broadcast Ethernet frane.
For link-1ocal |P broadcast/multicast frames (e.g., |Pv4 packets with
destination addresses within 224.0.0/24 [ RFC5771]), the CE s (source)
MAC address is extracted fromthe Ethernet header and the (source) IP
address is obtained fromthe |P header.

For each CE, the PE maintains the follow ng tuple: <Attachnent

Circuit identification info, VPN-ID, MAC address, |P address
(optional)>.
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4.

4,

5.

5.

1.1. |Pv4-Based CE Discovery

As indicated earlier, a copy of each ARP frame received over the AC
is submitted to the control plane. The PE |earns the MAC address and
optionally the I P address of the CE fromthe source address fields of
t he ARP PDU.

Once a CE is discovered, its status is nonitored continuously by
exani ning the received ARP franes and by periodically generating ARP
requests. The absence of an ARP response froma CE after a
configurabl e nunber of ARP requests is interpreted as | oss of
connectivity with the CE

1.2. | Pv6-Based CE Discovery (RFC 4861)

A copy of Nei ghbor and Router Discovery franmes received over the AC
are subnmtted to the control plane in the PE

If the PE receives an NS nessage, and the source | P address of the
message i s not the unspecified address, the PE | earns the MAC address
and optionally the I P address of the CE

If the PE receives an unsolicited NA nessage, the PE | earns the
source MAC address and optionally the | P address of the CE

If the PE receives an RS, and the source | P address of the nessage is
not the unspecified address, the PE | earns source MAC address and
optionally the I P address of the CE.

If the PE receives an RA, it learns the source MAC address and
optionally the I P address of the CE.

The PE will periodically generate NS nessages for the | P address of
the CE as a nmeans of verifying the continued exi stence of the address
and its MAC address binding. The absence of a response fromthe CE
device for a given nunber of retries could be interpreted as a | oss
of connectivity with the CE.

PW Creation
1. Receive Unicast Miltipoint-to-Point PW

As the PE discovers each locally attached CE, a unicast nultipoint-

t o- poi nt pseudowire (MP2P PW associated exclusively with that CE is
created by distributing the MAC address and optionally the | P address
of the CE along with a PWlabel to all the renote PE peers that
participate in the same | PLS instance. Note that the sane value of a

Shah, et al. Hi storic [ Page 11]



RFC 7436 | PLS January 2015

PW I abel SHOULD be distributed to all the renote PE peers for a given
CE. The MP2P PWthus created is used by renbte PEs to send uni cast
IPtraffic to a specific CE

(The sane functionality can be provided by a set of point-to-point
PWs, and the PE is not required to send the same PWI| abel to all the
ot her PEs. For convenience, however, we will use the term MP2P PW§,
whi ch nay be inplenmented using a set of point-to-point PW.)

The PE forwards a franme received over this MP2P PWto the associ at ed
AC.

The unicast PWuses | P Layer 2 Transport encapsul ation as defined in
[ RFC4447] .

5.2. Receive Miulticast Miltipoint-to-Point PW

When a PE is configured to participate in an IPLS instance, it
advertises a 'nulticast’ PWIlabel to every other PE that is a nenber
of the same | PLS. The advertised PWIabel value is the sane for each
PE, which creates an MP2P PW There is only one such multicast MP2P
PWper PE for each IPLS instance, and this PWis used exclusively to
carry IP nulticast/broadcast, ARP traffic, and (inverse) Nei ghbor

Di scovery packets for IPv6 fromthe renote PEs to this PE for this

| PLS i nstance.

Note that no special functionality is expected fromthis PW W call
it a’'multicast’ PWbecause we use it to carry multicast and
broadcast IP, ARP, and | Pv6 Nei ghbor Discovery traffic. The PW
itself need not provide any different service than any of the unicast
PWs.

In particular, the Receive multicast MP2P PWdoes not perform any
replication of frames itself. Rather, it is there to signify to the
PE that the PE may need to replicate a copy of a frane received over
this MP2P PWonto all the ACs that are associated with the |IPLS

i nstance of the MP2P PW

The multicast MP2P PWis considered the principal PWin the bundl e of
MP2P PW that consists of one nulticast MP2P PWand a vari abl e nunber
of unicast MP2P PW for a given IPLS instance. 1In a principal role,
nmul ti cast PWrepresents the IPLS instance. The life of all unicast
PW in the IPLS instance depends on the existence of the nulticast
PW If, for sonme reason, nulticast PW cease to exist, all the
associ ated unicast PW in the bundl e woul d be renoved.

The multicast PWuses Ethernet encapsul ation as defined in [ RFC4448].
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5.

6.

3.

1

The use of PW that are specially optimzed for nulticast is for
further study.

Send Multicast Replication Tree

The PE creates a Send Multicast Replication Tree for each IPLS
i nstance, which consists of the collection of all ACs and all the
"mul ticast’ PW of the | PLS instance.

Any ARP, Nei ghbor Discovery, or broadcast/nulticast |P Ethernet frame
received over an ACis replicated to the other ACs and to the MP2P
mul ticast PWof the Send Miulticast Replication Tree. The Send

Mul ticast Replication Tree deals nostly with broadcast/nulticast

Et hernet MAC franes. One exception to this is unicast ARP and | Pv6
Nei ghbor Di scovery franme, the processing of which is described in the
foll owi ng section.

Any Ethernet frane received over the nulticast PWis replicated to
all the ACs of the Send Miulticast Replication Tree of the IPLS

i nstance associated with the incom ng PWI abel: one exception is
uni cast ARP and Nei ghbor Di scovery frames used for |Pv6, the
processing of which is described in the follow ng section.

Si gnal i ng

[ RFC4447] uses LDP to exchange PWFECs in the Label Mapping nessage
in a downstreamunsolicited nopde. The PWFEC cones in two fornms;
PWd and CGeneralized PWd FEC el enents. These FEC el enents defi ne
sone fields that are commpn between them The di scussi ons bel ow
refer to these cormmpn fields for I PLS-rel ated extensions. Note that
the use of nultipoint-to-point and unidirectional characteristics of
the PWnekes BGP the ideal candidate for PWFEC signaling. The use
of BGP for such purposes is for future study.

| PLS PW Si gnal i ng

An | PLS carries | P packets as payl oad over its unicast PW and

Et hernet frames as payl oad over its nulticast PW The PWtype to be
used for unicast PWis the IP PW defined in [RFC4447] as |IP Layer 2
Transport. The PWtype to be used for nmulticast PWis the Ethernet
PWas defined in [ RFC4448]. The PWtype values for these

encapsul ati ons are defined in [ RFC4446].
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When processing a received PWFEC, the PE matches the PWId with the
locally configured PWId for the IPLS instance. |f the PWtype is
Et hernet, the PWFEC is for nulticast PW. |If the PWtype is '"IP
Layer 2 transport’, the PWFEC is for unicast PW.

For uni cast PWs, the PE nust check the presence of a MAC Address TLV
in the optional paraneter fields of the Label Mpping nessage. |If
this paraneter is absent, a Label Rel ease nessage nust be issued with
a status code neaning "MAC Address of the CE is absent" (note: status
code 0x000000XX is pending | ANA allocation (see Section 7)), to
reject the establishnent of the unicast PWwith the renote PE

The PE nmay optionally include an | P address TLV based on the user
configuration for the advertising of the IP addresses of the |oca
CE.

The processing of the Address List TLV is as foll ows.

o If a PWis configured for ACs with IPv4 CEs only, the PE should
advertise an Address List TLV with an Address Fanily type of an
| Pv4 address. The PE should process the |Pv4 address list TLV
as described in this docunent.

o If a PWis configured for ACs with both IPv4 and | Pv6 CEs, the
PE shoul d advertise |Pv6 capability using the procedures
described in the section bel ow.

o |If a PE does not receive any |P Address List TLV or |Pv6
capability advertisenent, it MAY assune | Pv4 behavi or

The I PLS uses the Address List TLV as defined in [ RFC5036] to signha
the MAC (and optionally I P) address of the local CE. There are two
TLVs defined below the |IP Address TLV and MAC Address TLV. The MAC
Address TLV must be included in the optional paraneter field of the
Label Mappi ng nmessage when establishing the unicast IP PWfor |PLS.

When configured to support a specific type of IP traffic (1Pv4 or

| Pv6), the PE verifies the type of IP traffic the PWw Il carry. |If
there is a mismatch between the received Address Fanily val ue and the
expectation of an I PLS instance to which the PWbel ongs, the PE nust

i ssue a Label Rel ease nessage with a status code neaning "I P Address
type msmatch" (status code 0x0000004A) to reject the PW
establ i shrment .
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The encoding of the I P Address TLV is as foll ows:

0 1 2 3
01234567890123456789012345678901
B i T o S o i S S i s S S S S S S
0| O] Address List (0x0101) | Length
B e e i S e e T s i i S T R SR S S S S T S i

+
|
+-
| Address Fanmily | CE I P Address
i T i i s e e S et i S o S R R SR
| CE | P Address |
B T e o i S I i i S S N iy St S I S S
Length
Wien an Address Fanmily is IPv4, the Length is equal to 6 bytes; 2
bytes for the Address Fanmily and 4 bytes of |IP address. The
Length is 18 bytes when the Address Fanmily is |Pv6; 2 bytes for
the Address Fanmily and 16 bytes of |P address.

Address Fanily
Two-octet quantity containing a value fromthe "Address Fanily
Nunbers" registry [ADDR-1 ANA] that encodes the addresses contained
in the Addresses field.

CE | P Address
| P address of the CE attached to the advertising PE. The encoding
of the individual address depends on the Address Fanily

The foll owi ng address encodi ngs are defined by this version of the

pr ot ocol
Address Fanily Addr ess Encodi ng
| Pvd (1) 4-octet full |Pv4 address
| Pv6 (2) 16-octet full 1Pv6 address

Note that nore than one instance of the I P address TLV nay exi st,
especi al |y when support for IPv6 is configured.
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The encodi ng of the MAC Address TLV is as foll ows:

0 1 2 3
01234567890123456789012345678901
B i i i S S R ih s s I S S o O S S
0| O] Address List (0x0101) | Length

B e e i S e e T s i i S T R SR S S S S T S i

+
+-
| Address Fanily | CE's MAC Address

B T e e et s i i e +
B T e o i S I i i S S N iy St S I S S

Length
The Length field is set to a value of 8 (2 bytes for the Address
Famly, 6 bytes for the MAC address)

Address Famly
Two-octet quantity containing a value fromthe "Address Fanily
Nunbers" registry [ ADDR-1 ANA] that encodes the addresses contai ned
in the Addresses field.

CE' s MAC Address
MAC address of the CE attached to the advertising PE. The
encodi ng of the individual address depends on the Address Fanily

The foll owi ng address encodi ngs are defined by this version of the
pr ot ocol

Address Famly Addr ess Encodi ng
MAC (6) 6-octet full Ethernet MAC address

The 1 Pv4 address of the CE is also supplied in the optiona
paraneters field of the LDP Notification nessage along with the PW
FEC. The LDP Notification nmessage is used to signal any change in
the status of the CE s | Pv4 address.

Note that Notification nessage does not apply to the MAC Address TLV
since an update to the MAC address of the CE should result in I abe
wi t hdrawal foll owed by establishment of a new PWwi th a new MAC
address of the CE. However, advertisenent of |IP address(es) of the
CE is optional, and changes may becone known after the establishnent
of uni cast PW
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The encoding of the LDP Notification nessage is as foll ows.

+-l>
+ Ol

0 3

0 23 6 5678901
+- - - - - - - B S S e

| 001) | Mes ngt h
+- T I R e i e e e

| Message | D |
s i e S e S T S S S e O i i R S NI S e R S S

| Status (TLV) |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

| | P Address List TLV (as defined above)

e i T i i o T R O S O e S T S s it (o (B SR S

| PWd FEC or Generalized ID FEC

s i e S e S T S S S e O i i R S NI S e R S S
The Status TLV status code is set to 0x0000002C "I P address of CE"

to indicate that an | P address update follows. Since this
notification does not refer to any particul ar nessage, the Message ID

and Message Type fields are set to O.

The PW FEC TLV SHOULD NOT include the interface paraneters as they
are ignored in the context of this nessage.

6.2. |Pv6 Capability Advertisenent

A’ Stack Capability’ Interface Paranmeter sub-TLV is signaled by the
two PEs so that they can agree which stack(s) they shoul d be using.
It is assuned, by default, that the P PWw |l always be capabl e of
carrying | Pv4 packets. Thus, this capability sub-TLV is used to
indicate if other stacks need to be supported concurrently with | Pv4.

The ' Stack Capability’ sub-TLV is part of the interface paraneters of
the PWFEC. The proposed format for the 'Stack Capability’ Interface
Paraneter sub-TLV is as foll ows:

0 1 2 3
01234567890123456789012345678901

T i i S i i S S e b s

| Parameter ID | Length | Stack Capability |

B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
Paraneter ID = 0x16

Length = 4

Stack Capability = Ox000X to indicate | Pv6 stack capability
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The val ue of Stack Capability is dependent on the PWtype context.
For IP PWtype, a setting of 0x000X indicates |Pv6 stack capability.

A PE that supports IPv6 on an I P PWMJST signal the 'Stack
Capability’ sub-TLV in the initial Label Mpping nessage for the PW
The PE nodes conpare the val ue advertised by the renote PE with the

| ocal configuration and only use a capability that is advertised by
both. If a PE that supports |IPv6 does not receive a 'Stack
Capability’ sub-TLV fromthe far-end PE in the initial Label Mpping
nmessage, or one is received but it is set to a reserved value, the PE
MUST send an unsolicited release for the PWI|abel with the LDP status
code neaning "I P Address type m snatch" (status code 0x0000004A).

The behavi or of a PE that does not understand an interface paraneter
sub-TLV is specified in RFC 4447 [ RFC4447].

6.3. Signaling Advertisenent Processing

A PE shoul d process a received [ RFC4447] advertisenent with a PWtype
of I P Layer 2 Transport for |IPLS as foll ows:

- Verify the IPLS VPN nmenbership by matching the VPN-1D signal ed
in the Attachment Group ldentifier (AGd) field or the PWd
field with all the VPN-1Ds configured in the PE. Discard and
rel ease the PWlabel if VPN-ID is not found.

- Programthe FIB such that when a unicast |P packet is received
froman ACwith its destinati on MAC address mat ching the
adverti sed MAC address, the packet is forwarded out over the
tunnel to the advertising PE with the adverti sed PWI abel as
the inner | abel.

A PE shoul d process a received [ RFC4447] advertisenent with the PW
type of Ethernet for IPLS as foll ows:

- Verify the IPLS VPN nenbership by matching the VPN-1D signal ed
inthe AG field or the PWd field with all the VPN-IDs
configured in the PE. Discard and rel ease the PWIlabel if VPN
IDis not found.

- Add the PWIlabel to the send broadcast replication tree for the
VPN-1D. This enables the sending of a copy of a
nmul ticast/broadcast | P Ethernet frane, ARP Ethernet frane, or
Nei ghbor Di scovery frame fromthe ACto this PW
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7. | ANA Consi derati ons

Since this docunment is being published as Historic, no registration
of 1 ANA code points is necessary. However, in the future, if
interest to pursue this proposal arises, the follow ng | ANA code
regi strations woul d becone necessary.

7.1. LDP Status Messages

Thi s docunent uses a new LDP status code. |ANA already maintains the
"Status Code Name Space" registry defined by [ RFC5036]. The
followi ng all ocation woul d be needed fromthe LDP Status Code Name
Space.

0x000000XX "MAC Address of CE is absent"
7. 2. Interface Paraneters

Thi s docunent proposes a new Interface Parameters sub-TLV, to be
assigned fromthe "Pseudowire Interface Paranmeters Sub-TLV type
Registry". The follow ng allocation would be needed for the

Par anet er |D:

OxXX "Stack Capability"

| ANA woul d al so be requested to set up an "L2VPN PE Stack
Capabilities" registry. This is a 16-bit field. The Stack
Capability value (0x000X) is specified in Section 6.2 of this
docunent. The remaining bit field val ues (0x0002,..,0x8000) would be
assigned by I ANA using the "I ETF Consensus" policy defined in

[ RFC5226] .

L2VPN PE Stack Capabilities:

Bit (Val ue) Descri ption

Bit 0 (0x000X) | Pv6 stack capability
Bit 1 (0x000X) Reserved
Bit 2 (0x000X) Reserved

Bit 14 (OQXOOO) Reser ved
Bit 15 (0xX000) Reserved
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8. Forwarding
8.1. Non-IP or Non-ARP Traffic

In an IPLS VPN, a PE forwards only IP and ARP traffic. Al other
frames are dropped silently. |If the CEs nust pass non-IP traffic to
each other, they nust do so through IP tunnels that terninate at the
CEs thensel ves.

8. 2. Unicast | P Traffic

In IPLS, IPtraffic is forwarded fromthe ACto the PWbased on the
destination MAC address of the L2 frame (and not based on the IP
header).

The PE identifies the FIB associated with an |IPLS instance based on
the AC or the PWIlabel. Wen a franme is received froman AC, the PE
uses the destination MAC address as the | ookup key. Wen a frane is
received froma PW the PE uses the PWI abel as the | ookup key. The
franme is dropped if the | ookup fails.

For |1 Pv6 support, the unicast |IP ICWP franme of Nei ghbor Discovery
Prot ocol [RFC4861] is bi-casted; one copy is submtted to the control
pl ane and other copy to the PW based on the destinati on MAC address

8.3. Broadcasts and Multicast IP Traffic

When the destination MAC address is either broadcast or multicast, a
copy of the frame is sent to the control plane for CE discovery

pur poses (see Section 4.1). It is inportant to note that stricter
rate-limting criteriais applied to franes sent to the control
plane, in order to avoid overwhelning it under adverse conditions
such as DoS attacks. The service provider should al so provide a
configurable limtation to prevent the overfl owi ng of the |earned
source addresses in a given IPLS instance. Also, caution nust be
used such that only link-local nulticasts and broadcast |P packets
are sent to the control plane.

When a mul ticast/broadcast | P packet is received froman AC, the PE
replicates it onto the Send Miulticast Replication Tree (see Section
5.3). Wen a nulticast/broadcast |IP Ethernet frame is received from
a PW the PE forwards a copy of the frane to all the ACs associ ated
with the respective IPLS VPN instance. Note that 'nulticast’ PWuses
Et hernet encapsul ation; hence, it does not require additional header
mani pul ati ons.
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8.4. ARP Traffic

When a broadcast ARP frane is received over the AC, a copy of the
frane is sent to the control plane for CE discovery purposes. The PE
replicates the franme onto the Send Miulticast Replication Tree (see
Section 5.3), which results in a copy to be delivered to all the
renote PEs on the 'multicast’ PWand other |ocal CEs through the
egress ACs.

When a broadcast Ethernet ARP frane is received over the 'nmulticast’
PW a copy of the Ethernet ARP frane is sent to all the ACs
associated with the | PLS instance.

Wien a unicast Ethernet ARP frame is received over the AC, a copy of
the frame is sent to the control plane for CE di scovery purposes.
The PE may optionally do destinati on MAC address | ookup in the
forwardi ng table and send the ARP frane to a specific egress
interface (AC or 'nulticast’ PWto a renote PE) or replicate the
frane onto the Send Multicast Replication Tree (see Section 5.3).

Wien a unicast ARP Ethernet frame is received over the 'nulticast’
PW the PE may optionally do destination MAC address | ookup in the
forwarding table and forward it to the AC where the CE is | ocat ed.

If the CE is not accessible through any local AC, the frane is
dropped. Conversely, the PE may sinply forward the frane to all the
ACs associated with that | PLS instance w thout any |ookup in the
forwardi ng table.

8.5. Discovery of IPv6e CE Devices
A PE device that supports |Pv6 MJST be capabl e of:

- Intercepting | CMPv6 Nei ghbor Di scovery [ RFC4861] packets
recei ved over the AC

- Recording the IPv6 interface addresses and CE |ink-Iayer
addresses present in these packets

- Forwarding themtowards the original destination. A PE device
may al so intercept Router Discovery packets in order to
di scover the link-1ayer address and I Pv6 interface address(es)
of the CE. The follow ng sections describe the details.

The PE device MJST learn the |ink-layer address of the |local CE and

be able to use it when forwarding traffic between CEs. The PE MAY
al so wish to nonitor the source |ink-layer address of data packets
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received fromthe CE and discard packets not matching its | earned CE
link-layer address. The PE device may al so optionally learn a |ist
of CE IPv6 interface addresses for its directly attached CE

8.5.1. Processing of Neighbor Solicitations

When a nmulticast NS frame is received over the AC, a copy of the
frame is sent to the control plane for CE discovery purposes. The PE
replicates the frane onto the Send Milticast Replication Tree (see
Section 5.3), which results in a copy to be delivered to all the
renote PEs on the 'multicast’ PWand other |ocal CEs through the
egress ACs. The PE may optionally learn an | Pv6 interface address
(I'f provided -- this will not be the case for Duplicate Address

Det ecti on) when present.

Wien a nulticast Ethernet NS franme is received over the 'nmulticast’
PW a copy is sent to all the ACs associated with the I PLS instance.

8.5.2. Processing of Neighbor Advertisenents

When a unicast NA is received over the AC, a copy of the frame is
sent to the control plane for the CE discovery purposes. The PE may
optionally do destination MAC address |ookup in the forwarding table
and send the NA frane to a specific egress interface (AC or
"multicast’ PWto a renote PE) or replicate the frane onto the Send
Mul ticast Replication Tree (see Section 5.3).

Optionally, the PE could learn the IPv6 Interface address of the CE

Wien a unicast NA frane is received over the 'nulticast’ PW the PE
may optionally do destination MAC address | ookup in the forwarding
table and forward it to the AC where the CEis located. |If the CEis
not accessible through any local AC, the frame is dropped.

Conversely, the PE may sinply forward the frame to all the ACs
associated with that I PLS i nstance wi thout any | ookup in the
forwardi ng table.

8.5.3. Processing of Inverse Neighbor Solicitations and Adverti senent

I nverse Nei ghbor Discovery is typically used on non-broadcast |inks,
but is allowed on broadcast |inks as well [RFC3122]. A PE may
optionally intercept Inverse Neighbor Solicitation and Adverti senent
and |l earn the MAC and I Pv6 interface address |list of the attached CE
fromthe copy of the frame sent to the control plane. The PE may
optionally do destination MAC address |ookup in the forwarding table
and send anot her copy of the frame to a specific egress interface (AC
or 'nmulticast’” PWto a renote PE) or replicate the frame onto the
Send Multicast Replication Tree (see Section 5.3).
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8.5.4. Processing of Router Solicitations and Adverti senents

RSs are nulticast while RAs can be unicast or multicast Ethernet
franes. The PE could optionally intercept RS and RA franes and send
a copy to the control plane. The PE may learn the MAC address and a
list of interface addresses for the attached CE.

For unicast RA, the PE may optionally do destination MAC address

| ookup in the forwarding table and send the RA frane to a specific
egress interface (AC or '"nulticast’ PWto a renote PE) or replicate
the frame onto the Send Miulticast Replication Tree (see Section 5.3).
The nmulticast RA and RS Ethernet frames are replicated using the Send
Mul ticast Replication Tree as described in Section 5. 3.

8.6. Encapsul ation
The Et hernet MAC header of a unicast | P packet received froman ACis
stripped before forwarding the frane to the unicast PW However, the
MAC header is retained for the foll owi ng cases,

- when a franme is a unicast |P packet that is directed to a | ocal
AC.

- when a frane is a broadcast/nulticast |P packet

- when a franme is an ARP packet

- when a frame is Neighbor/Router Solicitation/Advertisenment
An | P frame received over a unicast PWis prepended with a MAC header
before transmtting it on the appropriate AC(s). The fields in the

MAC header are filled in as follows:

- The destination MAC address is the MAC address associated with
the PWI abel in the FIB.

-  The source MAC address is the PEEs own |ocal MAC address or a
MAC address that has been specially configured on the PE for
this use.

- The Ethernet Type field is 0x0800 if IPv4d or Ox86DD if |Pv6
[ RFC2464] .

- The frame nmay be | EEE 802. 1Q tagged based on the VLAN
i nformati on associated with the AC

A Franme Check Sequence (FCS) is appended to the frane.
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9.

10.

Attaching to IPLS via ATM or Frane Relay (FR)

In addition to (i) an Ethernet port and a (ii) conbination of

Et hernet port and a VLAN ID, an ACto IPLS may also be (iii) an ATM
or FR Virtual G rcuit (VC carrying encapsul ated bridged Ethernet
frames or (iv) the conbination of an ATMor FR VC and a VLAN ID.

The ATM FR VC is just used as a way to transport Ethernet franes
between a custoner site and the PE. The PE terninates the ATMFR VC
and operates on the encapsul ated Ethernet frames exactly as if those
were received on a local Ethernet interface. Wen a frame is
propagated from PWto an ATMor FR VC, the PE prepends the Ethernet
franme with the appropriate bridged encapsul ati on header as defined in
[ RFC2684] and [ RFC2427], respectively. Operation of an | PLS over
ATM FR VC is exactly as described above, with the exception that the
ACis then identified via the ATM VClI/VPI or Frane Relay Data Link
Connection ldentifier (DLCl) (instead of via a |ocal Ethernet port
ID), or a conbination of those with a VLAN ID.

VPLS vs. | PLS

The VPLS approach proposed in [ RFCA762] provides VPN services for IP
as well as other protocols. The IPLS approach described in this
docunent is simlar to VPLS in many respects:

- It provides a Provider-Provisioned Virtual LAN service with
mul ti point capability where a CE connected via a single
attachnment circuit can reach many renote CEs

- It appears as a broadcast donmmin and a single subnet
- Forwarding is based on destination MAC addresses

However, unlike VPLS, IPLS is restricted to IP traffic only. By
restricting the scope of the service to the predom nant type of
traffic in today’s environnment, IPLS elininates the need for service
provi der edge routers to inplenent sonme bridging functions such as
MAC address learning in the data path (by, instead, distributing MAC
information in the control plane). Thus, this solution offers a
nunber of benefits:

- It facilitates Virtual LAN services in instances where PE
devi ces cannot or cannot efficiently (or are specifically
configured not to) perform MAC address | earning

- Unknown Uni cast franes are never fl ooded as would be the case
in VPLS
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11.

12.

- Encapsulation is nore efficient (the MAC header is stripped)
for unicast |P packets while traversing the backbone network.

- PE devices are not burdened with the processing overhead
associated with traditional bridging (e.g., Spanning Tree
Prot ocol (STP) processing, etc.). Note, however, that sone of
t hese overheads (e.g., STP processing) could optionally be
turned off with a VPLS solution in the case where it is known
that only |IP devices are interconnected.

- Loops (perhaps through backdoor |inks) are minimzed since a PE
could easily reject (via | abel release) a duplicate IP to MAC
address adverti senent.

- Geater control over CE topology distribution is avail able.
| P Protocols

The solution described in this docunent offers | PLS service for |Pv4
and | Pv6 traffic only. For this reason, the MAC header is not
carried over the unicast PW It is reconstructed by the PE when
recei ving a packet from a unicast PWand the Ethertype 0x0800 or
0x86DD is used in the MAC header since |IPv4 or | Pv6, respectively, is
assuned.

However, this solution my be extended to carry other types of
important traffic such as 1S-1S, which does not use Ethernet-I11, an
Et her Type- based header. |In order to permt the propagation of such
packets correctly, one may create a separate set of PWs, or pass
protocol information in the "control word" of a "nultiprotocol" PW
or encapsul ate the Ethernet MAC header in the PW The sel ection of
appropriate nultiplexing/denultiplexing schemes is the subject of
future study. The current docunent focuses on |IPLS service for |Pv4d
and I Pv6 traffic.

Dual -Homing with I PLS

As stated in previous sections, |PLS prohibits the connection of a
common LAN or VLAN to nore than one PE. However, the CE device
itself can connect to nore than one instance of |PLS through two
separate LAN or VLAN connections to separate PEs. To the CE IP
devi ce, these separate connections appear as connections to two I P
subnets. The failure of reachability through one subnet is then
resol ved via the other subnet using I P routing protocols.
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13.

13.

13.

Proxy ARP Function

The earlier version of this proposal used IP-PWto carry both the
broadcast/nulticast and unicast IP traffic. It also discussed how PE
proxy functionality responds to the ARP requests of the |local CE on
behal f of rembte CE. The current version of the docunent elin nated
these functions and i nstead uses Ethernet PWto carry broadcast,
nmul ti cast and ARP frames to renote PEs. The notivation to use

Et hernet PWand propagate ARP frames in the current version is to
support configuration |ike back-to-back IPLS (simlar to Inter-AS
option-A configurations in [ RFC4364]).

The ternmination and controll ed propagation of ARP franmes is still a
desirable option for security, DoS, and other purposes. For these
reasons, we reintroduce the ARP Proxy [RFC925] function in this
revision as an optional feature. The follow ng sections describe
this option.

1. ARP Proxy - Responder

As a local configuration, a PE can enable the ARP Proxy Responder

function. In this node, the |local PE responds to ARP requests
recei ved over the Attachment Circuit via | earned I P and MAC address
associ ations, which are advertised by the renote PEs. |In addition,

the PE may utilize local policies to determne if ARP requests should
be responded based on the source of the ARP request, rate at which
the ARP requests are generated, etc. 1In a nutshell, when this
feature is enabl ed, ARP requests are not propagated to renmote PE
routers that are nenbers of the same | PLS instance

2. ARP Proxy - GCenerator

As a local configuration, a PE can enable the ARP Proxy Cenerator
function. In this node, the PE generates an ARP request for each IP
and MAC address association received fromthe renote PEs. The renote
CE's | P and MAC address is used as the source information in the ARP
request while the destination |IP address in the request is obtained
fromthe local configuration (that is, user needs to configure an I P
address when this feature is enabled). The ARP request is sent on
the ACs that have ARP Proxy Generator enabled and is associated with
the given | PLS instance.

In addition, the PE may utilize | ocal policies to deternine which
| P/ MAC addresses are candidate for ARP request generation

The ARP Proxy Generator feature is required to support back-to-back
| PLS configuration when any nmenber of the |IPLS instance is using the
ARP Proxy Responder function. An exanple of a back-to-back IPLSis a
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configuration where PE-1 (ASBR) in an IPLS cloud in one Autononous
System (say, AS-1) is connected via an AC to another PE-2 (ASBR) in
an | PLS cloud in anot her Autononous System (say, AS- 2) where each PE
appears as CE to each other. Such configuration is described in

[ RFCA364] as option-A for inter-AS connectivity. The Proxy ARP
Responder feature prevents propagati on of ARP requests to PE-1 (ASBR)
in AS-1. This necessitates that PE-1 (ASBR) in AS-1 generates an ARP
request on behalf of each CE connected to the IPLS instance in AS-1
as a nmean to 'advertise’ the reachability to IPLS cloud in AS-2.

14. Data Center Applicability

The resurgence of interest in providing an | P/ MPLS-based solution for
Data Center Networks (DCNs) deserves another | ook at the | PLS

nmet hodol ogi es described in this docunent. The key requirenment of a
DCN to permt Virtual Machine (VM nmobility within or across a DCN
necessitates extending the reachability of |IP subnet over a LAN,
transparently. In addition, VMs tendency to generate frequent
gratuitous ARPs for |ocation discovery necessitates a solution that
curbs broadcasts closest to the source.

The I PLS solution facilitates VM nobility by the PE closest to the
new | ocation signaling the MAC address to all renote peers. In
addi tion, control-pl ane-based MAC | earni ng nechani sns prevent
floodi ng of unknown uni cast across a DCN. The optional ARP proxy
mechani snms further reduce ARP broadcast floods by preventing its
reach across a | ocal PE.

15. Security Considerations

A nore conprehensive description of the security issues involved in
L2VPNs are covered in [RFC4111]. Most of the security issues can be
avoi ded through inplenentation of appropriate guards. The security
aspect of this solution is addressed for two planes: the control

pl ane and data pl ane.

15.1. Control-Plane Security

The control -plane security pertains to establishing the LDP
connection, PWestablishment and CE's | P and MAC address

di stribution. The LDP connection between two trusted PEs can be
achi eved by each PE verifying the inconing connection against the
configured peer’s address and authenticating the LDP nessages by
verifying keyed digests. The PWestablishments between two secure
LDP peers do not pose security issue but mis-wiring could occur due
to configuration error. Sone checks, such as, proper PWtype and
other PWoptions may prevent mis-wiring due to configuration errors.
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15.

The | earning of the appropriate CE's | P and MAC address can be a
security issue. It is expected that the local attachment circuit to
CE be physically secured. |If this is a concern, the PE nust be
configured with the CEE's I P and MAC address. During each ARP frame
processing, the PE nust verify the received information against the
configuration before accepting. This prevents theft of service,
deni al of service to a subscriber, or DoS attacks to all subscribers
by malicious use of network services.

The I PLS al so provides MAC anti-spoofing by preventing the use of

al ready known MAC address. For instance, if a PE has already | earned
a presence of a CE through a | ocal connection or from another PE, and
subsequently an advertisenent for the sane MAC and/or | P address is
received froma different PE, the receiving PE can terninate service
to that CE (either through | abel release and/ or renoving the ARP
entry fromthe FIB) and raise the alarm

The I PLS | earns and distributes CE reachability through the contro
pl ane. This provides greater control over CE topology distribution
t hrough the application of l|ocal policies.

2. Data-Plane Security

The data traffic between the CE and PE is not encrypted. In an

i nsecure environnment, it is possible that a nalicious user may tap
into the CE-to-PE connection and could conduct an active or passive
attack. An exanple of an active attack would be generating traffic
usi ng the spoofed destinati on MAC address on the Ethernet Attachnent
Circuit and a passive attack could include targeted or passive

noni toring between the CE and PE. In order to avoid such hijacking,
the I ocal PE may verify the source MAC address of the received frane
agai nst the MAC address of the adnitted connection. The frame is
forwarded to the PWonly when authenticity is verified. When
spoofing is detected, the PE nust sever the connection with the |oca
CE, tear down the PW and start over

Each I PLS instance uses its own FIB. This prevents |eaking of one
custoner data into another
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