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Abstract

Thi s docunent provides a probl em statenent, deploynent and nanagenent
topol ogy options, as well as requirenents addressing the different
use cases of the managenent of networks where constrai ned devices are
i nvol ved.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/infol/rfc7547
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1. Introduction
1.1. Overview

Constrai ned devices (al so known as sensors, smart objects, or smart
devices) with limted CPU, nenory, and power resources can be
connected to a network. It might be based on unreliable or |ossy
channels, it may use wireless technologies with linmted bandw dth and
a dynamic topology, or it may need the service of a gateway or proxy
to connect to the Internet. In other scenarios, the constrained

devi ces can be connected to a unconstrai ned network using off-the-
shel f protocol stacks.

Constrai ned devices might be in charge of gathering information in

di verse settings including natural ecosystens, buildings, and
factories and sending the information to one or nore server stations.
Constrai ned devices may al so work under severe resource constraints
such as limted battery and conputing power, little nenory and
insufficient wireless bandw dth, and conmuni cation capabilities. A
central entity, e.g., a base station or controlling server, night
have nore conputational and communi cati on resources and can act as a
gat eway between the constrained devices and the application logic in
the core network.

Today, constrained devices of diverse size and with different
resources and capabilities are being connected. Mbbile persona
gadgets, buil di ng-aut omati on devi ces, cellular phones, machine-to-
machi ne (M2M devices, etc., benefit frominteracting w th other
"things" in the near or sonmewhere in the Internet. Wth this the
Internet of Things (l10oT) becones a reality, built up of uniquely
identifiable objects (things). And over the next decade, this could
growto trillions of constrained devices and will greatly increase
the Internet’s size and scope.

Net wor k management i s characterized by nonitoring network status,
detecting faults (and inferring their causes), setting network
paraneters, and carrying out actions to renove faults, maintain
normal operation, and inprove network efficiency and application
performance. The traditional network nonitoring application
periodically collects information froma set of managed network

el ements, it processes the data, and it presents the results to the
net wor k managenment users. Constrai ned devices, however, often have
limted power, have | ow transni ssion range, and might be unreliable.
They might also need to work in hostile environments with advanced
security requirements or need to be used in harsh environments for a
long tine without supervision. Due to such constraints, the
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managenent of a network with constrained devices faces a different
type of chall enges conpared to the nmanagenent of a traditional IP
net wor k.

The |1 ETF has al ready done substantial standardization work to enabl e
conmuni cation in I P networks and to nmanage such networks as well as
the mani fold types of nodes in these networks [ RFC6632]. However,
the I ETF so far has not devel oped any specific technol ogies for the
managenent of constrained devices and the networks conprised by
constrai ned devices. |P-based sensors or constrained devices in such
an environment (i.e., devices with very limted nenory, CPU, and
energy resources) nowadays use application-layer protocols in an ad
hoc manner to do sinple resource nanagenent and nonitoring.

Thi s docunent provides a problem statenment and lists requirenments for
the different use cases of nmanagenment of a network with constrained
devices. Sections 1.3 and 1.5 describe different topol ogy options
for the networki ng and nanagenent of constrai ned devices. Section 2
provi des a problem statenent on the issue of the nanagenent of

net wor ked constrai ned devices. Section 3 lists requirenents on the
managenent of applications and networks with constrai ned devices.
Note that the requirenents listed in Section 3 have been separated
fromthe context in which they may appear. Depending on the concrete
circunstances, an inplenenter nay decide to address a certain

rel evant subset of the requirenents.

The use cases in the context of networks with constrained devices can
be found in [ RFC7548]. This docunent provides a |list of objectives
for discussions and does not aimto be a strict requirenents docunent
for all use cases. |In fact, there likely is not a single solution
that works equally well for all the use cases

1.2. Termnol ogy

Concer ni ng constrai ned devi ces and networks, this docunment generally
builds on the term nol ogy defined in [RFC7228], where the terns
"constrained device", "constrained network", and others are defined.

Additionally, the following terns are used throughout:

AM : (Advanced Metering Infrastructure) A systemincluding
hardware, software, and networki ng technol ogi es that neasures,
collects, and anal yzes energy use and that comunicates with a
hi erarchi cally depl oyed network of netering devices, either on
request or on a schedul e.

Q0: Class 0 constrai ned device as defined in Section 3 of
[ RFC7228] .

Ersue, et al. I nf or mat i onal [ Page 4]



RFC 7547 Constrai ned Mgnt. Probl em Statenment & Regs. May 2015

Cl1: Class 1 constrained device as defined in Section 3 of
[ RFC7228] .

Cc2: Class 2 constrai ned device as defined in Section 3 of
[ RFC7228] .

Net wor k of Constrained Devices: A network to which constrained
devices are connected that may or nmay not be a constrained
network (see [RFC7228] for the definition of the term
const rai ned network).

M2 M (Machi ne to Machi ne) The automatic data transfer between
devices of different kinds. |In M2M scenarios, a device (such
as a sensor or neter) captures an event, which is rel ayed
through a network (wireless, wired, or hybrid) to an
appl i cation.

MANET: (Mbile Ad Hoc Network [RFC2501]) A self-configuring and
i nfrastructurel ess network of nobile devices connected by
wi rel ess technol ogi es.

Smart Gid: An electrical grid that uses comunication technol ogi es
to gather and act on information in an automated fashion to
i nprove the efficiency, reliability, and sustainability of the
production and distribution of electricity.

Smart Meter: An electrical nmeter in the context of a smart grid.

For a detail ed discussion on the constrained networks as well as
cl asses of constrai ned devices and their capabilities, please see
[ RFC7228] .

1.3. Network Types and Characteristics in Focus

In this docunent, we differentiate the followi ng types of networks
concerning their transport and conmuni cation technol ogi es:

(Note that a network in general can involve constrained and
unconstrai ned devices.)

1. Wreline unconstrained networks, e.g., an Ethernet LAN with
constrai ned and unconstrai ned devi ces invol ved.

2. A conbination of wireline and wireless networks, possibly with a
mul ti-hop connectivity between constrained devices, utilizing
dynanmic routing in both the wireless and wireline portions of the
networ k. Such networks usually support highly distributed
applications with many nodes (e.g., environnental nonitoring) and
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tend to deal with large-scale nultipoint-to-point (MP2P) systens.
Wrel ess Mesh Networks (WWNs), as a specific variant, use off-

t he-shelf radi o technol ogy such as W-Fi, WMAX, and cellular

3G 4G WwN\s are reliable based on the redundancy they offer and
have often a nore planned depl oynent to provide dynanmi c and cost
ef fective connectivity over a certain geographic area.

3. A conbination of wireline and wirel ess networks with point-to-
poi nt (P2P) or point-to-nultipoint (P2MP) conmmuni cation generally
wi th single-hop connectivity to constrained devices, utilizing
static routing over the wireless network. Such networks support
short-range, P2P, |owdata-rate, source-to-sink types of
applications, such as RFID systens, |light swtches, fire/snoke
detectors, and home appliances. This type of network al so
supports confined short-range spaces such as a honme, a factory, a
buil di ng, or the human body. [IEEE802.15.1] (Bl uetooth) and
[ 1 EEEB02. 15. 4] are wel |l -known exanpl es of applicabl e standards
for such networks. By using 6LoOWPANs (I Pv6 over Low Power
Wrel ess Personal Area Networks) [RFC4919] and RPL (Routing
Protocol for Low Power and Lossy Networks) [RFC6550] on top of
| EEE 802.15.4, multi-hop connectivity and dynanic routing can be
achieved. Wth RPL, the | ETF has specified a proactive "route-
over" architecture where routing and forwarding is inplenented at
the network |ayer. The protocol provides a nechani sm wher eby
MP2P, P2MP, and P2P traffic are supported.

4. Self-configuring infrastructurel ess networks of nobile devices
(e.g., MANET) are a particular type of network connected by
Wi rel ess technol ogi es. Infrastructureless networks are nostly
based on P2P conmuni cations of devices noving i ndependently in
any direction and changing the links to other devices frequently.
Such devices do act as a router to forward traffic unrelated to
their own use

Wreline unconstrai ned networks with constrai ned and unconstrai ned
devices are nmainly used for specific applications |ike Building
Automation or Infrastructure Monitoring. Wreline and wirel ess
networks with multi-hop or P2MP connectivity are used, e.g., for
envi ronnental nonitoring as well as transport and nobile
appl i cations.

Furthernore, different network characteristics are determ ned by
mul ti pl e dinensions: dynanmicity of the topol ogy, bandw dth, and | oss
rate. In the follow ng, each dinmension is explained, and networks in
scope for this docunent are outlined:
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Net wor k Topol ogy:

The topol ogy of a network can be represented as a graph, with edges
(i.e., links) and vertices (routers and hosts). Exanples of

di fferent topol ogies include "star" topologies (with one central node
and nultiple nodes in one-hop distance), tree structures (with each
node havi ng exactly one parent), directed acyclic graphs (wth each
node having one or nore parents), clustered topol ogi es (where one or
nmore "cluster heads" are responsible for a certain area of the

networ k), nesh topologies (fully distributed), etc.

Managenment protocols nay take advantage of specific network
topol ogi es, for exanple, by distributing |arge-scal e nanagenent tasks

anongst multiple distributed network managenent stations (e.g., in
case of a mesh topol ogy), or by using a hierarchical nmanagenent
approach (e.g., in case of a tree or clustered topology). These

di fferent managenent topol ogy options are described in Section 1.6.

Note that in certain network deploynents, such as community ad hoc
networks (see the use case "Comunity Network Applications" in

[ RFC7548]), the topology is not preplanned; thus, it may be unknown
for managenent purposes. |In other use cases, such as industria
applications (see the use case "Industrial Applications” in

[ RFC7548]), the topol ogy may be designed in advance and therefore

t aken advant age of when nmanagi ng the networKk.

Dynanmicity of the network topol ogy:

The dynamicity of the network topol ogy determnes the rate of change
of the graph as a function of tinme. Such changes can occur due to
different factors, such as nobility of nodes (e.g., in MANETs or
cellular networks), duty cycles (for |ow power devices enabling their
network interface only periodically to transnit or receive packets),
or unstable links (in particular wireless links with strongly
fluctuating link quality).

Exanpl es of different levels of dynamicity of the topology are

Et hernets (with typically a very static topology) on the one side,
and Low power and Lossy Networks (LLNs) on the other side. LLNs
nodes are often duty-cycled and operate on unreliable wireless |links
and are potentially nobile (e.g., for sensor networks).

The nore dynamic the topology is, the nore have routing, transport
and application-layer protocols to cope with interrupted connectivity
and/ or | onger delays. For exanple, managenent protocols (with a

gi ven underlying transport protocol) that expect continuous session
flows without changes of routes during a communication flow, may fai
to operate.
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Networks with a very low dynanicity (e.g., Ethernet) with no or

i nfrequent topol ogy changes (e.g., less than once every 30 m nutes),

are in the scope of this docunment if they are used with constrained

devices (see, e.g., the use case "Building Automation” in [RFC7548]).

Traffic fl ows:

The traffic flowin a network determ nes from whi ch sources data
traffic is sent to which destinations in the network. Severa
different traffic flows are defined in [RFC7102], including P2P
MP2P, and P2MP fl ows as:

0 P2P: Point-to-point refers to traffic exchanged between two nodes
(regardl ess of the nunber of hops between the two nodes).

o P2MP: Point-to-multipoint traffic refers to traffic between one
node and a set of nodes. This is simlar to the P2MP concept in
Mul ticast or MPLS Traffic Engineering.

o MP2P. Miltipoint-to-point is used to describe a particular traffic
pattern (e.g., MP2P flows collecting information from many nodes
flowi ng i nwards towards a collecting sink).

If one of these traffic patterns is predom nant in a network,
protocols (routing, transport, application) nmay be optinized for the
specific traffic flow For exanple, in a network with a tree

topol ogy and MP2P traffic, collection tree protocols are efficient to
send data fromthe | eaves of the tree to the root of the tree, via
each node’ s parent.

Bandwi dt h:

The bandwi dth of the network is the anount of data that can be sent
per unit of time between two conmunication endpoints. It is usually
determ ned by the link with the m ni rum bandwi dth on the path from
the source to the destination of data packets. The bandwidth in
networ ks can range froma few kil obytes per second (such as on sone
| EEE 802.15.4 link |l ayers) to nmany gi gabytes per second (e.g., on
fiber optics).

For managenent purposes, the nmanagenment protocol typically requires
the sending of infornation between the network managenent station and
the clients, for nonitoring or control purposes. |If the available
bandwi dth is insufficient for the management protocol, packets will
be buffered and eventual |y dropped; thus, managenment is not possible
wi th such a protocol
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Net wor ks wi t hout bandwidth Iintation (e.g., Ethernet) are in the
scope of this docunent if they are used with constrai ned devices (see
the use case "Building Automation” in [ RFC7548]).

Loss rate:

The |l oss rate (or bit error rate) is the nunber of bit errors divided
by the total nunber of bits transmtted. For wired networks, |oss
rates are typically extrenely low, e.g., around 107-12 or 107-13 for
the latest 10 Ghit Ethernet. For wireless netwrks, such as | EEE
802.15.4, the bit error rate can be as high as 107-1 to 1 in case of
interferences. Even when using a reliable transport protocol
managenent operations can fail if the loss rate is too high, unless
they are specifically designed to cope with these situations.

1.4. Constrained Device Depl oynent Options

We differentiate the foll owi ng depl oynent options for the constrained
devi ces:

o0 A network of constrai ned devices that communi cate with each ot her
0 Constrained devices that are connected directly to an |IP network,

o0 A network of constrai ned devices that conmunicate with a gateway
or proxy with nore comunication capabilities possibly acting as a
representative of the device to entities in the unconstrained
net wor k,

o0 Constrai ned devices that are connected to the Internet or an I P
network via a gateway/ proxy,

0 A hierarchy of constrained devices, e.g., a network of CO devices
connected to one or nore Cl devices -- connected to one or nore C2
devices -- connected to one or nore gateways -- connected to sone
application servers or NM5, and

0 The possibility of device grouping (possibly in a dynani c nanner)
such as that the grouped devices can act as one |ogical device at
the edge of the network and one device in this group can act as
the managi ng entity.
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Managenment Topol ogy Options

differentiate the follow ng options for the managenent of networks
constrai ned devi ces:

A network of constrai ned devi ces nmanaged by one central nanager

A logically centralized nanagenent mght be inplenmented in a

hi erarchi cal fashion for scalability and robustness reasons. The
manager and the managenment application | ogic might have a gateway/
proxy in between or m ght be on different nodes in different
networ ks, e.g., managenent application running on a cloud server

Di stributed managenent, where a network of constrained devices is
managed by nore than one nmanager. Each manager controls a
subnetwork and may comunicate directly w th other manager
stations in a cooperative fashion. The distributed managenent may
be weakly distributed, where functions are broken down and
assigned to nany nanagers dynamically, or strongly distributed,
where al nost all managed things have enbedded nanagenent
functionality and explicit managenent di sappears, which usually
comes with the price that the strongly distributed nanagenent

| ogi ¢ now needs to be managed.

Hi erarchi cal nanagenent, where a hierarchy of networks with
constrai ned devices are nmanaged by the nmanagers at their
correspondi ng hierarchy level. That is, each nanager is
responsi bl e for managing the nodes in its subnetwork. It passes
information fromits subnetwork to its higher-1level manager and

di ssem nat es nmanagenent functions received fromthe higher-Ileve
manager to its subnetwork. Hierarchical nanagenent is essentially
a scalability nechanism logically the decision-nmaking nmay be
still centralized.

Managi ng the Constrai nedness of a Device or Network

The capabilities of a constrained device or network and the

constrai nedness thereof influence and have an inpact on the
requi renents for the managenent of such a network or devices

Note that the list bel ow gives exanpl es and does not claim
compl et eness.

(o]

A constrai ned device:

nm ght only support an unreliable (e.g., lossy) radio link, i.e.
the client and server of a managenment protocol need to gracefully
handl e i nconpl et e command exchanges or ni ssing conmands.

et al. I nf or mat i onal [ Page 10]



RFC 7547 Constrai ned Mgnt. Probl em Statenment & Regs. May 2015

o mght only be able to go online fromtine to tine, where it is
reachable, i.e., a command ni ght be necessary to repeat after a
| onger timeout or the timeout value with which one endpoint waits
on a response needs to be sufficiently high

o mght only be able to support a limted operating tine (e.qg.
based on the available battery) or may behave as ’ sl eepy
endpoints’, setting their network links to a disconnected state
during long periods of time, i.e., the devices need to econonize
their energy usage with suitable nmechani snms and t he managi ng
entity needs to nonitor and control the energy status of the
constrai ned devices it nmanages.

o mght only be able to support one sinple conmunication protocol
i.e., the nmanagenent protocol needs to be possible to downscal e
fromconstrained (C2) to very constrained (CO) devices with
nmodul ar i npl ementation and a very basic version with just a few
si npl e commands.

o mght only be able to support a comuni cation protocol, which is
not | P based.

o might only be able to support Iimted or no user and/or transport

security, i.e., the nmanagenent system needs to support a |ess-
costly and sinple but sufficiently secure authentication
mechani sm

o mght not be able to support conpression and deconpression of
exchanged data based on limted CPU power, i.e., an intermediary
entity which is capable of data conpression should be able to
communi cate with both, devices that support data conpression
(e.g., C2) and devices that do not support data conpression (e.g.
Cl and Q0).

o mght only be able to support a sinple encryption, i.e., it would
be beneficial if the devices use cryptographic algorithns that are
supported in hardware and the encryption used is efficient in
terms of nenory and CPU usage.

o mght only be able to communicate with one single nmanaging entity
and cannot support the parallel access of many managi ng entities.

Ersue, et al. I nf or mat i onal [ Page 11]



RFC 7547 Constrai ned Mgnt. Probl em Statenment & Regs. May 2015

m ght depend on a self-configuration feature, i.e., the managing
entity might not know all devices in a network and the device
needs to be able to initiate connection setup for the device
configuration.

m ght depend on self- or neighbor-nonitoring features, i.e., the
managi ng entity might not be able to nonitor all devices in a
net wor k conti nuously.

m ght only be able to communicate with its neighbors, i.e., the
device should be able to get its configuration froma nei ghbor

m ght only be able to support parsing of data nodels with linited
size, i.e., the device data nodels need to be conpact containing
the nost necessary data and if possible parsable as a stream

m ght only be able to support a limted or no-failure detection,
i.e., the nmanaging entity needs to handle the situation, where a
failure does not get detected or gets detected |late gracefully,
e.g., with asking repeatedly.

m ght only be able to support the reporting of just one or a
limted set failure types

m ght only be able to support a limted set of notifications,
possible only an "I amalive." nessage.

m ght only be able to support a soft-reset fromfailure recovery.
m ght possibly generate a | arge anobunt of redundant reporting

data, i.e., the internedi ary managenent entity (see [RFC7252])
shoul d be able to filter and aggregate redundant data.

A network of constrai ned devi ces:

(0]

Er sue,

m ght only support an unreliable (e.g., lossy) radio link, i.e.
the client and server of a nanagenment protocol need to repeat
commands as necessary or gracefully ignore inconplete conmands.

m ght be necessary to manage based on nulticast communi cati on,
i.e., the managing entity needs to be prepared to configure many
devi ces at once based on the sane data nodel

m ght have a very large topol ogy supporting 10,000 or nore nodes

for some applications and as such node nanming is a specific issue
for constrained networks.
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needs to support self-organization, i.e., given the |arge nunber
of nodes and their potential placenent in hostile |ocations and
frequently changi ng topol ogy, manual configuration of nodes is
typically not feasible. As such, the network would benefit from
the ability to reconfigure itself so that it can continue to
operate properly and support reliable connectivity.

nm ght need a managenent solution that is energy efficient, using
as little wirel ess bandwi dth as possi ble since conmunication is
hi ghl y energy demandi ng.

needs to support localization schenes to determ ne the |ocation of
devi ces since the devices night be noving and | ocation information
is inportant for sone applications.

needs a managenent solution that is scal able as the network may
consi st of thousands of nodes and nmay need to be extended
conti nuously.

needs to provide fault tolerance. Faults in network operation

i ncl udi ng hardware and software errors or failures detected by the
transport protocol should be handl ed smobothly. 1In such a case, it
shoul d be possible to run the protocol at a reduced |evel but
avoid failing conpletely. For exanple, self-nonitoring nechanisns
or graceful degradation of features can be used to provide fault

t ol erance.

m ght require new managenent capabilities, for exanple, network
coverage information and a constrai ned device power distribution
nmap.

m ght require a new managenent function for data nanagenent, since
the type and anount of data collected in constrained networks is
different fromthose of the traditional networks.

m ght al so need energy-efficient key nanagenent.

Configuration and Monitoring Functionality Levels

Devices often differ significantly on the I evel of configuration
managenent support they provide. This docunent classifies the
configurati on managenent functionality as foll ows:

Devi ces are preconfigured and all ow no runtine configuration
changes. Configuration paraneters are often hard coded and
conpiled directly into the firnware inmage
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CL1: Devices have explicit configuration objects. However, changes
require a restart of the device to take effect.

CL2: Devices allow managenment systens to replace the entire
configuration (or predeterm ned subsets) in bul k.
Configuration changes take effect by soft-restarts of the
system (or subsystens).

CL3: Devices allow managenent systens to nodify configuration
obj ects w thout bulk replacenents and changes take effect
i medi at el y.

CL4: Devices support nultiple configuration datastores and they
nm ght distinguish between the currently running and the next
startup configuration.

CL5: Devices support configuration datastore |ocking and device-
| ocal configuration change transactions, i.e., either al
configuration changes are applied or none of themare.

CL6: Devices support configuration change transactions across
devi ces.

This docunent defines a classification of devices with regard to
different | evels of nonitoring support. 1In general, a device nay be
in several of the levels listed bel ow

M_.O: Devices push predefined nonitoring data.

M.1: Devices allow managenent systens to pull predefined nonitoring
dat a.

M.2: Devices allow managenent systens to pull user-defined filtered
subsets of nonitoring data.

M.3: Devices are able to locally process nonitoring data in order to
detect threshold crossings or to aggregate data.

At the time of this witing, constrained devices often inplenment a
conmbi nati on of one of CLO-CL2 with one of M.O-M1

2. Probl em St at enent

The termi nology for the "Internet of Things" is still nascent, and
dependi ng on the network type or layer in focus, diverse technol ogies
and ternms are in use. Conmon to all these considerations is the

"Thi ngs" or "Objects" are supposed to have physical or virtua
identities using interfaces to communicate. |In this context, we need
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to differentiate between the constrained and snmart devices identified
by an | P address conpared to virtual entities such as Smart bjects,
whi ch can be identified as a resource or a virtual object by using a
uni que identifier. Furthernore, the smart devices usually have
limted menory and CPU power as well as aimto be self-configuring
and easy to depl oy.

However, the constraints of the network nodes require a rethinking of
the protocol characteristics concerning power consunption
performance, bandw dth consunption, nenory, and CPU usage. As such
there is a demand for protocol sinplification, energy-efficient
conmuni cation, |ess CPU usage, and a snaller nenory footprint.

On the application layer, the I ETF is already devel opi ng protocols
i ke the Constrai ned Application Protocol (CoAP) [RFC7252] enabling
t he conmuni cation of constrai ned devices and networks, e.g., for
smart energy applications or home automation environnments. |In fact,
t he depl oynent of such an environnent involves many, in sone
scenarios up to mllion, constrained devices (e.g., smart neters),
whi ch produce a |l arge anmount of data. This data needs to be
collected, filtered, and preprocessed for further use in diverse
servi ces.

Consi dering the high nunber of nodes to deploy, one has to think
about the manageability aspects of the snmart devices and plan for
easy depl oynent, configuration, and nmanagenent of the networks of
constrai ned devices as well as the devices thenselves. Consequently,
seam ess nonitoring and self-configuration of such network nodes
becones nore and nore inperative. Self-configuration and self-
managenent are already a reality in the standards of sone

organi zations such as 3GPP. To introduce self-configuration of snart
devi ces successfully, a device-initiated connection establishnent is
of ten required.

A simple and efficient application-layer protocol, such as CoAP, is
essential to address the issue of efficient object-to-object

communi cati on and i nformati on exchange. Such an information exchange
shoul d be done based on interoperable data nodels to enable the
exchange and interpretation of diverse application- and nanagenent -
rel ated data.

In an ideal world, we would have only one network nanagenent protoco
for nmonitoring, configuration, and exchangi ng nanagenent dat a,

i ndependently of the type of the network (e.g., smart grid, wreless
access, or core network). Furthernore, it would be desirable to
derive the basic data nodels for constrained devices fromthe core
nodel s used today to enable reuse of functionality and end-to-end

i nformati on exchange. However, the current nanagenent protocols seem
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to be too heavywei ght conpared to the capabilities the constrained
devi ces have and are not applicable directly for use in a network of
constrai ned devices. Furthernore, the data nodels addressing the
requi renents of such smart devices need yet to be designed

So far, the | ETF has not devel oped any specific technol ogies for the
managenent of constrained devices and the networks conprised by
constrai ned devices. |P-based sensors or constrained devices in such
an environment, i.e., today, devices with very linited nmenory and CPU
resources use, e.g., application-layer protocols to do sinple
resource managenent and nonitoring. This mght be sufficient for
sone basic cases; however, there is a need to reconsider the network
managenent nechani sns based on the new, changed, and reduced

requi renents comng fromsnart devices and the network of such
constrai ned devices. Although it is questionable whether we can take
t he sane conprehensive approach we use in an I P network and use it
for the managenent of constrained devices. Hence, the nanagenent of
a network with constrained devices is necessarily designed in a
simplified and | ess conpl ex manner.

As Section 1.6 highlights, there are diverse characteristics of
constrai ned devices or networks, which stemfromtheir

constrai nedness and therefore have an inpact on the requirenents for
t he managenent of such a network with constrained devices. The use
cases discussed in [ RFC7548] show that the requirenents on
constrai ned networks are mani fold and need to be anal yzed from

di fferent angles, e.g., concerning the design of the nmanagenent
architecture, the selection of the appropriate protocol features, as
well as the specific issues that are new in the context of
constrai ned devices. Exanples of such issues are careful nmanagenent
of scarce energy resources, the necessity for self-organization and
sel f - managenent of such devices but also the inplenentation

consi derations to enable the use of conmon comuni cation technol ogi es
on a constrained hardware in an efficient manner. For an exhaustive
list of issues and requirenents that need to be addressed for the
managenent of a network with constrained devices, please see Sections
1.6 and 3.

3. Requirenents on the Managenent of Networks with Constrained Devices

This section describes the requirenents categorized by nmanagenent
areas listed in subsections.

Note that the requirenents listed in this section have been separated
fromthe context in which they may appear. |In general, this docunent
does not recommend the realization of any subset of the described
requi renents. As such, this docunent avoids selecting any of the
requirenents as nmandatory to inplenment. A device mght be able to
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provide only a particular selected set of requirenents and m ght not
be capable to provide all requirenents in this docunent. On the

ot her hand, a device vendor mght select a specific rel evant subset
of the requirenents to inplenent.

The following tenplate is used for the definition of the
requirenents.

Reg-1D: An | D conposed of two nunmbers: a section nunber indicating
the topic area and a unique three-digit nunber per section

Title: The title of the requirenent.
Description: The rationale and description of the requirenent.

Source: The origin of the requirenment and the matchi ng use case or
application. For the discussion of referred use cases for
constrai ned nanagenent, please see [ RFC7548].

Requi rement Type: Functional Requirenent, Non-functiona
Requirement. A functional requirement is related to a function or
component. As such, functional requirenments may be technica
details or specific functionality that define what a systemis
supposed to acconplish. Non-functional requirenents (al so known
as design constraints or quality requirenents) inpose
i mpl ement ation-rel ated consi derati ons such as perfornance
requi renents, security, or reliability.

Device type: The device types by which this requirenent can be
supported: C0, Cl, and/or C2.

Priority: The priority of the requirement showing its inportance for
a particular type of device: Hi gh, Medium and Low. The priority
of a requirenent can be High, e.g., for a C2 device, but Low for a
Cl or Q0 device, as the realization of conplex features in a Cl
device is in nmany cases not possible.
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3.1. Managenent Architecture/ System

Reg-1D: 1.001

Title: Support nultiple device classes within a single network

Description: Larger networks usually consist of devices belonging to
di fferent device classes (e.g., constrai ned nmesh endpoi nts and
| ess constrained routers) conmunicating with each other. Hence,
t he managenent architecture nmust be applicable to networks that
have a m x of different device classes. See Section 3 of
[ RFC7228] for the definition of Constrained Device O asses.

Source: Al use cases

Requi rement Type: Non-functional Requirenment

Device type: Cl1 and/or C2

Priority: High

Reg-1D: 1.002

Title: Mnagenent scalability

Description: The managenent architecture nust be able to scale with
t he nunber of devices involved and operate efficiently in any
network size and topology. This inplies that, e.g., the nmanagi ng
entity is able to handl e | arge ambunts of device nonitoring data
and the managenent protocol is not sensitive to the decrease of
the tine between two client requests. To achi eve good
scal ability, caching techniques, in-network data aggregation
techni ques, and hi erarchi cal managenent nodels may be used.

Source: GCeneral requirenment for all use cases to enable | arge-scale
net wor ks

Requi rement Type: Non-functional Requirenment
Device type: CO, Cl, and C2
Priority: High

Reg-1D: 1.003
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Title: Hierarchical nmanagenent

Description: Provide a neans of hierarchical managenent, i.e.
provi de internmedi ary managenent entities on different |evels,
whi ch can take over the responsibility for the managenent of a
subhi erarchy of the network of constraint devices. The
i nternedi ary nmanagenent entity can, e.g., support nanagenent data
aggregation to handle, e.g., high-frequent nonitoring data or
provi de a cachi ng nmechani smfor the uplink and downli nk
communi cati on. Hierarchical managenent contributes to managenent
scalability.

Source: Use cases where a | arge anount of devices are deployed with
a hierarchical topol ogy

Requi rement Type: Non-functional Requirenment

Device type: Managing and internediary entities

Priority: Medium

Reg-ID: 1.004

Title: Mnimize state naintained on constrai ned devi ces

Description: The amount of state that needs to be maintained on
constrai ned devices should be minimzed. This is inportant in
order to save nenory (especially relevant for G0 and Cl devices)
and in order to allow devices to restart, for exanple, to apply
configuration changes or to recover from extended periods of
i nactivity.

Note: One way to achieve this is to adopt a RESTful architecture
that mnimzes the anount of state nmmintai ned by managed
constrai ned devices and that makes resources of a device
addressabl e via URI s.

Source: Basic requirenent that concerns all use cases

Requi rement Type: Functional Requirenent

Device type: CO, Cl, and C2

Priority: High
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Reg-1D: 1.005
Title: Automatic resynchronization with eventual consistency

Description: To support |large scal e networks, where sone constrai ned
devices may be offline at any point in time, it is necessary to
di stribute configuration paraneters in a way that all ows tenporary
i nconsi stenci es but eventually converges, after a sufficiently
I ong period of tinme w thout further changes, towards gl oba
consi st ency.

Source: Use cases with large-scale networks with many devices
Requi rement Type: Functional Requirenent
Device type: CO, Cl, and C2

Priority: High

Reg-1D: 1.006
Title: Support for lossy |links and unreachabl e devi ces

Descri ption: Sone constrained devices will only be able to support
| ossy and unreliable links characterized by a linted data rate, a
hi gh I atency, and a high transmi ssion error rate. Furthernore,
constrai ned devices often duty cycle their radio or the whole
device in order to save energy. Sone classes of devices |abel ed
as 'sleepy endpoints’ set their network links to a di sconnected

state during long periods of tinme. 1In all cases, the nanagenent
system nust not assune that constrained devices are al ways
reachabl e.

Source: Basic requirenent for networks of constrained devices with
unreliable links and constrai ned devices that sleep to save energy

Requi rement Type: Non-functional Requirenent
Device type: CO, Cl, and C2
Priority: High
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Reg-1D: 1.007
Title: Network-wi de configuration

Description: Provide means by which the behavior of the network can
be specified at a | evel of abstraction (network-w de
configuration) higher than a set of configuration information
specific to individual devices. It is useful to derive the
devi ce-specific configuration fromthe network-w de configuration
Such a repository can be used to configure predefined device or
prot ocol paranmeters for the whole network. Furthernore, such a
net wor k- wi de vi ew can be used to nonitor and nanage a group of
routers or a whole network. For exanple, nonitoring the
performance of a network requires information additional to what
can be acquired froma single router using a managenent protocol

Note: The identification of the relevant subset of the policies to
be provisioned is according to the capabilities of each device and
can be obtained froma preconfigured data-repository.

Source: In general, all use cases of network and device
configuration based on a network view in a top-down manner

Requi rement Type: Non-functional Requirenent

Device type: CO, Cl, and C2

Priority: Medium

Reg-1D: 1.008

Title: Distributed managenent

Description: Provide a neans of sinple distributed managenent, where
a network of constrained devices can be nmanaged or nonitored by
nore than one manager. Since the connectivity to a server cannot
be guaranteed at all tines, a distributed approach may provide

higher reliability, at the cost of increased conplexity. This
requi renent inplies the handling of data consistency in case of

concurrent read and wite access to the device datastore. It
m ght al so happen that no nanagenent (configuration) server is
accessi bl e and the only reachable node is a peer device. In this

case, the device should be able to obtain its configuration from
peer devi ces.
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Source: Use cases where the count of devices to manage is high

Requi rement Type: Non-functional Requirenent

Device type: Cl and C2

Priority: Medium
Management Protocol s and Data Model s

Reg-ID:. 2.001

Title: Modular inplenentation of nanagenent protocols

Description: Managenment protocols should be specified to allow for
nmodul ar i nplenmentations, i.e., it should be possible to inplenent
only a basic set of protocol primtives on highly constrained
devices, while devices with additional resources may provide nore
support for additional protocol primtives. See Section 1.7 for a
di scussion on the | evel of configuration managenent and nonitoring
support constrai ned devices may provide.

Source: Basic requirenent interesting for all use cases

Requi rement Type: Non-functional Requirenent

Device type: CO, Cl, and C2

Priority: High

Reg-1D: 2.002

Title: Conpact encodi ng of nmanagenent data

Description: The encodi ng of managenent data shoul d be conpact and
space efficient, enabling small nessage si zes.

Source: GCeneral requirement to save nmenory for the receiver buffer
and on-air bandw dth

Requi rement Type: Functional Requirenent
Device type: CO, Cl, and C2

Priority: High
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Reg-1D: 2.003

Title: Conpression of managenent data or conpl ete nessages

Description: Managenment data exchanges can be further optinm zed by
appl yi ng data conpression techni ques or delta encoding techni ques.
Conpression typically requires additional code size and sone
additional buffers and/or the naintenance of sone additional state
informati on. For CO devices, conpression may not be feasible.

Source: Use cases where it is beneficial to reduce transmission tine
and bandwi dth, e.g., nobile applications that require saving on-
air bandw dth

Requi rement Type: Functional Requirenent

Device type: Cl and C2

Priority: Medium

Reg-1D: 2.004

Title: Mapping of managenent protocol interactions

Description: It is desirable to have a | ossl ess automated mappi ng
bet ween the managenent protocol used to nmanage constrai ned devices
and t he nmanagenent protocols used to manage regul ar devices. In
the ideal case, the sane core managenent protocol can be used with
certain restrictions taking into account the resource limtations

of constrained devices. However, for very resource-constrained
devices, this goal m ght not be achievabl e.

Source: Use cases where high-frequency interaction with the
managenent system of a unconstrai ned network is required

Requi rement Type: Functional Requirenent
Device type: Cl and C2
Priority: Medium
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Reg-1D: 2.005

Title: Consistency of data nodels with the underlying information
nodel

Description: The data nodels used by the nanagenent protocol nust be
consistent with the informati on nodel used to define data nodels
for unconstrained networks. This is essential to facilitate the
i ntegration of the managenment of constrained networks with the
managenent of unconstrained networks. Using an underlying
i nformati on nodel for future data nodel design enables further
t op-down nodel design and nodel reuse as well as data
interoperability (i.e., exchange of nanagenent information between
t he constrai ned and unconstrained networks). This is a strong
requi renent, despite the fact that the underlying infornmation
nodel s are often not explicitly docunented in the | ETF.

Source: General requirenment to support data interoperability,
consi stency, and nodel reuse

Requi rement Type: Non-functional Requirenent

Device type: CO, Cl, and C2

Priority: High

Reg-ID:. 2.006

Title: Lossless mappi ng of nmanagenent data nodel s

Description: It is desirable to have a | ossless automated nmappi ng
bet ween the managenent data nodel s used to manage regul ar devices
and the managenent data nodel s used for managi ng constrai ned
devices. In the ideal case, the sane core data nodels can be used
with certain restrictions taking into account the resource
limtations of constrained devices. However, for very resource-
constrai ned devices, this goal might not be achievable.

Source: Use cases where consistent data exchange with the managenent
system of a unconstrained network is required

Requi rement Type: Functional Requirenent
Device type: 2

Priority: Medium
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Reg-1D: 2.007
Title: Protocol extensibility

Description: Provide neans of extensibility for the nanagenent
protocol, i.e., by adding new protocol nessages or nechani sns that
can deal with changing requirenents on a supported nessage and
data types effectively, w thout causing interoperability problens
or having to replace/update | arge anount of depl oyed devi ces.

Source: Basic requirenent useful for all use cases
Requi rement Type: Functional Requirenent
Device type: CO, Cl, and C2
Priority: High
3.3. Configuration Managenent
Reg-1D: 3.001
Title: Self-configuration capability

Description: Automatic configuration and reconfiguration of devices
wi t hout manual intervention. Conpared to the traditiona
managenent of devices where the managenent application is the
central entity configuring the devices, in the autoconfiguration
scenario the device is the active part and initiates the
configuration process. Self-configuration can be initiated during
the initial configuration or for subsequent configurations, where
the configuration data needs to be refreshed. Self-configuration
shoul d be al so supported during the initialization phase or in the
event of failures, where prior know edge of the network topol ogy
is not available or the topology of the network is uncertain.

Source: In general, all use cases requiring easy depl oynent and
pl ug&pl ay behavior as well as easy mai ntenance of many constrai ned
devi ces

Requi rement Type: Functional Requirenent
Device type: CO, Cl, and C2

Priority: High for device categories CO and Cl; Mediumfor C2
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Reg-1D: 3.002

Title: Capability discovery

Description: Enable the discovery of supported optional nanagenent
capabilities of a device and their exposure via at |east one
prot ocol and/or data nodel .

Source: Use cases where the device interaction with other devices or
applications is a function of the |level of support for its
capabilities

Requi rement Type: Functional Requirenent

Device type: Cl and C2

Priority: Medium

Reg-ID: 3.003

Title: Asynchronous transaction support

Description: Provide configurati on managenent wi th asynchronous
(event-driven) transaction support. Configuration operations nust
support a transactional nodel, w th asynchronous indications that
the transacti on was conpl et ed.

Source: Use cases that require transaction-oriented processing
because of reliability or distributed architecture functiona
requirenents

Requi rement Type: Functional Requirenent

Device type: Cl and C2

Priority: Medium
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Reg-1D: 3.004

Title: Network reconfiguration

Description: Provide a neans of iterative network reconfiguration in
order to recover the network from node and comuni cation fail ures.
The network reconfiguration can be failure-driven and self-
initiated (automatic reconfiguration). The network
reconfiguration can be also perforned on the whol e hierarchica
structure of a network (network topol ogy).

Source: Practically all use cases, as network connectivity is a
basi ¢ requirenent

Requi rement Type: Functional Requirenent

Device type: CO, Cl, and C2

Priority: Medium

3.4. Mnitoring Functionality

Reg-1D: 4.001

Title: Device status nonitoring

Description: Provide a nonitoring function to collect and expose
i nformati on about device status and expose it via at |east one
managenent interface. The device nonitoring mght make use of the
hi erarchi cal managenent through the internediary entities and the
cachi ng nechanism The device nonitoring mght also nake use of
nei ghbor-nmonitoring (fault detection in the local network) to
support fast fault detection and recovery, e.g., in a scenario
where a nmanaging entity i s unreachabl e and a nei ghbor can take
over the nonitoring responsibility.

Source: Al use cases

Requi rement Type: Functional Requirenent

Device type: CO, Cl, and C2

Priority: High; Mediumfor neighbor-nonitoring
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Reg-1D: 4.002

Title: Energy status nonitoring

Description: Provide a nonitoring function to collect and expose
i nformati on about device energy paraneters and usage (e.g.
battery | evel and average power consunption).

Source: Use case "Energy Managenent™

Requi rement Type: Functional Requirenent

Device type: CO, Cl, and C2

Priority: High for energy reporting devices; Low for others

Reg-1D: 4.003

Title: Monitoring of current and estimated device availability

Description: Provide a nonitoring function to collect and expose
i nformati on about current device availability (energy, nenory,
conputing power, forwardi ng-plane utilization, queue buffers,

etc.) and estimation of renaining avail abl e resources.

Source: Al use cases. Note that nonitoring energy resources (like
battery status) may be required on all kinds of devices.

Requi rement Type: Functional Requirenent
Device type: CO, Cl, and C2
Priority: Medium

Ersue, et al. I nf or mat i onal [ Page 28]



RFC 7547 Constrai ned Mgnt. Probl em Statenment & Regs. May 2015

Reg-1D: 4.004

Title: Network status nonitoring

Description: Provide a nonitoring function to collect, analyze, and
expose infornmation related to the status of a network or network
segnments connected to the interface of the device.

Source: Al use cases

Requi rement Type: Functional Requirenent

Device type: Cl and C2

Priority: Low, based on the realization conplexity

Reg-1D: 4.005

Title: Self-nonitoring

Description: Provide self-monitoring (local fault detection) feature
for fast fault detection and recovery.

Source: Use cases where the devices cannot be nonitored centrally in
an appropriate manner, e.g., self-healing is required

Requi rement Type: Functional Requirenent

Device type: Cl and C2

Priority: High for C2; Mediumfor Cl

Reg-1D: 4.006

Title: Performance nmonitoring

Description: The device will provide a nmonitoring function to
coll ect and expose informati on about the basic perfornmance
paraneter of the device. The perfornance nmanagenent functionality

nm ght make use of the hierarchical nmanagenment through the
i nternmedi ary devi ces.
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Source: Use cases "Building Automation" and "Transport Applications"
Requi rement Type: Functional Requirenent

Device type: Cl and C2

Priority: Low

Reg-1 D 4.007
Title: Fault detection nonitoring

Description: The device will provide fault detection nonitoring.
The system collects informati on about network states in order to
identify whether faults have occurred. |In sonme cases, the
detection of the faults m ght be based on the processing and
anal ysis of the paraneters retrieved fromthe network or other
devices. In case of CO devices, the nmonitoring mght be linited
to the check whether or not the device is alive.

Source: Use cases "Environnental Monitoring”, "Building Autonmation",
"Energy Managenent", "Infrastructure Mnitoring"

Requi rement Type: Functional Requirenent
Device type: CO, Cl and 2

Priority: Medium

Reg-1D: 4.008
Title: Passive and reactive nonitoring

Description: The device will provide passive and reactive nmonitoring
capabilities. The systemor manager collects infornmation about
devi ce conponents and network states (passive nonitoring) and may
perform postnortem anal ysis of collected data. In case events of
i nterest have occurred, the systemor the manager can adaptively
react (reactive nonitoring), e.g., reconfigure the network.
Typically, actions (reactions) will be executed or sent as
conmands by the managenent applications.

Source: Diverse use cases relevant for device status and network
state nonitoring
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Requi rement Type: Functional Requirenent

Device type: 2

Priority: Medium

Reg-1D: 4.009

Title: Recovery

Description: Provide |local, central and hierarchical recovery
nmechani snms (recovery is in sonme cases achi eved by recovering the
whol e networ k of constrai ned devices).

Source: Use cases "Industrial Applications”, "Home Automation", and
"Buil ding Automation", as well as nobile applications that involve
different forns of clustering or area nanagers

Requi rement Type: Functional Requirenent

Device type: 2

Priority: Medium

Reg-1D:  4.010

Title: Network topol ogy di scovery

Description: Provide a network topol ogy discovery capability (e.g.
use of topology extraction algorithms to retrieve the network
state) and a nonitoring function to collect and expose information

about the network topol ogy.

Source: Use cases "Conmunity Network Applications" and nobile
applications

Requi rement Type: Functional Requirenent
Device type: Cl and C2

Priority: Low, based on the realization conplexity
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Reg-1D: 4.011
Title: Notifications

Description: The device will provide the capability of sending
notifications on critical events and faults.

Source: Al use cases

Requi rement Type: Functional Requirenent

Device type: CO, Cl, and C2

Priority: Mediumfor C2; Low for CO and Cl

Reg-1D: 4.012

Title: Logging

Description: The device will provide the capability of building,
keeping, and allowi ng retrieval of |ogs of events (including but

not limted to critical faults and al arns).

Source: Use cases "Industrial Applications", "Building Automation"
and "I nfrastructure Monitoring"

Requi rement Type: Functional Requirenent
Device type: 2

Priority: High for some nedical or industrial applications; Medium
ot herw se

3.5. Sel f-Managenent
Reg-1D: 5.001
Title: Self-managenent -- Self-healing
Description: Enable event-driven and/or periodic self-nanagenent
functionality in a device. The device should be able to react in
case of a failure, e.g., by initiating a fully or partly reset and

initiate a self-configuration or nanagenent data update as
necessary. A device might be further able to check for failures
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cyclically or on a schedule in order to trigger self-nmanagenent as
necessary. It is a matter of device design and subject for
di scussi on how nuch sel f-managenent a Cl devi ce can support.

Fai l ure detection and sel f-managenent |ogic are assuned to be
generally useful for the self-healing of a device

Source: The requirenent generally relates to all use cases in this
docunent .

Requi rement Type: Functional Requirenent

Device type: Cl and C2

Priority: High for C2; Mediumfor Cl

3.6. Security and Access Contro

Reg-1D: 6.001

Title: Authentication of managenent system and devi ces

Description: Systens having a managenent role nust be properly
aut henticated to the device such that the device can exercise
proper access control and in particular distinguish rightfu
managenent systens fromrogue systems. On the other hand, nanaged
devi ces nust authenticate thenmselves to systenms having a
managenent rol e such that nmanagenment systens can protect
t hensel ves fromrogue devices. In certain application scenarios,
it is possible that a | arge nunber of devices need to be
(re-)started at about the sane tine. Protocols and authentication
systens shoul d be designed such that a | arge nunber of devices

(re-)starting simultaneously does not negatively inpact the device
aut henti cati on process.

Source: Basic security requirenent for all use cases
Requi rement Type: Functional Requirenent
Device type: CO, Cl, and C2

Priority: High; Mediumfor the (re-)start of a | arge nunber of
devi ces
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Reg-1D: 6.002

Title: Support suitable security bootstrappi ng nechani sns

Description: Mechani snms shoul d be supported that sinplify the
boot st rappi ng of device that is the discovery of newly depl oyed
devices in order to provide themw th appropriate access contro
per m ssi ons.

Source: Basic security requirenment for all use cases

Requi rement Type: Functional Requirenent

Device type: CO, Cl, and C2

Priority: High

Reg-1D: 6.003

Title: Access control on managenent system and devi ces

Description: Systens acting in a nanagenent role nust provide an
access control mechanismthat allows the security adnministrator to
restrict which devices can access the managi ng system (e.g., using
an access control white list of known devices). On the other
hand, managed constrai ned devi ces must provide an access contro
mechani smthat allows the security admnistrator to restrict how
systens in a nanagenent role can access the device (e.g., no-
access, read-only access, and read-wite access).

Source: Basic security requirenment for use cases where access
control is essential

Requi rement Type: Functional Requirenent
Device type: CO, Cl, and C2

Priority: High

Reg-1D: 6.004

Title: Select cryptographic algorithns that are efficient in both
code space and execution tine
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Description: Cryptographic algorithnms have a nmajor inpact in terns
of both code size and overall execution tine. Therefore, it is
necessary to select mandatory to inplenment cryptographic
algorithnms that are reasonable to inplenment with the avail able

code space and that have a small inpact at runtine. Furthernore
sonme wireless technologies (e.g., |EEE 802.15.4) require the
support of certain cryptographic algorithns. It mght be usefu

to choose algorithms that are likely to be supported in wireless
chipsets for certain wrel ess technol ogies.

Source: GCeneric requirenment to reduce the footprint and CPU usage of
a constrained device

Requi rement Type: Non-functional Requirenent

Device type: CO, Cl, and C2

Priority: High; Mediumfor hardware-supported al gorithns

3.7. Energy Managenent

Reg-1D: 7.001

Title: WManagenent of energy resources

Description: Enabl e nanagi ng power resources in the network, e.g.
reduce the sanpling rate of nodes with critical battery and reduce
node transni ssion power, put nodes to sleep, put single interfaces
to sleep, reject a nanagenent job based on avail abl e energy or
criteria predefined by the managenent application (such as
i mportance | evels forcing execution even if the energy level is
low), etc. The device nay further inplenment standard data nodels
for energy nmanagenment and expose it through a nmanagenent protoco
interface, e.g., EMAN M B nodul es [ RFC7460] and [ RFC7461] as wel
as other EMAN extensions. It mght be necessary to use a subset
of EMAN M Bs for ClL and C2 devices.

Source: Use case "Energy Managenent™

Requi rement Type: Functional Requirenent

Device type: CO, Cl, and C2

Priority: Mediumfor the use case "Energy Managenent"; Low otherwi se
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Reg-1D: 7.002

Title: Support of energy-optinized conmuni cation protocols

Description: Use an optimnm zed comunication protocol to mnimnze
energy usage for the device (radio) receiver/transmtter, on-air
bandwi dt h usage (i.e., maxim ze protocol efficiency), and the
anount of data conmuni cation between nodes. Mnimzing data
communi cation inplies data aggregation and filtering but also a
conmpact format for the transferred data.

Source: Use cases "Energy Managenent" and nobile applications

Requi rement Type: Non-functional Requirenent

Device type: 2

Priority: Medium

Reg-1D: 7.003

Title: Support for Layer 2 (L2) energy-aware protocols

Descri ption: The device will support L2 energy-nanagenment protocols
(e.qg., energy-efficient Ethernet [|EEE802.3az]) and be able to
report on these.

Source: Use case "Energy Managenent"

Requi rement Type: Non-functional Requirenent

Device type: CO, Cl, and C2

Priority: Medium

Reg-1D: 7.004

Title: Dying gasp

Description: Wen energy resources draw below the red-Iine |evel,
the device will send a "dying gasp" notification and perform if
still possible, a graceful shutdown including conservation of
critical device configuration and status infornmation.
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Source: Use case "Energy Managenent™
Requi rement Type: Functional Requirenent
Device type: CO, Cl, and C2

Priority: Medium

3.8. Software Distribution

Reg-1 D 8.001
Title: G oup-based provisioning

Description: Support group-based provisioning, i.e., firmvare update
and configuration managenment of a |large set of constrained devices
wi th eventual consistency and coordinated reload tinmes. The
devi ce shoul d accept group-based configurati on nmanagenent based on
bul k commands, which aimsimlar configurations of a |large set of
constrai ned devices of the same type in a given group and which
may share a common data nodel. Activation of configuration nmay be
based on prel oaded sets of default val ues.

Source: Al use cases
Requi rement Type: Non-functional Requirenent
Device type: CO, Cl, and C2
Priority: Medium
Traf fic Managenent
Reg-1D: 9.001
Title: Congestion avoi dance

Description: Support congestion control principles as defined in
[ RFC2914], e.g., the ability to avoid congestion by nodifying the
device’s reporting rate for periodical data (which is usually
redundant) based on the inportance and reliability |level of the
managenent data. This functionality is usually controlled by the
managi ng entity, where the managing entity marks the data as
i mportant or relevant for reliability. However, reducing a
device’'s reporting rate can also be initiated by a device if it is
able to detect congestion or has insufficient buffer nenory.

Ersue, et al. I nf or mat i onal [ Page 37]



RFC 7547 Constrai ned Mgnt. Probl em Statenment & Regs. May 2015

Source: Use cases with high reporting rate and traffic, e.g., AM or
MM

Requi rement Type: Non-functional Requirenment

Device type: Cl and C2

Priority: Medium

Reg-1D: 9.002

Title: Reroute traffic

Description: Provide the ability for network nodes to redirect
traffic fromoverl oaded internediary nodes in a network to anot her
path in order to prevent congestion on a central server and in the

primary networKk.

Source: Use cases with high reporting rate and traffic, e.g., AM or
MM

Requi rement Type: Non-functional Requirenent

Device type: Intermediary entity in the network

Priority: Medium

Reg-1D: 9.003

Title: Traffic Shaping

Description: Provide the ability to apply traffic-shaping policies
to inconming and outgoing |links on an overl oaded i nternedi ary node
(as necessary) in order to reduce the anmount of traffic in the

net wor k.

Source: Use cases with high reporting rate and traffic, e.g., AM or
MeM

Requi rement Type: Non-functional Requirenent
Device type: Internmediary entity in the network

Priority: Medium
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3.10. Transport Layer

Reg-1D: 10.001

Title: Scal able transport |ayer

Description: Enable the use of a scalable transport layer, i.e., not
sensitive to a high rate of incom ng client requests, which is
useful for applications requiring frequent access to device data.

Source: Applications with frequent access to the device data

Requi rement Type: Non-functional Requirenent

Device type: CO, Cl1 and C2

Priority: Medium

Reg-1D: 10.002

Title: Reliable unicast transport of nessages

Description: Diverse applications need a reliable transport of
messages. The reliability might be achi eved based on a transport
protocol such as TCP or can be supported based on nessage

repetition if an acknow edgnment is m ssing.

Source: GCenerally, applications benefit fromthe reliability of the
nessage transport

Requi rement Type: Functional Requirenent

Device type: CO, Cl, and C2

Priority: High

Reqg-1D: 10.003

Title: Best-effort nulticast

Description: Provide best-effort mnulticast of messages, which is
general |y useful when devices need to di scover a service provided

by a server or nany devices need to be configured by a managi ng
entity at once based on the sane data nodel.
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Source: Use cases where a device needs to discover services as well
as use cases with high amount of devices to manage, which are
hi erarchically depl oyed, e.g., AM or MM

Requi rement Type: Functional Requirenent

Device type: CO, Cl, and C2

Priority: Medium

Reg-1D: 10.004

Title: Secure nessage transport

Description: Enable secure nmessage transport providing
aut hentication, data integrity, and confidentiality by using
exi sting transport-layer technologies with a snall footprint such
as TLS/ DTLS.

Source: Al use cases

Requi rement Type: Non-functional Requirenents

Device type: Cl and C2

Priority: High

3.11. Inplenentation Requirenents

Reg-1D: 11.001

Title: Avoid conplex application-layer transactions requiring |arge
application-layer nessages

Description: Conplex application-layer transactions tend to require
| arge nmenory buffers that are typically not available on CO or Cl
devices and only by Iimting functionality on C2 devices.
Furthermore, the failure of a single | arge transaction requires
repeating the whole transaction. On constrained devices, it is
often nore desirable to split a large transaction into a sequence
of snmaller transactions that require | ess resources and all ow
maki ng progress using a sequence of smaller steps.

Source: Basic requirenent that concerns all use cases with menory
constrai ned devices
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Requi rement Type: Non-functional Requirenent
Device type: CO, Cl, and C2
Priority: High

Reg-1D:  11.002

Title: Avoid reassenbly of nessages at nultiple layers in the
protocol stack

Description: Reassenbly of nessages at multiple layers in the
protocol stack requires buffers at nultiple layers, which leads to
i nefficient use of menory resources. This can be avoi ded by
maki ng sure the application |ayer, the security layer, the
transport layer, the IPv6 |ayer, and any adaptation |layers are
aware of the limtations of each other such that unnecessary
fragmentation and reassenbly can be avoided. |In addition, nessage
size constraints nust be announced to protocol peers such that
they can adapt and avoi d sendi ng nmessages that can’t be processed
due to resource constraints on the receiving device.

Source: Basic requirenent that concerns all use cases with nenory
constrai ned devi ces

Requi rement Type: Non-functional Requirenment
Device type: CO, Cl, and C2
Priority: High

4. Security Considerations

Thi s docunent di scusses the problem statenent and requirenents on
net wor ks of constrained devices. Section 1.6 nentions a nunber of
limtations that could prevent the inplenmentation of strong
cryptographic algorithns. Requirenents for security and access
control are listed in Section 3.6.

O ten, constrained devices m ght be deployed in unsafe environnents
where attackers can gain physical access to the devices. As a
consequence, it is crucial that devices are robust and tanper

resi stant, have no backdoors, do not provide services that are not
essential for the primary function, and properly protect any security
credentials that may be stored on the device (e.g., by using hardware
protection nechanisns). Furthernore, it is inportant that any
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credentials leaking froma single device do not sinplify the attack
on other (simlar) devices. |In particular, security credentials
shoul d never be shared.

Since constrai ned devices often have linmted conputational resources,
care should be taken in choosing efficient but cryptographically
strong cryptographic algorithms. Designers of constrained devices
that have a long expected lifetime need to ensure that cryptographic
al gorithms can be updated once devices have been deployed. The
ability to performsecure firmvare and software updates is an

i mportant management requirenent.

Constrai ned devices nmight al so generate sensitive data or require the
processing of sensitive data. Therefore, it is an inportant
requirenent to properly protect access to the data in order to
protect the privacy of humans using Internet-enabl ed devices. For
certain types of data, protection during the transm ssion over the
network may not be sufficient, and nethods should be investigated
that provide protection of data while it is cached or stored (e.qg.
when using a store-and-forward transport nechanisn.
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