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The Label Distribution Protocol (LDP) specification defines
procedures to exchange | abel bindings over either | Pv4d or |Pv6
networ ks, or both. This docunment corrects and clarifies the LDP
behavi or when an I Pv6 network is used (with or without IPv4). This
docunent updates RFCs 5036 and 6720.
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1. Introduction

The LDP specification [ RFC5036] defines procedures and nessages for
exchangi ng FEC-| abel bindings over either |1Pv4 or | Pv6 networks, or
both (i.e., Dual-stack networks).

However, RFC 5036 has the followi ng deficiencies (i.e., |acks
details) in regard to | Pv6 usage (with or w thout |Pv4):

1. Label Switched Path (LSP) Mapping: No rule for mapping a
particul ar packet to a particular LSP that has an Address Prefix
Forwar di ng Equi val ence O ass (FEC) el enent containing the |IPv6
address of the egress router

2. LDP Identifier: No details specific to | Pv6 usage

3. LDP Discovery: No details for using a particular |IPv6 destination
(rmul ticast) address or the source address

4. LDP Session Establishnent: No rule for handling both IPv4 and | Pv6
Transport Address optional objects in a Hello nessage, and
subsequently two I Pv4 and | Pv6 transport connections

5. LDP Address Distribution: No rule for advertising | Pv4 and/or |Pv6
addr ess bindi ngs over an LDP session

6. LDP Label Distribution: No rule for advertising | Pv4 and/or |Pv6
FEC-| abel bi ndi ngs over an LDP session, or for handling the
coexi stence of IPv4 and I Pv6 FEC El enments in the sane FEC TLV

7. Next-Hop Address Resolution: No rule for accombdating the usage
of duplicate link-local |Pv6 addresses

8. LDP Tine to Live (TTL) Security: No rule for a built-in
Ceneralized TTL Security Mechanism (GISM in LDP with 1Pv6 (this
is a deficiency in [RFC6720])

Thi s docunent addresses the above deficiencies by specifying the
desired behavior/rules/details for using LDP in | Pv6-enabl ed networks
(I Pv6-only or Dual -stack networks). This docunent closes the |Pv6
MPLS gap di scussed in Sections 3.2.1, 3.2.2, and 3.3.1.1 of

[ RFC7439] .

Note that this docunment updates [ RFC5036] and [ RFC6720].
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1.1. Topology Scenarios for Dual -Stack Environnent

Two Label Switching Routers (LSRs) may involve Basic and/or Extended
LDP Di scovery in | Pv6 and/or |Pv4 address famlies in various
t opol ogy scenari os.

Thi s docunent addresses the follow ng three topology scenarios in
whi ch the LSRs may be connected via one or nore Dual -stack
LDP-enabl ed interfaces (Figure 1), or one or nore Single-stack
LDP-enabl ed interfaces (Figures 2 and 3):

| Pv4+l Pv6

Figure 1: LSRs Connected via a Dual -Stack Interface

| Pv4
Rl R2
| PV6

Figure 2: LSRs Connected via Two Single-Stack Interfaces

Figure 3: LSRs Connected via a Single-Stack Interface

Note that the topology scenario illustrated in Figure 1 also covers
the case of a Single-stack LDP-enabled interface (say, |Pv4) being
converted to a Dual -stack LDP-enabled interface (by enabling I Pv6
routing as well as IPv6 LDP), even though the LDP-over-I|Pv4d

(LDPol Pv4) session nay already be established between the LSRs.

Note that the topology scenario illustrated in Figure 2 al so

covers the case of two routers getting connected via an additiona

Si ngl e-stack LDP-enabled interface (1Pv6 routing and | Pv6 LDP), even
t hough the LDPol Pv4 session nmay already be established between the
LSRs over the existing interface(s).
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Thi s docunent al so addresses the scenario in which the LSRs do the
Ext ended Di scovery in I Pv6 and/or | Pv4 address famlies:

Figure 4: LSRs Involving IPv4 and | Pv6 Address Families
1.2. Single-Hop vs. Milti-Hop LDP Peering

The LDP TTL Security nechani sm specified by this docunent applies
only to single-hop LDP peering sessions, not to nulti-hop LDP peering
sessions, in line with Section 5.5 of [RFC5082]. [RFC5082] describes
the Ceneralized TTL Security Mechanism (GISM .

As a consequence, any LDP feature that relies on a multi-hop LDP
peering session would not work with GTSMand will warrant (statically
or dynamically) disabling GTSM Pl ease see Section 9

2. Specification Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Abbr evi ati ons:

LDP Label Distribution Protoco

LDPol Pv4 LDP-over-1Pv4 transport connection
LDPol Pv6 LDP-over-1Pv6 transport connection
FEC For war di ng Equi val ence d ass

TLV Type Length Val ue

LSR Label Switching Router

LSP Label Swi tched Path

LSPv4 | Pv4-si gnal ed Label Switched Path
LSPv6 | Pv6-si gnal ed Label Switched Path
AFI Address Family ldentifier
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LDP | d LDP | dentifier

Singl e-stack LDP  LDP supporting just one address famly
(for discovery, session setup, address/I|abe
bi ndi ng exchange, etc.)

Dual - stack LDP LDP supporting two address fanmilies
(for discovery, session setup, address/|abe
bi ndi ng exchange, etc.)

Dual - stack LSR LSR supporting Dual -stack LDP for a peer
Singl e-stack LSR LSRR supporting Single-stack LDP for a peer

Note that an LSR can be a Dual -stack and Single-stack LSR at the sane
time for different peers. This docunment |oosely uses the term
"address famly" to nean "I P address famly".

LSP Mappi ng

Section 2.1 of [RFC5036] specifies the procedure for mapping a
particul ar packet to a particular LSP using three rules. Quoting the
third rule from[RFC5036]:

If it is known that a packet nust traverse a particul ar egress
router, and there is an LSP that has an Address Prefix FEC el enent
that is a /32 address of that router, then the packet is mapped to
that LSP.

This rule is correct for IPv4 (to set up LSPv4), but not for |IPv6

(to set up LSPv6), since an | Pv6 router nmay even have a /64 or /96
or /128 (or whatever prefix length) address. Hence, that rule is

updated here to use IPv4 or | Pv6 addresses instead of /32 or /128

addr esses, as shown bel ow

If it is known that a packet nust traverse a particul ar egress
router, and there is an LSP that has an Address Prefix FEC el enent
that is an IPv4 or | Pv6 address of that router, then the packet is
mapped to that LSP
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4.

5.

LDP I dentifiers

Inline with Section 2.2.2 of [RFC5036], this docunent specifies the
usage of a 32-bit (unsigned non-zero integer) LSR Id on an
| Pv6-enabl ed LSR (with or w thout Dual -stacking).

This docunent also qualifies the first sentence of the |ast paragraph
of Section 2.5.2 of [RFC5036] to be per address fanily

From Section 2.5.2 of [RFC5036]:

An LSR MJST advertise the sane transport address in all Hellos
that advertise the sane | abel space.

Updated by this docunment, as foll ows:

For a given address famly, an LSR MJST advertise the same
transport address in all Hellos that advertise the sane | abe
space.

This rightly enables the per-platformlabel space to be shared
between | Pv4 and | Pv6.

In summary, this docunent nandates the usage of a common LDP
Identifier (the sane LSR Id and | abel space id) for both IPv4 and
| Pv6 address famlies.

Nei ghbor Di scovery

I f Dual -stack LDP is enabled (i.e., LDP enabled in both IPv6 and | Pv4
address famlies) on an interface or for a targeted nei ghbor, then
the LSR MUST transmit both IPv6 and | Pv4 LDP (Link or targeted)

Hell os and include the same LDP Identifier (assum ng per-platform

| abel space usage) in them

If Single-stack LDP is enabled (i.e., LDP enabled in either an |IPv6
or IPv4 address fanmly), then the LSR MIST transnit either |Pv6 or
| Pv4 LDP (Link or targeted) Hellos, respectively.

1. Basic Discovery Mechanism

Section 2.4.1 of [RFC5036] defines the Basic Discovery nechani smfor
directly connected LSRs. Follow ng this nmechanism LSRs periodically
send LDP Link Hellos destined to the "all routers on this subnet”
group nulticast |P address.
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Interestingly enough, per the | Pv6 addressing architecture [RFC4291],
| Pv6 has three "all routers on this subnet" nulticast addresses:

ff01:0:0:0:0:0:0: 2 = Interface-local scope

ff02:0:0:0:0:0:0: 2 Li nk-1ocal scope

ff05:0:0:0:0:0:0: 2 = Site-local scope

[ RFC5036] does not specify which particular IPv6 "all routers on this
subnet” group nulticast |IP address should be used by LDP Link Hell os.

Thi s docunent specifies the usage of |ink-local scope (i.e.
ff02:0:0:0:0:0:0:2) as the destination nmulticast |IP address in |Pv6
LDP Link Hellos. An LDP Link Hello packet received on any of the

ot her destination addresses MJST be dropped. Additionally, the
link-1ocal |1Pv6 address MJST be used as the source IP address in |IPv6
LDP Li nk Hell os.

Al so, the LDP Link Hello packets MJST have their IPv6 Hop Limt set
to 255, be checked for the sane upon receipt (before any LDP-specific
processing), and be handl ed as specified in Section 3 of [RFC5082].
The built-in inclusion of GISM automatically protects 1 Pv6 LDP from
of f-1ink attacks.

More inportantly, if an interface is a Dual-stack LDP interface
(i.e., LDP enabled in both IPv6 and | Pv4 address fanmilies), then the
LSR MUST periodically transmt both IPv6 and | Pv4 LDP Link Hell os
(using the same LDP Identifier per Section 4) on that interface and
be able to receive them This facilitates discovery of |Pv6-only,

| Pv4-only, and Dual -stack peers on the interface s subnet and ensures
successful subsequent peering using the appropriate (address famly)
transport on a multi-access or broadcast interface.

5.1.1. Maintaining Hell o Adjacencies

In the case of a Dual -stack LDP-enabled interface, the LSR SHOULD
mai ntain Link Hell o adjacencies for both | Pv4 and | Pv6 address
famlies. This docunment, however, allows an LSR to maintain

Recei ve-side Link Hello adjacencies only for the address fanmily that
has been used for the establishnment of the LDP session (whether an
LDPol Pv4 or LDPol Pv6 session).
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5.2. Extended Di scovery Mechani sm

The Extended Di scovery mechani sm (defined in Section 2.4.2 of

[ RFC5036]), in which the targeted LDP Hellos are sent to a unicast

| Pv6 address destination, requires only one | Pv6-specific
consideration: the link-1ocal |Pv6 addresses MJUST NOT be used as the
targeted LDP Hell o packet’s source or destination addresses.

6. LDP Session Establishnment and Mi nt enance

Section 2.5.1 of [RFC5036] defines a two-step process for LDP session
est abl i shnent, once the nei ghbor discovery has conpleted (i.e., LDP
Hel | os have been exchanged):

1. Transport connection establishnent
2. Session initialization

Section 6.1 discusses the LDP considerations for |Pv6 and/or
Dual -stacking in the context of session establishnment, whereas
Section 6.2 discusses the LDP considerations for |Pv6 and/or
Dual -stacking in the context of session maintenance.

6.1. Transport Connection Establishnent

Section 2.5.2 of [RFC5036] specifies the use of a Transport Address
optional object (TLV) in LDP Hell o nessages to convey the transport
(1 P) address; however, it does not specify the behavior of LDP if
both 1 Pv4 and | Pv6 Transport Address objects (TLVsS) are sent in a
Hel | o message or separate Hell o nessages. More inportantly, it does
not specify whether both IPv4 and | Pv6 transport connections shoul d
be allowed if both IPv4 and I Pv6 Hell o adjacencies were present prior
to session establishment.

Thi s docunent specifies the follow ng:

1. An LSR MUST NOT send a Hell o nessage containing both | Pv4 and | Pv6
Transport Address optional objects. In other words, there MJST be
at nost one Transport Address optional object in a Hello nmessage.
An LSR MJST include only the transport address whose address
famly is the sane as that of the IP packet carrying the Hello
nessage.

2. An LSR SHOULD accept the Hell o nessage that contains both I Pv4 and
| Pv6 Transport Address optional objects but MJST use only the
transport address whose address famly is the sanme as that of the
| P packet carrying the Hell o nmessage. An LSR SHOULD accept only
the first Transport Address optional object for a given address
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famly in the received Hell o nessage and ignore the rest if the
LSR receives nore than one Transport Address optional object for a
gi ven address fanily

3. An LSR MIST send separate Hell o nessages (each containing either
an | Pv4 or IPv6 Transport Address optional object) for each IP
address famly if Dual-stack LDP is enabled (for an interface or
nei ghbor) .

4. An LSR MJST use a global unicast |IPv6 address in an | Pv6 Transport
Addr ess optional object of outgoing targeted Hell os and check for
the sane in incomng targeted Hellos (i.e., MJST discard the
targeted Hello if it failed the check).

5. An LSR MJST prefer using a gl obal unicast |Pv6 address in an
| Pv6 Transport Address optional object of outgoing Link Hellos if
it had to choose between a gl obal unicast |1Pv6 address and a
uni que-l ocal or link-1ocal |Pv6 address.

6. A Single-stack LSR MJST establish either an LDPol Pv4 or LDPol Pv6
session with a renote LSR as per the enabled address fanmily

7. A Dual -stack LSR MJUST NOT initiate or accept the request for a TCP
connection for a new LDP session with a renote LSRif it already
has an LDPol Pv4 or LDPol Pv6 session for the same LDP ldentifier
established with that renote LSR

This means that only one transport connection is established,
regardl ess of 1 Pv6 and/or 1Pv4 Hell o adjacenci es present between
two LSRs.

8. A Dual -stack LSR SHOULD prefer establishing an LDPol Pv6 session
(instead of an LDPol Pv4 session) with a renote Dual -stack LSR by
followi ng the 'transport connection role’ determnation logic in
Section 6.1.1.

Additionally, to ensure the above preference in the case where
Dual -stack LDP is enabled on an interface, it would be desirable
that IPv6 LDP Link Hellos are transnmitted before | Pv4 LDP Link
Hel l os, particularly when an interface is comng into service or
bei ng reconfi gured.
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6.1.1. Dual-Stack: Transport Connection Preference and Role of an LSR

Section 2.5.2 of [RFC5036] specifies the rules for deternining
active/passive roles in setting up a TCP connection. These rules are
clear for Single-stack LDP but not for Dual-stack LDP, in which an
LSR nmay assune different roles for different address fanilies,
causing the LDP session to not get established.

To ensure a deternministic transport connection (active/passive) role
in the case of Dual-stack LDP, this docunent specifies that the

Dual -stack LSR conveys its transport connection preference in every
LDP Hell o nessage. This preference is encoded in a new TLV, naned
the "Dual - Stack capability" TLV, as defined bel ow

0 1 2 3
01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| 1] 0] Dual -Stack capability | Length
B s S S i i i ks a ks st S S S S S S
| TR | Reserved | vBZ

R R R R e e s o S e R S S S S S S e e e e e
Figure 5: Dual -Stack Capability TLV
Wer e:
Uand F bits: 1 and 0 (as specified by [ RFC5036])
Dual - St ack capability: TLV code point (Ox0701)
TR Transport Connection Preference
Thi s docunent defines the follow ng two val ues:
0100: LDPol Pv4 connecti on
0110: LDPol Pv6 connection (default)
Reserved
This field is reserved. It MJST be set to zero on
transm ssion and i gnored on receipt.
A Dual -stack LSR (i.e., an LSR supporting Dual -stack LDP for a peer)
MUST i nclude the Dual -Stack capability TLV in all of its LDP Hellos
and MJUST set the "TR' field to announce its preference for either an

LDPol Pv4 or LDPol Pv6 transport connection for that peer. The default
preference is LDPol Pv6
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A Dual -stack LSR MJST al ways check for the presence of the Dual - Stack
capability TLV in the received Hell o nessages and take appropriate
action, as follows:

1. If the Dual -Stack capability TLV is present and the renote
preference does not match the | ocal preference (or does not get
recogni zed), then the LSR MJUST discard the Hell o nessage and | og
an error.

If an LDP session was already in place, then the LSR MJST send a
fatal Notification nessage with status code of ’Transport
Connection Msmatch’ (0x00000032) and reset the session

2. |f the Dual-Stack capability TLV is present and the renote
preference matches the | ocal preference, then

a) If TR=0100 (LDPol Pv4), then determi ne the active/passive roles
for the TCP connection using an | Pv4 transport address as
defined in Section 2.5.2 of RFC 5036.

b) If TR=0110 (LDPol Pv6), then determnine the active/passive roles
for the TCP connection by using an |IPv6 transport address as
defined in Section 2.5.2 of RFC 5036.

3. If the Dual-Stack capability TLV is NOT present and

a) only IPv4 Hellos are received, then the neighbor is deened as a
| egacy | Pv4-only LSR (supporting Single-stack LDP); hence, an
LDPol Pv4 session SHOULD be established (simlar to that of 2a
above).

However, if IPv6 Hellos are also received at any time during
the life of the session fromthat neighbor, then the nei ghbor

i s deemed as a nonconpliant Dual -stack LSR (simlar to that of
3c below), resulting in any established LDPol Pv4 session being
reset and a fatal Notification nessage being sent (with status
code of ’'Dual -Stack Nonconpliance’, 0x00000033).

b) only I1Pv6 Hellos are received, then the neighbor is deened as
an | Pv6-only LSR (supporting Single-stack LDP) and an LDPol Pv6
session SHOULD be established (simlar to that of 2b above).

However, if IPv4 Hellos are also received at any tine during
the life of the session fromthat neighbor, then the nei ghbor
is deemed as a nonconpliant Dual-stack LSR (similar to that of
3c below), resulting in any established LDPol Pv6 session being
reset and a fatal Notification nessage being sent (with status
code of ’'Dual -Stack Nonconpliance’, 0x00000033).
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6. 2.

c) both IPv4 and I Pv6 Hellos are received, then the neighbor is
deenmed as a nonconpliant Dual -stack nei ghbor and is not allowed
to have any LDP session. A Notification nessage should be sent
(with status code of ’'Dual-Stack Nonconpliance’, 0x00000033).

A Dual -stack LSR MJST convey the sane transport connection preference
("TR" field value) in all (link and targeted) Hellos that advertise
the sane | abel space to the sanme peer and/or on the sanme interface.
This ensures that two LSRs linked by nultiple Hello adjacencies using
the sane | abel spaces play the same connection establishnment role for
each adj acency.

A Dual -stack LSR MJST foll ow Section 2.5.5 of [RFC5036] and check for
mat chi ng Hell o nessages fromthe peer (either all Hellos also include
the Dual - Stack capability (with the same TR val ue) or none do).

A Single-stack LSR does not need to use the Dual -Stack capability in
Hel | o messages and SHOULD i gnore this capability if received.

An inpl enentation may provide an option to favor one AFl (say, |Pv4)
over another AFl (say, |IPv6) for the TCP transport connection, so as
to use the favored I P version for the LDP session and force

determ nistic active/ passive roles

Note: An alternative to this new capability TLV could be a new Fl ag
value in an LDP Hell o nessage; however, it would be used even in
Si ngl e-stack | Pv6 LDP networks and |inger on forever, even though

Dual -stack will not. Hence, the idea of this alternative has been
di scarded
LDP Sessi on Mai nt enance

Thi s docunent specifies that two LSRs maintain a single LDP session
regardl ess of the nunber of Link or targeted Hell o adjacencies
between them as described in Section 6.1. This is independent of
whet her:

- they are connected via a Dual -stack LDP-enabled interface(s) or via
two (or nore) Single-stack LDP-enabl ed interfaces;

- a Single-stack LDP-enabled interface is converted to a Dual -stack
LDP-enabl ed interface (see Figure 1) on either LSR

- an additional Single-stack or Dual -stack LDP-enabled interface is
added or renoved between two LSRs (see Figure 2).
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If the last Hello adjacency for a given address fam |y goes down
(e.g., due to Dual-stack LDP-enabl ed interfaces being converted into
Si ngl e-stack LDP-enabl ed interfaces on one LSR) and that address
famly is the sane as the one used in the transport connection, then
the transport connection (LDP session) MJST be reset. O herw se, the
LDP session MJST stay intact.

If the LDP session is torn down for whatever reason (LDP disabled for
the correspondi ng transport, Hello adjacency expiry, preference

m smatch, etc.), then the LSRs SHOULD initiate the establishnment of a
new LDP session as per the procedures described in Section 6.1 of

t hi s docunent.

7. Binding Distribution

LSRs by definition can be enabled for Dual -stack LDP gl obally and/or
per peer so as to exchange the address and | abel bindings for both

I Pv4 and | Pv6 address fanilies, independent of any LDPol Pv4 or

LDPol Pv6 session between them

However, there m ght be sone | egacy LSRs that are fully conpliant
with RFC 5036 for | Pv4 but are nonconpliant for 1 Pv6 (for exanple,
see Section 3.5.5.1 of RFC 5036), causing themto reset the session
upon receiving | Pv6 address bindings or |Pv6 FEC (Prefix) |abe

bi ndings froma peer conpliant with this docunent. This is sonewhat
undesirable, as clarified further in Appendices A 1 and A 2.

To hel p mai ntain backward conpatibility (i.e., accommodate |Pv4-only
LDP i npl ementati ons that nmay not be conpliant with RFC 5036,

Section 3.5.5.1), this specification requires that an LSR MJST NOT
send any | Pv6 bindings to a peer if the peer has been deternined to
be a |l egacy LSR

The Dual - Stack capability TLV, which is defined in Section 6.1.1, is
al so used to determ ne whether or not a peer is a |legacy (IPv4-only
Si ngl e-stack) LSR

7.1. Address Distribution

An LSR MJST NOT advertise (via an Address nessage) any |Pv4-mapped
| Pv6 addresses (as defined in Section 2.5.5.2 of [RFC4291]) and MJST
i gnore such addresses if ever received. Please see Appendix A 3.

If an LSR is enabled with Single-stack LDP for any peer, then it MJST
advertise (via an Address nessage) its local |P addresses as per the
enabl ed address famly to that peer and process received Address
messages containing | P addresses as per the enabled address fanily
fromthat peer.
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7. 2.

If an LSR is enabled with Dual -stack LDP for a peer and

1. does not find the Dual -Stack capability TLV in the incoming |Pv4
LDP Hell o nessages fromthat peer, then the LSR MUST NOT adverti se
its local I1Pv6 addresses to the peer

2. finds the Dual -Stack capability TLV in the incoming |Pv4d (or |Pv6)
LDP Hell o nessages fromthat peer, then it MJST advertise (via an
Address nessage) its local I1Pv4 and | Pv6 addresses to that peer

3. does not find the Dual -Stack capability TLV in the incoming | Pv6
LDP Hell o nessages, then it MJUST advertise (via an Address
message) only its local | Pv6 addresses to that peer

This last point helps to maintain forward conpatibility (no need
to require this TLV in the case of |IPv6 Single-stack LDP)

Label Distribution

An LSR MJST NOT all ocate and MJUST NOT advertise FEC-1abel bindings
for link-l1ocal or |Pv4-mapped | Pv6 addresses (defined in

Section 2.5.5.2 of [RFC4291]), and it MUIST ignore such bindings if
ever received. Please see Appendix A. 3.

If an LSRis enabled with Single-stack LDP for any peer, then it MJST
advertise (via a Label Mapping nessage) FEC-|abel bindings for the
enabl ed address fanmily to that peer and process received FEC-| abe

bi ndi ngs for the enabl ed address family fromthat peer.

If an LSR is enabled with Dual -stack LDP for a peer and

1. does not find the Dual -Stack capability TLV in the incoming |Pv4
LDP Hell o nmessages from that peer, then the LSR MJST NOT advertise
| Pv6 FEC-1abel bindings to the peer (even if |IP capability
negotiation for the I Pv6 address fanmly was done).

2. finds the Dual -Stack capability TLV in the incoming |Pv4d (or |Pv6)
LDP Hell o nmessages fromthat peer, then it MJST advertise
FEC- | abel bindings for both I Pv4 and | Pv6 address fanmilies to that
peer.

3. does not find the Dual -Stack capability TLV in the incoming | Pv6
LDP Hell o nessages, then it MJST adverti se FEC-|abel bindings for
| Pv6 address families to that peer

This last point helps to maintain forward conpatibility (no need
to require this TLV for I Pv6 Single-stack LDP).
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An LSR MAY further constrain the advertisenent of FEC-|abel bindings
for a particular address fanily by negotiating the IP capability for
a given address family, as specified in [RFC7473]. This allows an
LSR pair to neither advertise nor receive the undesired FEC-| abe

bi ndi ngs on a per-address-fanily basis to a peer

If an LSR is configured to change an interface or peer from

Singl e-stack LDP to Dual -stack LDP, then an LSR SHOULD use Typed

W dcard FEC procedures [ RFC5918] to request the |abel bindings for
the enabl ed address fanmily. This helps to relearn the |abel bindings
that may have been di scarded before, wi thout resetting the session

8. LDP ldentifiers and Duplicate Next-Hop Addresses

RFC 5036, Section 2.7 specifies the logic for mapping the |IP routing
next hop (of a given FEC) to an LDP peer so as to find the correct

| abel entry for that FEC. The logic involves using the IP routing
next - hop address as an index into the (peer address) database (which
i s popul ated by the Address nessage containi ng a nappi hg between each
peer’s | ocal addresses and its LDP Identifier) to deternine the LDP
peer.

However, this logic is insufficient to deal with duplicate |IPv6
(l'ink-local) next-hop addresses used by two or nore peers. The
reason is that all interior IPv6 routing protocols (can) use
link-local |IPv6 addresses as the IP routing next hops, and

"I'P Version 6 Addressing Architecture" [RFC4291] allows a link-1oca
| Pv6 address to be used on nore than one |ink

Hence, this logic is extended by this specification to use not only
the I P routing next-hop address but also the IP routing next-hop
interface to uniquely determine the LDP peer(s). The next-hop

addr ess-based LDP peer mapping is to be done through the LDP peer
addr ess dat abase (popul ated by Address nessages received fromthe LDP
peers), whereas next-hop interface-based LDP peer mapping is to be
done through the LDP Hell o adjacency/interface database (popul ated by
Hel | o messages received fromthe LDP peers).

Thi s extension solves the problemof two or nore peers using the same
link-local |1Pv6 address (in other words, duplicate peer addresses) as
the I P routing next hops.

Lastly, for better scale and optim zation, an LSR nay advertise only
the link-local |IPv6e addresses in the Address nessage, assuming that
the peer uses only the link-local |Pv6 addresses as static and/or
dynanmic | P routing next hops.
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9. LDP TTL Security

Thi s docunent nandates the use of the Generalized TTL Security
Mechani sm (GISM [ RFC6720] for LDP Link Hello packets over |Pv6 (see
Section 5.1).

This docunent further recomends enabling GISM for the LDP/ TCP
transport connection over IPv6 (i.e., LDPolPv6). This GISMi ncl usion
is intended to automatically protect | Pv6 LDP peering sessions from
off-1ink attacks.

[ RFC6720] allows for the inplenentation to statically (via
configuration) and/or dynamically override the default behavior
(enabl e/ di sabl e GTSM on a per-peer basis. Such an option could be
set on either LSR in a peering session (since GISM negoti ati on woul d
ultimately di sabl e GITSM between the LSR and its peer(s)).

LDP Link Hello packets MJUST have their IPv6 Hop Lint set to 255 and
be checked for the same upon receipt before any further processing,
as per Section 3 of [RFC5082].

10. | ANA Consi der ati ons

Thi s docunent defines a new optional paraneter for the LDP Hello
message and two new status codes for the LDP Notification nessage.

The "Dual - Stack capability" paraneter has been assigned a code point
(0x0701) fromthe "TLV Type Name Space" registry. |ANA has allocated
this code point fromthe I ETF Consensus range 0x0700-0x07ff for the
Dual - St ack capability TLV.

The ' Transport Connection M smatch’ status code has been assigned a
code poi nt (0x00000032) fromthe "Status Code Name Space" registry.

| ANA has allocated this code point fromthe | ETF Consensus range and
marked the E bit colum with a *1'.

The ' Dual - Stack Nonconpliance’ status code has been assigned a code
poi nt (0x00000033) fromthe "Status Code Name Space" registry. |ANA
has allocated this code point fromthe | ETF Consensus range and
marked the E bit colum with a '71’
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11.

12.

12.

Security Considerations

The extensions defined in this docunent only clarify the behavior of
LDP; they do not define any new protocol procedures. Hence, this
docunent does not add any new security issues to LDP.

While the security issues relevant for [ RFC5036] are rel evant for
this docunent as well, this docunent reduces the chances of off-Ilink
attacks when using an | Pv6 transport connection by including the use
of GISM procedures [ RFC5082]. Please see Section 9 for LDP TTL
Security details.

Moreover, this document allows the use of |Psec [RFC4301] for |Pv6
protection; hence, LDP can benefit fromthe additional security as
specified in [RFC7321] as well as [RFC5920].
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Appendi x A.  Additional Considerations
A. 1. LDPv6 and LDPv4 Interoperability Safety Net

It is not safe to assume that inplenmentations conpliant with RFC 5036
have supported the handling of an IPv6 address famly (IPv6
FEC-1 abel) in a Label Mapping nessage all al ong.

If a router upgraded per this specification advertised both |IPv4 and
| Pv6 FECs in the same Label Mapping nessage, then an | Pv4-only peer
(not know ng how to process such a nessage) may abort processing the
entire Label Mapping nessage (thereby discarding even the | Pv4
FEC- | abel s), as per Section 3.4.1.1 of [RFC5036].

This would result in LDPv6 bei ng sonewhat undepl oyable in existing
producti on networks.

Section 7 of this docunent provides a good safety net and nakes LDPv6
increnental |y depl oyabl e wi thout nmaking any such assunption on the
routers’ support for I Pv6 FEC processing in current production

net wor ks.

A. 2. Accommodating | nplenmentations Not Conpliant with RFC 5036

It is not safe to assune that inplenmentations have been [ RFC5036]
compliant in gracefully handling an I Pv6 address fanmily (I Pv6 Address
List TLV) in an Address nessage all al ong.

If a router upgraded per this specification advertised |IPv6 addresses
(with or without |Pv4 addresses) in an Address nessage, then an

| Pv4-only peer (not knowi ng how to process such a nessage) may not
follow Section 3.5.5.1 of [RFC5036] and nay tear down the LDP

sessi on.

This would result in LDPv6 bei ng sonmewhat undepl oyable in existing
producti on networks.

Sections 6 and 7 of this docunent provide a good safety net and nake
LDPv6 incremental |y depl oyabl e without making any such assunption on
the routers’ support for 1 Pv6 FEC processing in current production
net wor ks.
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A. 3. Wy prohibit |IPv4-napped | Pv6 addresses in LDP?

Per discussion with the 6MAN and V6OPS wor ki ng groups, the
overwhel m ng consensus was to not pronote |Pv4-mapped | Pv6 addresses
appearing in the routing table, as well as in LDP (address and | abel)
dat abases.

Al so, [RFC4038], Section 4.2 suggests that |Pv4-mapped | Pv6-addressed
packets shoul d never appear on the wire.

A 4. Wy a 32-bit value even for the I1Pv6 LDP Router 1d?

The first four octets of the LDP Identifier, the 32-bit LSR Id (i.e.
LDP router 1d), identify the LSR and provide a gl obally uni que val ue
within the MPLS network, regardl ess of the address fanmily used for
the LDP session.

Pl ease note that the 32-bit LSR Id value would not map to any |Pv4
address in an IPv6-only LSR (i.e., Single-stack), nor would there be

an expectation of it being IP routable or DNS resolvable. In |IPv4
depl oynents, the LSR Id is typically derived froman |Pv4 address
generally assigned to a | oopback interface. In IPv6-only

depl oynents, this 32-bit LSR Id nust be derived by sone other neans

t hat guarant ees gl obal uni queness within the MPLS network, sinmilar to
that of the BGP Identifier [RFC6286] and the OSPF router |d

[ RFC5340] .

Thi s docunent reserves 0.0.0.0 as the LSR Id and prohibits its usage

wth IPv6, inline with the OSPF router Id in OSPF version 3
[ RFC5340] .
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