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Abst ract

Thi s docunment describes the environnment, problem statenent, and goals
for using the Tine-Slotted Channel Hopping (TSCH) Medi um Access
Control (MAC) protocol of |EEE 802.14.4e in the context of Low Power
and Lossy Networks (LLNs). The set of goals enunerated in this
docunment forman initial set only.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww.rfc-editor.org/info/rfc7554.
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1. Introduction

| EEE 802. 15. 4e [| EEE. 802. 15. 4e] was published in 2012 as an anendnent
to the Medi um Access Control (MAC) protocol defined by the | EEE

802. 15. 4 standard (of 2011) [I|EEE. 802.15.4]. |EEE 802.15.4e will be
rolled into the next revision of | EEE 802.15.4, scheduled to be
published in 2015. The Tinme-Slotted Channel Hopping (TSCH) node of

| EEE 802.15.4e is the object of this document. The term"TSCH'
refers to TSCH as used in [I|EEE. 802. 15. 4e] .

Thi s docunent describes the nmain issues arising fromthe adoption of
the TSCH in the LLN context, followi ng the terni nology defined in

[ TERVB- 6TI SCH]. Appendix A further gives an overview of the key
features of the TSCH anendnent to | EEE 802. 15.4e. Appendix B details
features of TSCH, which might be interesting for the work of the

6Ti SCH WG

TSCH was designed to allow | EEE 802. 15.4 devices to support a w de
range of applications including, but not limted to, industrial ones
[ EEE. 802.15.4e]. At its core is a nmedium access technique that uses
ti me synchronization to achi eve | ow power operation and channe
hopping to enable high reliability. Synchronization accuracy inpacts
power consunption and can vary from nmicroseconds to mlliseconds
dependi ng on the solution. This is very different fromthe "Il egacy"

| EEE 802.15.4 MAC protocol and is therefore better described as a
"redesign". TSCH does not anend the physical layer, i.e., it can
operate on any hardware that is conpliant with | EEE 802. 15. 4.

| EEE 802.15.4e is the |latest generation of ultra-lower power and
reliable networking solutions for LLNs. [RFC5673] discusses

i ndustrial applications and highlights the harsh operating conditions
as well as the stringent reliability, availability, and security
requirenents for an LLN to operate in an industrial environnent. In
t hese environnments, vast deployment environments with |arge
(rmetallic) equi pment cause nulti-path fading and interference to
thwart any attenpt of a single-channel solution to be reliable; the
channel agility of TSCH is the key to its ultra-high reliability.
Commer ci al networking solutions are avail able today in which nodes
consunme 10’ s of microanps on average [CurrentCal culator] with end-to-
end packet delivery ratios over 99.999% [ DohertyO7channel ].

| EEE 802. 15. 4e has been desi gned for | ow power constrai ned devices,

often called "notes". Several terns are used in the |ETF to refer to
t hose devices, including "LLN nodes" [RFC7102] and "constrai ned
nodes" [RFC7228]. In this docunent, we use the generic (and shorter)
term "node", used as a synonymfor "LLN node", "constrained node", or
"not e".
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Enabling the LLN protocol stack to operate in industrial environments
opens up new application domains for these networks. Sensors
deployed in smart cities [ RFC5548] will be able to be installed for
years without needing battery replacenent. "Unbrella" networks wll

i nterconnect smart elenments fromdifferent entities in smart
bui |l di ngs [ RFC5867]. Peel -and-stick switches will obsol ete the need
for costly conduits for lighting solutions in smart homes [ RFC5826].

TSCH focuses on the MAC layer only. This clean layering allows for
TSCH to fit under an | Pv6-enabl ed protocol stack for LLNs, running an
| Pv6 over Low Power Wreless Personal Area Network (6LoWPAN)

[ RFC6282], the I Pv6 Routing Protocol for Low Power and Lossy Networks
(RPL) [RFCB6550], and the Constrai ned Application Protocol (CoAP)
[RFC7252]. What is missing is a functional entity that is in charge
of scheduling TSCH tinme slots for frames to be sent on. 1In this
docunent, we refer to this entity as the "Logical Link Control"

(LLC), bearing in mnd that realizations of this entity can be of
different types, including a distributed protocol or a centralized
server in charge of scheduling.

Whi | e [ | EEE. 802. 15. 4e] defines the mechanisnms for a TSCH node to
communi cate, it does not define the policies to build and maintain
t he conmuni cati on schedule, match that schedule to the nulti-hop
pat hs nmi ntai ned by RPL, adapt the resources all ocated between

nei ghbor nodes to the data traffic flows, enforce a differentiated
treatnent for data generated at the application |ayer and signaling
nmessages needed by 6LoWPAN and RPL to discover neighbors, react to
topol ogy changes, self-configure |IP addresses, or nanage keying

mat eri al

In other words, TSCH is designed to allow optim zations and strong
custom zations, sinplifying the nerging of TSCH with a protocol stack
based on | Pv6, 6LOWPAN, and RPL.

2. TSCH in the LLN Context

To map the services required by the IP layer to the services provided
by the link layer, an adaptation |ayer is used

[Pal attel l al2standardi zed]. In 2007, the 6LoWPAN WG started worKking
on specifications for transmtting | Pv6 packets over |EEE 802.15.4
networ ks [ RFC4919]. A | ow power Wrel ess Personal Area Network
(WPAN) is typically conposed of a |arge nunber of battery-powered
devices that are deployed at locations that are unknown a priori
Nodes forma star or a nesh topol ogy and comuni cate with one anot her
at a |l ow datarate and using short frames. The wireless nature of the
links nmeans that they are unreliable in nature. Nodes turn off their
radio interface nost of the time to conserve energy. G ven these
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features, it is clear that the adoption of IPv6 on top of a | ow power
WPAN i s not straightforward but poses strong requirenents for the
optim zation of this adaptation |ayer

For instance, due to the IPv6 default m ninum MU size (1280 bytes),
an unfragnented | Pv6 packet is too large to fit in an | EEE 802.15.4
frane. Mbreover, the overhead due to the 40-byte-long | Pv6 header
wastes the scarce bandwi dth available at the PHY | ayer [RFC4944].

For these reasons, the 6LoWPAN WG has defined an effective adaptation
| ayer [RFC6282]. Further issues enconpass the autoconfiguration of

| Pv6 addresses [ RFC2460] [ RFC4862], the conpliance with the
recomendati on on supporting |ink-1ayer subnet broadcast in shared
net wor ks [ RFC3819], the reduction of routing and nanagenent overhead
[ RFC6606], the adoption of |ightweight application protocols (or
novel data encodi ng techniques), and the support for security
mechani sms (confidentiality and integrity protection, device
boot st rappi ng, key establishnent, and managenent).

These features can run on top of TSCH  There are, however, inportant
i ssues to solve, as highlighted in Section 3.

Routing issues are challenging for 6LOWPAN, given the | ow power and
|l ossy radio links, the battery-powered nodes, the multi-hop nesh
topol ogi es, and the frequent topol ogy changes due to nobility.
Successful solutions take into account the specific application
requi renents, along with | Pv6 behavi or and 6LoWPAN nechani sns

[Pal attel l al2st andardi zed]. The ROLL W5 has defined RPL in

[ RFC6550]. RPL can support a wide variety of link layers, including
ones that are constrained, potentially lossy, or typically utilized
in conjunction with host or router devices with very linted
resources, as in building/hone automation [ RFC5867] [ RFC5826],

i ndustrial environnents [RFC5673], and urban applications [ RFC5548].
RPL is able to quickly build up network routes, distribute routing
know edge anong nodes, and adapt to a changing topology. 1In a

typi cal setting, nodes are connected through nulti-hop paths to a
smal | set of root devices, which are usually responsible for data
coll ection and coordination. For each of them a Destination-
Oiented Directed Acyclic Graph (DODAG is created by accounting for
link costs, node attributes/status information, and an Qbjective
Function, which maps the optimnization requirenments of the target
scenari o.

The topology is set up based on a Rank netric, which encodes the

di stance of each node with respect to its reference root, as
specified by the Objective Function. Regardless of the way it is
comput ed, the Rank nonotonically decreases al ong the DODAG t owar ds
the root, building a gradient. RPL enconpass different kinds of
traffic and signaling information. Miltipoint-to-Point (MP2P) is the
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dom nant traffic in LLN applications. Data is routed towards nodes
with some application relevance, such as the LLN gateway to the
larger Internet or to the core of private I P networks. |n general
these destinations are the DODAG roots and act as data collection
points for distributed nonitoring applications. Point-to-Miltipoint
(P2MP) data streans are used for actuation purposes, where nessages
are sent from DODAG roots to destination nodes. Point-to-Point (P2P)
traffic allows communi cati on between two devices bel onging to the
sane LLN, such as a sensor and an actuator. A packet flows fromthe
source to the common ancestor of those two comuni cating devices,
then downward towards the destination. Therefore, RPL has to

di scover both upward routes (i.e., fromnodes to DODAG roots) in
order to enable MP2P and P2P fl ows and downward routes (i.e., from
DODAG roots to nodes) to support P2MP and P2P traffic.

Section 3 highlights the challenges that need to be addressed to use
RPL on top of TSCH

Open-source initiatives have energed around TSCH, with the OpenWsN
project [OpenWSN] [ OpenWBNETT] being the first open-source

i mpl enent ati on of a standards-based protocol stack. This

i npl enment ati on was used as the foundation for an IP for the Smart
hjects Alliance (IPSO [IPSO interoperability event in 2011. In
the absence of a standardi zed schedul ing nechanismfor TSCH, a
"slotted Al oha" schedul e was used.

3. Problens and Goal s

As highlighted in Appendix A, TSCH differs from other |ow power MAC
protocol s because of its schedul ed nature. TSCH defines the
mechani snms to execute a conmuni cati on schedule; yet, it is the entity
that sets up the schedule that controls the topol ogy of the network.
This scheduling entity also controls the resources allocated to each
link in that topol ogy.

How this entity should operate is out of scope of TSCH The

remai nder of this section highlights the problens this entity needs
to address. For sinplicity, we refer to this entity by the generic
name "LLC'. Note that the 6top sublayer, currently being defined in
[ SUBLAYER- 6t op] , can be seen as an enbodi nent of this generic "LLC

Sonme of the issues the LLC needs to target might overlap with the
scope of other protocols (e.g., 6LOWPAN, RPL, and RSVP). In this
case, the LLCwill profit fromthe services provided by other
protocol s to pursue these objectives.
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3. 1.

Net wor k For mati on

The LLC needs to control the way the network is formed, including how
new nodes join and how al ready joi ned nodes advertise the presence of
the network. The LLC needs to:

1

3. 2.

Define the Information El enents included in the Enhanced Beacons
(EBs) [I|EEE. 802.15.4e] advertising the presence of the network.

(For a new node), define rules to process and filter received
EBs.

Define the joining procedure. This mght include a nechanismto
assign a unique 16-bit address to a node and the managenent of
initial keying materi al

Define a mechanismto secure the joining process and the
subsequent optional process of scheduling nore conmunication
cel I's.

Net wor k Mai nt enance

Once a network is formed, the LLC needs to naintain the network’s
health, allowi ng for nodes to stay synchronized. The LLC needs to:

1

2.

3. 3.

Manage each node’s tine source nei ghbor.

Define a mechanismfor a node to update the join priority it
announces in its EB.

Schedul e transm ssions of EBs to advertise the presence of the
net wor k.

Mul ti-Hop Topol ogy

RPL, given a wei ghted connectivity graph, determ nes nulti-hop
routes. The LLC needs to:

1

Define a mechani smto gather topol ogical information, node and
link state, which it can then feed to RPL.

Ensure that the TSCH schedul e contains cells along the nulti-hop
routes identified by RPL (a cell in a TSCH schedule is an atomic
"unit" of resource, see Section 3.5).

Where applicable, maintain independent sets of cells to transport
i ndependent fl ows of data.
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3.4. Routing and Tim ng Parents

At all times, a TSCH node needs to have a time-source nei ghbor to
which it can synchronize. Therefore, LLC needs to assign a tine-
source nei ghbor to allow for correct operation of the TSCH networ k.
A tinme-source nei ghbor could, or not, be taken fromthe RPL routing
parent set.

3.5. Resource Mnagenent

A cell in a TSCH schedule is an atonmic "unit" of resource. The
nunber of cells to assign between nei ghbor nodes needs to be
appropriate for the size of the traffic flow The LLC needs to:

1. Define a nmechanism for nei ghbor nodes to exchange infornmation
about their schedule and, if applicable, negotiate the addition/
del etion of cells.

2. Alowfor an entity (e.g., a set of devices, a distributed
protocol, a Path Conputation Elenent (PCE), etc.) to take contro
of the schedul e.

3. 6. Dat af | ow Contr ol

TSCH defi nes nechanisns for a node to signal when it cannot accept an
i nconm ng packet. It does not, however, define the policy that
determi nes when to stop accepting packets. The LLC needs to:

1. Alow for the inplenentation and configuration of policy to queue
i ncom ng and out goi ng packets.

2. Manage the buffer space, and indicate to TSCH when to stop
accepting inconm ng packets.

3. Handle transm ssions that have failed. A transnmission is
decl ared failed when TSCH has retransmtted the packet multiple
tinmes, wthout receiving an acknow edgnent. This covers both
dedi cated and shared cells.

3.7. Determnistic Behavior
As highlighted in [RFC5673], in sone applications, data is generated
periodically and has a wel | -understood data bandw dth requirenent,
which is deterninistic and predictable. The LLC needs to:

1. Ensure that the data is delivered to its final destination before
a deadl i ne possibly deternmi ned by the application
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2. Provide a nechani smfor such determnistic flows to coexist with
bursty or infrequent traffic flows of different priorities.

3.8. Schedul i ng Mechani sns

Several schedul i ng nmechani sns can be envisioned and coul d possibly
coexist in the sane network. For exanple, [RPL] describes how the
al |l ocation of bandwi dth can be optinized by an external PCE

[ RFC4655]. Another centralized (PCE-based) traffic-aware scheduling
algorithmis defined in [TASA-PIMRC]. Alternatively, two nei ghbor
nodes can adapt the nunmber of cells autononmpusly by nonitoring the
anmount of traffic and negotiating the allocation to extra cell when
needed. An exanple of a decentralized algorithm(i.e., no PCE is
needed) is provided in [TinkalOdecentralized]. This nmechani smcan be
used to establish nulti-hop paths in a fashion sinilar to RSVP

[ RFC2205]. The LLC needs to:

1. Provide a nmechanismfor two devices to negotiate the allocation
and deal | ocation of cells between them

2. Provide a nechanismfor the device to nonitor and nmanage the
capabilities of a node several hops away.

3. Define a nechanismfor these different scheduling nechanisns to
coexi st in the same network.

3.9. Secure Conmuni cation
G ven sone keying material, TSCH defines nechanisns to encrypt and
authenticate MAC franmes. It does not define how this keying materia
is generated. The LLC needs to:

1. Define the keying material and authentication nechani sm needed by
a new node to join an existing network.

2. Define a nechanismto allow for the secure transfer of
application data between nei ghbor nodes.

3. Define a mechanismto allow for the secure transfer of signaling
data between nodes and the LLC.
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4. Security Considerations

This meno is an informational overview of existing standards and does
not define any new nmechani snms or protocols.

It does describe the need for the 6Ti SCH W5 to define a secure
solution. In particular, Section 3.1 describes security in the join
process. Section 3.9 discusses data-frame protection.
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App

A 2.

A. 3.

Wat

endi x A.  TSCH Protocol Highlights

Thi s appendi x gives an overview of the key features of the |EEE
802. 15. 4e TSCH anmendnent. It nakes no attenpt at repeating the
standard, rather it focuses on the foll ow ng:

0 Concepts that are sufficiently different fromother | EEE 802. 15. 4
networking that they may need to be defined and presented
preci sely.

o Techniques and ideas that are part of |EEE 802.15.4e and that
m ght be useful for the work of the 6Ti SCH WG

Tinme Slots

Al'l nodes in a TSCH network are synchronized. Tinme is sliced up into
time slots. A time slot is |long enough for a MAC frane of maxi num
size to be sent fromnode A to node B, and for node Bto reply with
an acknow edgnent (ACK) frane indicating successful reception

The duration of a time slot is not defined by the standard. Wth
radi os that are conpliant with | EEE 802.15.4 operating in the 2.4 GHz
frequency band, a maxi mum|length frame of 127 bytes takes about 4 ns
to transmit; a shorter ACK takes about 1 ns. Wth a 10 ns slot (a
typical duration), this |leaves 5 ns to radi o turnaround, packet
processing, and security operations.

Sl ot f ranes

Tinme slots are grouped into one of nore slotfranes. A slotfrane
continuously repeats over tinme. TSCH does not inpose a slotfrane
size. Depending on the application needs, these can range from 10’ s
to 1000's of time slots. The shorter the slotfrane, the nore often a
time slot repeats, resulting in nore avail able bandw dth, but also in
a hi gher power consunpti on.

Node TSCH Schedul e
A TSCH schedul e instructs each node what to do in each tine slot:
transmt, receive, or sleep. The schedule indicates, for each

schedul ed (transmit or receive) cell, a channel Ofset and the address
of the neighbor with which to comunicate.
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Once a node obtains its schedule, it executes it:

o For each transmit cell, the node checks whether there is a packet
in the outgoing buffer that natches the neighbor witten in the
schedul e information for that tine slot. |If there is none, the
node keeps its radio off for the duration of the tinme slot. |If

there is one, the node can ask for the neighbor to acknow edge it,
in which case it has to listen for the acknow edgnent after
transmtting.

o For each receive cell, the node listens for possible incom ng
packets. If none is received after sone |listening period, it
shuts down its radio. |If a packet is received, addressed to the

node, and passes security checks, the node can send back an
acknow edgnent .

How t he schedule is built, updated, and maintai ned, and by which
entity, is outside of the scope of the | EEE 802. 15. 4e standard.

A 4. Cells and Bundl es

Assum ng the schedule is well built, if node Ais scheduled to
transmt to node B at slotOffset 5 and channel Offset 11, node B wil |l
be scheduled to receive fromnode A at the sane slotOffset and
channel O f set .

A single element of the schedul e characterized by a slotOfset and
channel O f set, and reserved for node Ato transnmt to node B (or for
node B to receive fromnode A) within a given slotfranme, is called a
"schedul ed cel I .

If there is a lot of data flowing fromnode A to node B, the schedul e
nm ght contain nmultiple cells fromAto B, at different tinmes
Multiple cells scheduled to the sane nei ghbor can be equival ent,
i.e., the MAC | ayer sends the packet on whi chever of these cells
shows up first after the packet was put in the MAC queue. The union
of all cells between two neighbors, A and B, is called a "bundle"
Since the slotfrane repeats over tine (and the length of the
slotframe is typically constant), each cell gives a "quantuni of
bandwi dth to a given neighbor. Modifying the number of equival ent
cells in a bundle nodifies the anount of resources allocated between
two nei ghbors.
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A. 5. Dedicated vs. Shared Cells

By default, each scheduled transmit cell within the TSCH schedule is

dedicated, i.e., reserved only for node Ato transmt to node B
| EEE 802.15.4e also allows a cell to be marked as shared. 1In a
shared cell, nmultiple nodes can transmit at the same tine, on the

same frequency. To avoid contention, TSCH defines a backoff
al gorithm for shared cells.

A schedul ed cell can be nmarked as both transmitting and receiving.

In this case, a node transmits if it has an appropriate packet in its
out put buffer, or listens otherwise. Marking a cell as
[transmit,receive,shared] results in slotted-Al oha behavior

A. 6. Absolute Slot Nunber

TSCH defines a tinmeslot counter called Absolute Slot Nunber (ASN)
Wien a new network is created, the ASNis initialized to 0; fromthen
on, it increnents by 1 at each tineslot. |In detail

ASN = (K*S+t)

where k is the slotframe cycle (i.e., the nunber of slotfrane
repetitions since the network was started), S the slotfrane size, and
t the slotOffset. A node learns the current ASN when it joins the
network. Since nodes are synchronized, they all know the current
value of the ASN, at any tine. The ASN is encoded as a 5-byte
nunber: this allows it to increnent for hundreds of years (the exact
val ue depends on the duration of a tineslot) w thout w apping over
The ASN is used to calculate the frequency to conmuni cate on and can
be used for security-related operations.

A. 7. Channel Hopping

For each schedul ed cell, the schedul e specifies a slotOffset and a
channel O fset. In a well-built schedule, when node A has a transmt
cell to node B on channel O fset 5, node B has a receive cell from
node A on the same channel O fset. The channel Ofset is translated by
both nodes into a frequency using the follow ng function

frequency = F {(ASN + channel O fset) nod nFreq}

The function F consists of a | ookup table containing the set of
avai | abl e channels. The val ue nFreq (the nunmber of avail able
frequencies) is the size of this |ookup table. There are as nany
channel O f set val ues as there are frequencies available (e.g., 16
when using radi os that are conpliant with | EEE 802.15.4 at 2.4 Gz,
when all channels are used). Since both nodes have the sanme
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channel O fset witten in their schedule for that scheduled cell, and
the same ASN counter, they conpute the sane frequency. At the next

iteration (cycle) of the slotframe, however, while the channel O f set
is the same, the ASN has changed, resulting in the conputation of a
di fferent frequency.

This results in "channel hopping": even with a static schedule, pairs
of neighbors "hop" between the different frequencies when

conmuni cating. A way of ensuring conmuni cati on happens on al

avail abl e frequencies is to set the nunber of tineslots in a
slotframe to a prinme nunber. Channel hopping is a technique known to
efficiently conbat nulti-path fading and external interference
[WatteyneQ9reliability].

A.8. Time Synchronization

Because of the slotted nature of comunication in a TSCH network,
nodes have to maintain tight synchronization. Al nodes are assuned
to be equi pped with clocks to keep track of time. Yet, because
clocks in different nodes drift with respect to one another, neighbor
nodes need to periodically resynchronize.

Each node needs to periodically synchronize its network clock to

anot her node, and it also provides its network time to its nei ghbors.
It is up to the entity that manages the schedule to assign an
adequate time source neighbor to each node, i.e., to indicate in the
schedul e which neighbor is its "tine source neighbor". Wile setting
the tine source neighbor, it is inmportant to avoid synchronization

| oops, which could result in the formation of independent clusters of
synchr oni zed nodes.

TSCH adds timing information in all packets that are exchanged (both
data and ACK frames). This nmeans that nei ghbor nodes can
resynchroni ze to one anot her whenever they exchange data. |In detail,
two met hods are defined in | EEE 802. 15.4e (of 2012) for allowing a
device to synchronize in a TSCH network: (i) Acknow edgnent-based and

(ii) Frame-based synchronization. |In both cases, the receiver
calculates the difference in tinme between the expected tinme of frane
arrival and its actual arrival. |In Acknow edgnent-based

synchroni zation, the receiver provides such information to the sender
node in its acknow edgnent. 1In this case, it is the sender node that
synchroni zes to the clock of the receiver. |In Frane-based

synchroni zation, the receiver uses the conputed delta for adjusting
its owmn clock. In this case, it is the receiver node that

synchroni zes to the clock of the sender
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Di fferent synchronization policies are possible. Nodes can keep
synchroni zati on excl usively by exchanging EBs. Nodes can al so keep
synchroni zed by periodically sending valid franes to a tinme source
nei ghbor and use the acknow edgnent to resynchronize. Both nethods
(or a combination thereof) are valid synchronization policies; which
one to use depends on network requirenents.

A.9. Power Consunption

There are only a handful of activities a node can performduring a
timeslot: transmt, receive, or sleep. Each of these operations has
sonme energy cost associated to them the exact val ue depends on the
hardware used. G ven the schedule of a node, it is straightforward
to calculate the expected average power consunption of that node.

A. 10. Net wor k TSCH Schedul e

The schedul e entirely defines the synchronizati on and conmuni cati on
bet ween nodes. By addi ng/renoving cells between nei ghbors, one can
adapt a schedule to the needs of the application. Intuitive exanples
are:

o Make the schedul e "sparse" for applications where nodes need to
consune as little energy as possible, at the price of reduced
bandwi dt h.

o Make the schedul e "dense" for applications where nodes generate a
Il ot of data, at the price of increased power consunption

0 Add nore cells along a nulti-hop route over which many packets
flow.

A.11. Join Process

Nodes already part of the network can periodically send EB franes to
announce the presence of the network. These contain information
about the size of the timeslot used in the network, the current ASN
i nformati on about the slotframes and tineslots the beaconing node is
listening on, and a 1-byte join priority. The join priority field
gives information to nmake a better decision of which node to join.
Even if a node is configured to send all EB franes on the sane
channel O f set, because of the channel hopping nature of TSCH
described in Appendix A 7, this channel Ofset translates into a
different frequency at different slotframe cycles. As a result, EB
franes are sent on all frequencies.
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A node wishing to join the network listens for EBs. Since EBs are
sent on all frequencies, the joining node can |listen on any frequency
until it hears an EB. What frequency it listens on is inplenentation
specific. Once it has received one or nore EBs, the new node enabl es
the TSCH node and uses the ASN and the other timng information from
the EB to synchronize to the network. Using the slotfrane and cel
information fromthe EB, it knows how to contact other nodes in the
net wor k.

The | EEE 802. 15. 4e TSCH st andard does not define the steps beyond
this network "bootstrap”.

A 12. Infornmation El enents

TSCH i ntroduces the concept of Information Elements (IEs). An IEis
a list of Type-Length-Value containers placed at the end of the MAC
header. A small nunber of types are defined for TSCH (e.g., the ASN
inthe EBis contained in an I|E), and an unmanaged range is avail abl e
for extensions.

A data bit in the MAC header indicates whether the franme contains
IEs. |Es are grouped into Header |Es, consuned by the MAC | ayer and
therefore typically invisible to the next higher |ayer, and Payl oad

| Es, which are passed untouched to the next higher |ayer, possibly
foll owed by regul ar payl oad. Payload |IEs can therefore be used for

t he next higher |ayers of two nei ghbor nodes to exchange information.

A.13. Extensibility

The TSCH standard is designed to be extensible. It introduces the
mechani snms as "buil ding bl ock" (e.g., cells, bundles, slotfranes,
etc.), but leaves entire freedomto the upper layer to assenble
those. The MAC protocol can be extended by defining new Header |Es.
An internediate | ayer can be defined to manage the MAC | ayer by
defini ng new Payl oad | Es.
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Appendi x B. TSCH Feat ures

This section details features of TSCH, which m ght be interesting for
the work of the 6Ti SCH Wa. It does not define any requirenents

B.1. Collision-Free Conmunication

TSCH al |l ows one to design a schedule that yields collision-free
communi cation. This is done by building the schedule with dedicated
cells in such a way that at nobst, one node comunicates with a

speci fic neighbor in each slotOfset/channel Ofset cell. Miltiple
pai rs of nei ghbor nodes can exchange data at the sane tine, but on
di fferent frequencies.

B.2. Milti-Channel vs. Channel Hopping

A TSCH schedul e | ooks Iike a matrix of width "slotframe size", S, and
of hei ght "nunber of frequencies", nFreq. For a scheduling
algorithm cells can be considered atomic "units" to schedule. In
particul ar, because of the channel hopping nature of TSCH, the
schedul i ng al gorithm should not worry about the actual frequency
communi cati on happens on, since it changes at each slotfrane
iteration.

B.3. Cost of (Continuous) Synchronization

Wien there is traffic in the network, nodes that are conmunicating

inmplicitly resynchroni ze using the data frames they exchange. 1In the
absence of data traffic, nodes are required to synchronize to their
ti me source neighbor(s) periodically not to drift intinme. |If they

have not been conmmunicating for sonme tinme (typically 30 s), nodes can
exchange a dummy data frane to resynchroni ze. The frequency at which
such nmessages need to be transnmitted depends on the stability of the
cl ock source and on how "early" each node starts listening for data
(the "guard tinme"). Theoretically, with a 10 ppmclock and a 1 ns
guard tinme, this period can be 100 s. Assunmi ng this exchange causes
the node’s radio to be on for 5 ns, this yields a radio duty cycle
needed to keep synchronized of 5 ms / 100 s = 0.005% \Vhile TSCH
does require nodes to resynchroni ze periodically, the cost of doing
so is very | ow.

B.4. Topology Stability

The channel hopping nature of TSCH causes links to be very "stable".
W rel ess phenonena such as nulti-path fading and externa
interference inpact a wireless Iink between two nodes differently on
each frequency. |If a transmi ssion fromnode A to node B fails,
retransmtting on a different frequency has a higher likelihood of
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succeeding that retransnmitting on the sane frequency. As a result,
even when some frequencies are "behaving bad", channel hopping
"snoot hens" the contribution of each frequency, resulting in nore
stable Iinks and therefore a nore stable topol ogy.

B.5. Miltiple Concurrent Slotfranes

The TSCH standard allows for nultiple slotfranes to coexist in a
node’s schedule. It is possible that, at sone tineslot, a node has
multiple activities scheduled (e.g., transnmit to node B on slotfrane
2, receive fromnode Con slotfrane 1). To handle this situation
the TSCH standard defines the foll ow ng precedence rules:

1. Transmi ssions take precedence over receptions;

2. Lower slotfrane identifiers take precedence over higher slotframe
identifiers.

In the exanpl e above, the node would transnit to node B on slotframe
2.
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