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Abst ract

Explicit Congestion Notification (ECN) is a nechani smwhere network
nodes can nark | P packets, instead of dropping them to indicate
congestion to the endpoints. An ECN capable receiver will feed this
i nformati on back to the sender. ECN is specified for TCP in such a
way that it can only feed back one congestion signal per Round-Trip
Time (RTT). |In contrast, ECN for other transport protocols, such as
RTP/ UDP and SCTP, is specified with nore accurate ECN feedback
Recent new TCP nechani sns (li ke Congestion Exposure (ConEx) or Data
Center TCP (DCTCP)) need nore accurate ECN feedback in the case where
nore than one marking is received in one RTT. This docunent
specifies requirenents for an update to the TCP protocol to provide
nmore accurate ECN feedback

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunment is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc7560
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1

I ntroduction

Explicit Congestion Notification (ECN) [RFC3168] is a mechani sm where
net wor k nodes can mark | P packets instead of dropping themto

i ndi cate congestion to the endpoints. An ECN capable receiver wll
feed this infornmation back to the sender. ECN is specified for TCP
in such a way that only one feedback signal can be transmtted per
Round-Trip Tinme (RTT). This is sufficient for preexisting TCP
congestion control nechanisns that performonly one reduction in
sending rate per RTT, independent of the nunber of ECN congestion
marks. But recently proposed or depl oyed mechani sns |ike Congestion
Exposure (ConEx) [RFC6789] or Data Center TCP (DCTCP) [DCTCP] need
nore accurate ECN feedback than 'classic ECN [RFC3168] to work
correctly in the case where nore than one nmarking is received in any
one RITT.

For an in-depth discussion of the application benefits of using ECN
(including with sufficiently granul ar feedback), see [ ECN- BENEFI TS]

ECN is also defined for transport protocols beside TCP. ECN feedback
as defined for RTP/UDP [ RFC6679] provides a very detailed |evel of

i nformation, delivering individual counters for all four ECN
codepoints as well as lost and duplicate segments, but at the cost of
hi gh signalling overhead. ECN feedback for SCTP has been proposed in
[ SCTP-ECN]. This delivers a counter for the nunber of ECN capable
packets that were nmarked due to congestion (since the |ast sender-

si de wi ndow reduction), but it comes at the cost of increased

over head.

Today, inplenentations of DCTCP already exist that alter TCP s ECN
feedback protocol in proprietary ways (DCTCP was rel eased in

M crosoft Wndows 8, and inplenentations exist for Linux and
FreeBSD). However, the changes DCTCP nmakes to TCP onit capability
negoti ation, relying instead on uniformconfiguration across al
hosts and network devices with ECN capability. A primary notivation
for this docunent is to intervene before each proprietary

i mpl enentation invents its own non-interoperabl e handshake, which
could lead to _de facto_ consunption of the few flags or codepoints
that remain avail able for standardi zing capability negotiation

This docunment lists requirenments for a robust and interoperable TCP/
ECN feedback protocol that is nore accurate than classic ECN

[ RFC3168] and that all inplenentations of new TCP extensions, |ike
ConEx and/or DCTCP, can use. Wile a new feedback schene shoul d
still deliver as nmuch information as classic ECN, this docunent also
clarifies what has to be taken into consideration in addition. Thus,
the listed requirenments should be addressed in the specification of a
nore accurate ECN feedback schene. A few solutions have already been
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proposed. Section 5 denbnstrates how to use the requirenments to
compare them by briefly sketching their high-Ievel design choices
and di scussing the benefits and drawbacks of each.

The scope of these requirenents is not limted to any specific
environnent and is intended for general deploynent over public and
private I P networks. Candidate solutions should try to adhere to all
these requirenents, but, where this is not possible, they should
justify the deviation. The ordering of the requirenents listed in
this docunent is not to be taken as an order of inportance, because
each requirenment might have different weight in different depl oynent
scenari os.

These requirenents are only concerned with the type and quality of
the ECN feedback signal. The requirenents do not stipulate how a TCP
sender might react to the inproved ECN signal. The requirenents al so
do not inply that any nodifications to TCP senders or receivers are
obl i gatory.
1.1. Termnol ogy

We use the followi ng term nol ogy from[RFC3168] and [ RFC3540]:
The ECN field in the |IP header

Not - ECT: the not ECN- Capabl e Transport codepoi nt,

CE: t he Congestion Experienced codepoint,

ECT(0): the first ECN Capable Transport codepoint, and

ECT(1): the second ECN Capabl e Transport codepoint.

The ECN flags in the TCP header:

CV\R: t he Congesti on W ndow Reduced fl ag
ECE: the ECN-Echo flag, and
NS: ECN Nonce Sum

In this docunent, the ECN feedback schene as specified in [ RFC3168]
is called 'classic ECN and any new proposal is called a 'nore
accurate ECN feedback’ schene. A ’'congestion mark’ is defined as an
| P packet where the CE codepoint is set. A 'congestion episode’
refers to one or nore congestion nmarks that belong to the same
overload situation in the network (usually during one RTT). A TCP
segment with the acknow edgenent flag set is sinply called an ACK
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2.

Recap of O assic ECN and ECN Nonce in | P/ TCP

ECN requires two bits in the I P header. The ECN capability of a
packet is indicated when either one of the two bits is set. A
networ k node can set both bits sinultaneously when it experiences
congestion. This leads to the four codepoints (Not-ECT, ECT(0),
ECT(1), and CE) as |listed above.

In the TCP header, the first two bits in byte 14 are defined as ECN
feedback for each hal f-connection. A TCP receiver signals the
reception of a congestion mark using the ECN-Echo (ECE) flag in the
TCP header. For reliability, the receiver continues to set the ECE
flag on every ACK. To enable the TCP receiver to determ ne when to
stop setting the ECE flag, the sender sets the CWR flag upon
reception of an ECE feedback signal. This always leads to a full RTT
of ACKs with ECE set. Thus, the receiver cannot signal back any
additional CE markings arriving within the same RTT.

The ECN Nonce [ RFC3540] is an experinental addition to ECN that the
TCP sender can use to protect itself against accidental or nalicious
conceal mrent of CE-marked or dropped packets. This addition defines
the last bit of byte 13 in the TCP header as the Nonce Sum (NS) fl ag.
The receiver maintains a nonce sumthat counts the occurrence of
ECT(1) packets and signals the least significant bit of this sumon
the NS flag. There are no known depl oynents of a TCP stack that
makes use of the ECN Nonce extension

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
B T ST LT T T S S T I
| | | N C| E|] U] A| P| R] S| F|
| Header Length | Reserved | S| W| C| R| C| S| S| Y| I
| | | | RI' El G| K| H| T| N| N|
B T S T T T I i

Figure 1: The (Post-ECN Nonce) Definition of the TCP Header Fl ags

An alternative for a sender to assure feedback integrity has been
proposed where the sender itself occasionally inserts a CE mark or
reorders packets, and checks that the receiver feeds these back
faithfully [TEST-RCV]. This alternative consunmes no header bits or
codepoints, and it releases the ECT(1l) codepoint in the |IP header and
the NS flag in the TCP header for other uses.
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3. Use Cases

The followi ng two exanpl es serve to show where existing mechani sns
woul d al ready benefit from nore accurate ECN feedback information.
However, as it is hard to predict the future, once a nore accurate
ECN f eedback nechani smthat adheres to the requirenents stated in
this docunent is widely deployed, it's very likely that additiona
uses will be found. The exanples listed below are in no particul ar
order.

ConEx is an experimental approach that allows a sender to relay
congestion feedback provided by the receiver into the network al ong
the forward data path. ConEx infornmation can be used for traffic
managenent to limt traffic proportionate to the actual congestion
bei ng caused, rather than limting traffic based on rate or vol une
[ RFC6789]. A ConEx sender uses sel ective acknow edgenents ( SACK)

[ RFC2018] for accurate feedback of |oss signals, but until now TCP
has offered no equival ent accurate feedback for ECN

DCTCP of fers very | ow and predictabl e queuing del ay. DCTCP changes
the reaction to congestion of a TCP sender and additionally requires
switches/routers to have ECN enabl ed and configured with a | ow step
threshold and no signal smpothing, so it is currently only used in
private networks, e.g., internal to data centers. DCICP was rel eased
in Mcrosoft Wndows 8, and inplenentations exist for Linux and
FreeBSD. To retrieve sufficient congestion information, the

di fferent DCTCP inplenentations use a proprietary ECN feedback
protocol, but they omt capability negotiation. Mreover, the

f eedback protocol proposed in [DCTCP] only works if there are no

| osses at all, and otherwise it gets very confused (see Appendix A).
Therefore, if a generic, nore accurate ECN feedback schene were
available, it would solve two problens for DCTCP: i) the need for a
consi stent variant of DCTCP to be depl oyed network-wi de and ii) the
inability to cope with ACK | oss.

O assic ECN-TCP woul d not benefit from nore accurate ECN feedback
but it would not suffer either. The sanme signal that is currently
conveyed with ECN follow ng the specification given in [ RFC3168]
woul d be avail abl e.
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The follow ng scenarios should briefly show where accurate ECN
feedback is needed or adds val ue:

A sender with standardi zed TCP congestion control that supports
ConEx:
In this case, the ConEx nechani smuses the extra information per
RTT to re-echo the precise congestion information, but the
congestion control algorithmstill ignores nultiple marks per RTT
[ RFC5681] .

A sender using DCTCP congestion control w thout ConEx:
The congestion control algorithmuses the extra info per RIT to
performits decrease depending on the nunber of congestion marks.

A sender using DCTCP congestion control and supporting ConEx:
Both the congestion control algorithmand ConEx use the nore
accurate ECN feedback nechani sm

As-yet -unspeci fi ed sender nechani sns:
The above are two exanpl es of nore general interest in sender
mechani sms that respond to the extent of congestion feedback, not
just its existence. It will greatly sinplify incrementa
depl oynent if the sender can unilaterally depl oy new behaviours
and rely on the presence of generic receivers that have al ready
i mpl enent ed nore accurate feedback

A TCP sender using congestion control as specified in RFC 5681
wi t hout ConEx:
No accurate feedback is necessary here. The congestion contro

algorithmstill reacts to only one signal per RTT. But, it is
best to feed back all the information the receiver gets, whether
or not the sender uses it -- at least as |long as overhead is | ow
or zero.

Using CE for checking integrity:
If a nore accurate ECN feedback schene feeds all occurrences of CE
mar ks back, a sender could performintegrity checking by
occasionally injecting CE nmarks itself. Specifically, a sender
can send packets that it randomy marks with CE (at | ow
frequency), then check if feedback is received for these packets.
The congestion notification feedback for these self-injected
mar ki ngs woul d not require a congestion control reaction

[ TEST- ROV] .
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4. Requirenents

The requirements of the accurate ECN feedback protocol are to have
fairly accurate (not necessarily perfect), tinely, and protected
signalling. This leads to the follow ng requirenents, which should
be di scussed for any proposed nore accurate ECN feedback schene:

Resi |l i ence
The ECN feedback signal is carried within the ACKL Pure TCP ACKs
can get lost wthout recovery (not just due to congestion but also
due to deliberate ACK thinning). Moreover, delayed ACKs are
commonly used with TCP. Typically, an ACK is triggered after two
data segnents (or nore, e.g., due to receive segnent coal escing
ACK conpression, ACK congestion control [RFC5690], or other
phenonmena; see [RFC3449]). In a high-congestion situation where
nmost of the packets are marked with CE, an accurate feedback
mechani sm should still be able to signal sufficient congestion
information. Thus, the accurate ECN feedback extension has to
take del ayed ACKs and ACK | oss into account. Also, a nore
accurate feedback protocol should still provide nore accurate
feedback than classic ECN when del ayed ACKs cover nore than two
segnments, or when a thin stream disables Nagle’'s al gorithm
[RFC896]. Finally, the feedback nechani sm should not be inpacted
by reordering of ACKs, even when the ACKed sequence nunber does
not i ncrease.

Ti el i ness
A CE mark can be induced by the sending host, or nore commonly a
networ k node on the transmi ssion path, and is then echoed by the
receiver in the TCP ACK. Thus, when this information arrives at
the sender, it is naturally already about one RTT old. Wth a
sufficient ACK rate, a further delay of a small nunber of packets
can be tolerated. However, this information will become stale
with | arge del ays, given the dynam c nature of networks. TCP
congestion control (which itself partly introduces these dynam cs)
operates on a tinme scale of one RTT. Thus, to be tinely,
congestion feedback information should be delivered w thin about
one RITT.

Integrity
The integrity of the feedback in a nore accurate ECN feedback
scheme shoul d be assured, at |least as well as the ECN Nonce.
Alternatively, it should at |east be possible to give strong
i ncentives for the receiver and network nodes to cooperate
honest | y.
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G ven there are known problens with ECN Nonce depl oynent, this
docunent only requires that the integrity of the nore accurate ECN
feedback can be assured; it does not require that the ECN Nonce
mechani smis enployed to achieve this. Indeed, if integrity could
be provided in another manner, a nore accurate ECN feedback
protocol m ght repurpose the nonce sum (NS) flag in the TCP
header .

If the nmore accurate ECN feedback schene provides sufficient
information, the integrity check could be performed by, e.g.
determnistically setting the CE in the sender and nonitoring the
respective feedback (sinmlar to ECT(1) and the ECN Nonce sun.
Whet her a sender should enforce when it detects wong feedback

i nformati on, and what kind of enforcenent it should apply, are
policy issues that need not be specified as part of the nore
accurate ECN feedback signal schene itself, but rather when

speci fying an update to core TCP nechani sns |i ke congestion
control that nake use of the nore accurate ECN signal

Accur acy
Cl assic ECN feeds back one congestion notification per RITT; this
is sufficient for classic TCP congestion control, which reduces
the sending rate at nost once per RTT. Thus, the nore accurate
ECN feedback schene should ensure that, if a congestion episode
occurs, at |least one congestion notification is echoed and
received per RTT as classic ECN would do. O course, the goal of
a nore accurate ECN extension is to reconstruct the nunber of CE
mar ki ngs nore accurately. |In the best case, the new schenme shoul d
even all ow reconstruction of the exact nunber of payl oad bytes
that a CE-marked packet was carrying. However, it is accepted
that it may be too conplex for a sender to get the exact nunber of
congestion markings or marked bytes in all situations. Ideally,
t he feedback schene should preserve the order in which any (of the
four) ECN signals were received. And, ideally, it would even be
possi ble for the sender to determ ne which of the packets covered
by one del ayed ACK were congestion nmarked, e.g., if the flow
consi sts of packets of different sizes, or to allow for future
protocol s where the order of the markings may be inportant.

In the best case, a sender that sees nore accurate ECN feedback

i nformati on woul d be able to reconstruct the occurrence of any of
the four codepoints (Not-ECT, CE, ECT(0), ECT(1)). However,
assuni ng the sender nmarks all data packets as ECN capabl e and uses
a default setting of ECT(0) (as with [RFC3168]), solely feeding
back the occurrence of CE and ECT(1) might be sufficient. Because
the sender can keep account of the transnmitted segnents with any
of the three ECN codepoints, conveying any two of these back to
the sender is sufficient for it to reconstruct the third as
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observed by the receiver. Thus, a nore accurate ECN feedback
schene should at |east provide information on two of these
signals, e.g., CE and ECT(1).

If a nore accurate ECN schenme can reliably deliver feedback in
nost but not all circunstances, ideally the schene should at |east
not introduce bias. |In other words, undetected | oss of some ACKs
shoul d be as likely to increase as decrease the sender’s estinmate
of the probability of ECN narking.

Compl exity
| mpl enent ati on should be as sinple as possible, and only a m ni num
of additional state information should be needed. This wll
enabl e nore accurate ECN feedback to be used as the default
f eedback nechanism even if only one ECN feedback signal per RTT
i s needed.

Over head
A nore accurate ECN feedback signal should Iinit the additiona
network | oad, because ECN feedback is ultimately not critica
information (in the worst case, loss will still be available as a
congestion signal of last resort). As feedback information has to
be provided frequently and in a tinmely fashion, potentially all or
a large fraction of TCP acknow edgenents night carry this
information. |ldeally, no additional segnents should be exchanged
conpared to a TCP session as specified in RFC 3168, and the
overhead in each segnent should be m ninized.

Backward and forward conpatibility
G ven nore accurate ECN feedback will involve a change to the TCP
protocol, it should be negotiated between the two TCP endpoi nts.
If either end does not support the nore accurate feedback, they
shoul d both be able to fall back to classic ECN feedback

A nore accurate ECN feedback extension should aimto traverse nost
m ddl eboxes, including firewalls and Network Address Translators
(NATs). Further, a feedback mechani sm should provide a nmethod to
fall back to classic ECN signalling if the new signal is
suppressed by certain ni ddl eboxes.

In order to avoid a fork in the TCP protocol specifications, if
experinments with the new ECN feedback protocol are successful, the
intention is to eventually update RFC 3168 for any TCP/ ECN sender
not just for ConEx or DCTCP senders. Then, future senders will be
able to unilaterally depl oy new behaviours that exploit the

exi stence of nore accurate ECN feedback in receivers (forward
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conmpatibility). Conversely, even if another sender only needs one
ECN f eedback signal per RTT, it should be able to use nore
accurate ECN feedback and sinply ignore the excess infornation

Furt hernmore, the receiver should not make assunptions about the
mechani smthat was used to set the markings nor about any

interpretation or reaction to the congestion signal. The receiver
only needs to faithfully reflect congestion information back to the
sender.

5. Design Approaches

This section introduces sone possi bl e design approaches for TCP ECN
feedback. The purpose of this section is to give exanples of how
trade-offs m ght be needed between the requirenents, as input to

future 1ETF work to specify a protocol. The order is not
significant, and there is no intention to endorse any particul ar
appr oach.

Al'l approaches presented bel ow (and proposed so far) are able to
provi de accurate ECN feedback information as long as no ACK | oss
occurs and the congestion rate is reasonable. |In the case of a high
ACK | oss rate or very high congestion (CE-nmarking) rate, the proposed
schenes have different resilience characteristics depending on the
nunber of bits used for the encoding. Wile classic ECN provides
reliable (but inaccurate) feedback of a maxi num of one congestion
signal per RTT, the proposed schenmes do not inplenent an explicit
acknow edgenment mechani smfor the feedback (as, e.g., the ECEH CWR
exchange of [RFC3168]).

5.1. Redefinition of ECNNNS Header Bits

Schenes in this category can additionally use the NS bit for
capability negotiation during the TCP handshake exchange. Thus a
nore accurate ECN coul d be negotiated w thout changing the classic
ECN negotiation and thus bei ng backwards conpati bl e.

Schenes in this category can sinply redefine the ECN header fl ags,
ECE and COAR, to encode the occurrence of a CE marking at the
receiver. This approach provides very linited resilience against
| oss of ACK, particularly pure ACKs (no payl oad and therefore
delivered unreliably).
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A coupl e of schenes have been proposed so far

(o]

A naive 1-bit schene that sends one ECE for each CE received could
use CAR to increase robustness agai nst ACK | oss by introducing
redundant information on the next ACK, but this is stil

vul nerable to ACK | oss.

The schene defined for DCTCP [ DCTCP], which toggles the ECE
feedback on an i medi ate ACK whenever the CE narking changes, and
ot herw se feeds back del ayed ACKs with the ECE val ue unchanged.
Appendi x A denonstrates that this scheme is still ambiguous to the
sender if the ACKs are pure ACKs, and if sone nay have been |ost.

Alternatively, the receiver uses the three ECN NS header flags, ECE
CWR, and NS, to represent a counter that signals the accumnul ated
nunber of CE markings it has received. Resilience against loss is
better than the fl ag-based schenes but may not suffice in the
presence of extended ACK | oss that otherw se would not affect the TCP
sender’ s perfornance

A nunber of codi ng schenmes have been proposed so far in this
cat egory:

(0]

(o]

A 3-bit counter schene continuously feeds back the three |east
significant bits of a CE counter

A schenme that defines a standardized | ookup table to map the eight
codepoints onto either a CE counter or an ECT(1) counter.

These proposed schenes provide accunul ated i nfornmati on on CE narking
feedback, sinmilar to the nunber of acknow edged bytes in the TCP
header. Due to the Iimted nunmber of bits, the ECN feedback
information will wap nmuch nore often than the acknow edgenent field.
Thus, feedback information could be lost due to a relatively small
sequence of pure-ACK | osses. Resilience could be increased by

i ntroduci ng redundancy, e.g., send each counter increase two or nore
times. O course, any of these additional mechanisns will increase
the conplexity. |If the congestion rate is greater than the ACK rate
(rmultiplied by the nunmber of congestion marks that can be signal ed
per ACK), the congestion information cannot correctly be fed back
Covering the worst case (where every packet is CE marked) can
potentially be realized by dynanically adapting the ACK rate and
redundancy. This again increases conplexity and perhaps the
signalling overhead as well. Schenes that do not repurpose the ECN
NS bit could still support the ECN Nonce.
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5.2. Using Other Header Bits

As seen in Figure 1, there are currently three unused flags in the
TCP header. The proposed 3-bit counter or codepoint schenmes could be
extended by one or nore bits to add higher resilience agai nst ACK

|l oss. The relative gain would be exponentially higher resilience
agai nst ACK | oss, while the respective drawbacks would renain

i denti cal

Alternatively, a new nethod could standardi ze the use of the bits in
the Ugent Pointer field (see [RFC6093]) to signal nore bits of its
congestion signal counter, but only whenever the Urgent Flag is not
set. As this is often the case, resilience could be increased

wi t hout additional header overhead.

Any proposal to use such bits would need to check the likelihood that
some m ddl eboxes m ght discard or 'nornmalize the currently unused
flag bits or a non-zero Urgent Pointer when the Urgent Flag is
cleared. |If during experinentation certain bits have been proven to
be usabl e, the assignment of any of these bits would then require an
| ETF standards acti on.

5.3. Using a TCP Option

Alternatively, a new TCP option could be introduced, to help maintain
the accuracy and integrity of ECN feedback between receiver and
sender. Such an option could provide higher resilience and even nore
information, e.g., as nmuch as is provided by a proposal for SCTP that
counts the nunber of CE marked packet [SCTP-ECN] since the [ast CAR
was observed, or by ECN for RTP/UDP [ RFC6679]. The latter explicitly
provi des the total nunmber of packets during a connection where the IP
ECN field is set to ECT(0), ECT(1), CE, or Not-ECT, as well as the
nunber of |ost packets. However, deploying new TCP options has its
own chal l enges. Mreover, to actually achieve high resilience, this
option would need to be carried by nost or all ACKs as the receiver
cannot know if and when ACKs nmay be dropped. Thus, this approach
woul d i ntroduce consi derable signalling overhead even though ECN
feedback is not extrenely critical information (in the worst case,
loss will still be available to provide a strong congestion feedback
signal). Nevertheless, such a TCP option could be used in addition
to a nore accurate ECN feedback schenme in the TCP header or in
addition to classic ECN, only when needed and when space is
avai |l abl e.
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6.

7.

7.

7.

Security Considerations

ECN feedback information nmust only be used if the other information
contained in a received TCP segnment indicates that the congestion was
genuinely part of the flow and not spoofed. That is, the normal TCP
acceptance techni ques have to be used to verify that the segnent is
part of the flow before returning any contai ned ECN i nfornation, and,
simlarly, ECN feedback is only accepted on valid ACKs.

G ven ECN feedback is used as input for congestion control, the
respective algorithmwould not react appropriately if ECN feedback
were |lost and the resilience nechanismto recover it was inadequate.
This resilience requirenent is articulated in Section 4. However, it
shoul d be noted that ECN feedback is not the |ast resort against
congestion col |l apse, because if there is insufficient response to
ECN, loss will ensue, and TCP will still react appropriately to |oss

A receiver could suppress ECN feedback information leading to its
connecti ons consunm ng excess sender or network resources. This
problemis sinmlar to that seen with the classic ECN feedback schene
and shoul d be addressed by integrity checking as required in

Section 4.
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Appendi x A.  Anbiguity of the More Accurate ECN Feedback in DCTCP

As defined in [DCTCP], a DCTCP receiver feeds back ECE=0 on del ayed
ACKs as long as CE remains 0, and also inmediately sends an ACK with
ECE=0 when CE transitions to 1. Simlarly, it continually feeds back
ECE=1 on del ayed ACKs while CE remains 1 and i medi ately feeds back
ECE=1 when CE transitions to 0. A sender can unanbi guously decode
this schenme if there is never any ACK | oss, and the sender assunes
there will never be any ACK | oss.

The followi ng two exanpl es show that the feedback sequence becones
hi ghl y anbi guous to the sender if either of these conditions is
broken. Below, '0' represents ECE=0, '1" represents ECE=1l, and '.
represents a gap of one segnent between del ayed ACKs. Now i nagi ne
that the sender receives the foll owi ng sequence of feedback on three
pure ACKs:

0.0.0

Wien the receiver sent this sequence, it could have been any of the
foll owi ng four sequences:

a. 0.0.0 (0 x CB

b. 010.0 (1 x CE)

c. 0.010 (1 x CB

d. 01010 (2 x CE)

where any of the 1s represent a possible pure ACK carrying ECE
feedback that could have been lost. |If the sender guesses (a), it

nm ght be correct, or it might miss 1 or 2 congestion marks over 5
packets. Therefore, when confronted with this sinple sequence (that
is not contrived), a sender can guess that congestion m ght have been
0% 20% or 40% but it doesn’t know which

Sequences with a longer gap (e.g., 0...0.0) becone far nore

anmbi guous. It helps a little if the sender knows the distance the
recei ver uses between delayed ACKs, and it helps a lot if the
distance is 1, i.e., no delayed ACKs. However, even wi thout del ayed
ACKs there will still be anbiguity whenever there are pure ACK

| osses.
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