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Li ght wei ght 4over6: An Extension to the Dual-Stack Lite Architecture
Abst r act

Dual - Stack Lite (DS-Lite) (RFC 6333) describes an architecture for
transporting | Pv4 packets over an I Pv6 network. This docunent
specifies an extension to DS-Lite called "Lightwei ght 4over6", which
nmoves the Network Address and Port Translation (NAPT) function from
the centralized DS-Lite tunnel concentrator to the tunnel client
located in the Custonmer Prenises Equi pment (CPE). This renoves the
requirenent for a Carrier Grade NAT function in the tunne
concentrator and reduces the anount of centralized state that mnust be
held to a per-subscriber level. |In order to delegate the NAPT
function and make | Pv4 address sharing possible, port-restricted |Pv4
addresses are allocated to the CPEs.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/infol/rfc7596
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This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
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1

I ntroduction

Dual - Stack Lite (DS-Lite) [ RFC6333] defines a nodel for providing

| Pv4 access over an | Pv6 network using two well-known technol ogi es:
IPin IP [RFC2473] and Network Address Translation (NAT). The
DS-Lite architecture defines two nmajor functional elenents as
fol | ows:

Basi ¢ Bridgi ng BroadBand (B4) elenment: A function inplenented on a
dual - st ack- capabl e node (either a directly connected device or a
CPE) that creates an |IPv4-in-1Pv6 tunnel to an AFTR

Address Family Transition Router (AFTR) elenment: The conbination of
an | Pv4-in-1Pv6 tunnel endpoint and an |Pv4-1Pv4 NAT inpl enented
on the sanme node.

As the AFTR perfornms the centralized NAT44 function, it dynamically
assigns public IPv4 addresses and ports to a requesting host’'s
traffic (as described in [RFC3022]). To achieve this, the AFTR nust
dynam cally maintain per-flow state in the formof active NAPT
sessions. For service providers with a |arge nunber of B4 clients,
the size and associated costs for scaling the AFTR can qui ckly becone
prohi bitive. Mintaining per-flow state can al so place a | arge NAPT
| oggi ng overhead on the service provider in countries where | oggi ng
is a legal requirenent.

Thi s docunent describes a nechanism called "Lightwei ght 4over6"
(1w406), which provides a solution for these problens. By relocating
the NAPT functionality fromthe centralized AFTR to the distributed
B4s, a nunber of benefits can be realized:

0 NAPT44 functionality is already wi dely supported and used in
today’'s CPE devices. |w406 uses this to provide private<->public
NAPT44, neaning that the service provider does not need a
centralized NAT44 function.

0 The anount of state that nust be mmintained centrally in the AFTR
can be reduced from per-flow to per-subscriber. This reduces
t he amount of resources (menory and processing power) necessary in
the AFTR

0 The reduction of nmaintained state results in a greatly reduced
| oggi ng overhead on the service provider

Operators’ | Pv6 and | Pv4 addressing architectures renai n i ndependent
of each other. Therefore, flexible IPv4/1Pv6 addressing schenes can
be depl oyed.
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Li ghtwei ght 4over6 is a solution designed specifically for conplete

i ndependence between | Pv6 subnet prefixes and | Pv4 addresses with or
wi t hout | Pv4 address sharing. This is acconplished by naintaining
state for each softwire (per-subscriber state) in the central |wAFTR
and a hub-and-spoke forwardi ng architecture. "Mpping of Address and
Port with Encapsulation (MAP-E)" [RFC7597] al so offers these
capabilities or, alternatively, allows for a reduction of the anmount
of centralized state using rules to express |Pv4/1Pv6 address

mappi ngs. This introduces an algorithmc rel ationship between the

| Pv6 subnet and | Pv4 address. This relationship also allows the
option of direct, meshed connectivity between users.

The tunneling nmechanismrenmains the sane for DS-Lite and Li ghtwei ght
4over6. This docunment describes the changes to DS-Lite that are
necessary to inplenent Lightweight 4over6. These changes mainly
concern the configuration paraneters and provisioni ng nethod
necessary for the functional elements.

One of the features of Lightweight 4over6 is to keep per-subscriber
state in the service provider’s network. This technique is
categori zed as a "binding approach" [Unified-v4-in-v6] that defines a
unified I Pv4-in-1Pv6 softwire CPE

Thi s docunent extends the mechani smdefined in [ RFC7040] by all ow ng
address sharing. The solution in this docunent is also a variant of
Address plus Port (A+P) called "Binding Tabl e Mode" (see Section 4.4
of [ RFC6346]).

Thi s docunent focuses on architectural considerations, particularly
on the expected behavior of the involved functional elenents and
their interfaces. Deploynent-specific issues such as redundancy and
provisioning policy are out of scope for this docunent.

2. Conventions
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].
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3. Term nol ogy
Thi s docunent defines the follow ng terns:

Li ght wei ght 4over6 (1 w406): An | Pv4-over-1Pv6 hub-and-spoke
mechani smthat extends DS-Lite by
nmovi ng the |1 Pvd transl ati on (NAPT44)
function fromthe AFTR to the B4.

Li ghtwei ght B4 (I wB4): A B4 el enent [RFC6333] that supports
Li ght wei ght 4over6 extensions. An |wB4
is a function inplenented on a
dual - st ack- capabl e node -- either a
directly connected device or a CPE --
that supports port-restricted |IPv4d
address all ocation, inplenents NAPT44
functionality, and creates a tunnel to
an | wAFTR

Li ght wei ght AFTR (1 wAFTR) : An AFTR el ement [ RFC6333] that supports
t he Li ghtwei ght 4over6 extension. An
| WAFTR i s an | Pv4-in-1Pv6 tunnel
endpoi nt that maintains per-subscriber
address binding only and does not
perform a NAPT44 function.

Restricted port set: A non-overl appi ng range of all owed
external ports allocated to the |wB4 to
use for NAPT44. Source ports of |Pv4
packets sent by the B4 nust belong to
the assigned port set. The port set is
used for all port-aware |IP protocols
(TCP, UDP, the Stream Control
Transm ssi on Protocol (SCTP), etc.).

Port-restricted |1 Pv4 address: A public IPv4 address with a restricted
port set. |In Lightweight 4over®,
mul tiple B4s may share the sanme | Pv4
address; however, their port sets nust
be non-overl appi ng.

Thr oughout the remainder of this docunent, the terns "B4" and "AFTR"
shoul d be understood to refer specifically to a DS-Lite

i mpl enentation. The terns "lIwB4" and "I WAFTR' refer to a Lightweight
4over 6 i npl ement ati on.
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4. Lightweight 4over6 Architecture

The Li ghtwei ght 4over6 architecture is functionally simlar to
DS-Lite. |wB4s and an | wAFTR are connected through an | Pv6-enabl ed
networ k. Both approaches use an I Pv4-in-1Pv6 encapsul ation schene to
deliver |IPv4 connectivity. The follow ng figure shows the data plane
with the main functional change between DS-Lite and | w406:

F + Fommmm e oo - + |Pv4-in-1PV6 +--------- + - +

DS-Lite NAPT nodel: all state in the AFTR

F + Fommmm e oo - + |Pv4-in-1PV6 +------ + - +
| 1 Pvd LAN| ---| | wB4/ NAPT| | |l WAFTR| ---| | Pv4 | nt ernet
Fommm e m o + S + Fommm + S +

| wvdo6 NAPT nodel :
subscri ber state in the | WAFTR, NAPT state in the | wB4

Fi gure 1: Conparison of DS-Lite and Lightweight 4over6 Data Pl ane

There are three main conponents in the Lightweight 4over6
architecture:

0 The IwB4, which perforns the NAPT function and | Pv4/ | Pv6
encapsul ati on/ decapsul ati on.

o The IwAFTR, which perforns the |IPv4/1Pv6 encapsul ation/
decapsul ati on.

0 The provisioning system which tells the |wB4 which | Pv4 address
and port set to use.

The IwB4 differs froma regular B4 in that it now perforns the NAPT
functionality. This neans that it needs to be provisioned with the
public I Pv4 address and port set it is allowed to use. This
information is provided through a provisioning nechani smsuch as
DHCP, the Port Control Protocol (PCP) [RFC6887], or the Broadband
Forum s TR-69 specification [ TRO69].

The | wAFTR needs to know the bi ndi ng between the | Pv6 address of

each subscriber as well as the | Pv4 address and port set allocated to
each subscriber. This information is used to performingress
filtering upstream and encapsul ati on downstream Note that this is
per-subscriber state, as opposed to per-flow state in the regul ar
AFTR case.

Cui, et al. St andards Track [ Page 6]



RFC 7596 Li ght wei ght 4over 6 July 2015

The consequence of this architecture is that the information

mai nt ai ned by the provisioning nechani smand the one maintai ned by
the | WAFTR MUST be synchroni zed (see Figure 2). The precise
mechani sm wher eby this synchroni zation occurs is out of scope for
this docunent.

The solution specified in this docunent allows the assignment of
either a full or a shared |IPv4 address to requesting CPEs. [RFC7040]

provides a nechanismfor assigning a full |Pv4 address only.
S +

[------- | Provi sioning|<----- \

| S RS +

| |

Y Y
[ + [ S + | Pv4/ | Pvb [ + B TS +
| 1 Pv4 LAN| ---| 1 wB4/ NAPT| | | WAFTR| ----]1Pv4 Internet
Fom e oo - + Fomm e e o + Hom - - + S +

Fi gure 2: Lightwei ght 4over6 Provisioning Synchronization
5. Li ghtwei ght B4 Behavi or
5.1. Lightweight B4 Provisioning with DHCPv6
Wth DS-Lite, the B4 element only needs to be configured with a
single DS-Lite-specific parameter so that it can set up the softwire

(the 1Pv6 address of the AFTR). |Its |IPv4 address can be taken from
the wel |l -known range 192.0. 0. 0/ 29.

In I wlo6, a nunber of |w4o6-specific configuration paraneters nust be
provisioned to the |wB4. These are:

o |Pv6 address for the | wAFTR

0 |Pv4d external (public) address for NAPT44
0 Restricted port set to use for NAPT44

o | Pv6 binding prefix

The |wB4 MUIST i npl enent DHCPv6- based configuration using

OPTI ON_S46_CONT LW as described in Section 5.3 of [RFC7598]. This
nmeans that the lifetinme of the softwire and the derived configuration
information (e.g., |Pv4 shared address, |Pv4 address) are bound to
the lifetime of the DHCPv6 | ease. |If stateful [Pv4 configuration or
additional [Pv4 configuration information is required, DHCP 406

[ RFC7341] MUST be used.

Cui, et al. St andards Track [ Page 7]



RFC 7596 Li ght wei ght 4over 6 July 2015

Al though it would be possible to extend | wo6 to have nore than one
active Iw4o6 tunnel configured simltaneously, this docunment is only
concerned with the use of a single tunnel.

The 1 Pv6 binding prefix field is provisioned so that the Custoner
Edge (CE) can identify the correct prefix to use as the tunnel
source. On receipt of the necessary configuration paranmeters |listed
above, the IwB4 perforns a |ongest-prefix match between the | Pv6

bi nding prefix and its currently active I Pv6 prefixes. The result
forns the subnet to be used for sourcing the |wio6 tunnel. The full
/128 address is then constructed in the same manner as [ RFC7597].

0 1 2 3

01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Oper at or Assi gned Prefix |
. (64 bits) .
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Zer o Paddi ng | | Pv4 Address |
T T ik e S e i i o ek ik S R SR SR SR
| | Pv4 Addr cont. | PSI D |
B s T s s e T o e S T ks et s oot ST S S S o S S 3

Figure 3: Construction of the Iw4o6 /128 Prefix

Operator Assigned Prefix:

| Pv6 prefix allocated to the client. |If the prefix
length is less than 64, it is right-padded with zeros
to 64 bits.

Paddi ng: Paddi ng (all zeros).

| Pv4 Address: Public |IPv4 address allocated to the client.

PSI D Port Set ID. Allocated to the client; |eft-padded with
zeros to 16 bits. If no PSID is provisioned, all
zer os.

In the event that the IwB4's | Pv6 encapsul ati on source address is
changed for any reason (such as the DHCPv6 | ease expiring), the

| wB4’ s dynami ¢ provisioning process MIST be re-initiated. Wen the
IwB4's public | Pv4 address or Port Set IDis changed for any reason,
the IwB4 MJUST flush its NAPT table.
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An | wB4 MUST support dynamic port-restricted | Pv4 address
provisioning. The port-set algorithmfor provisioning this is
described in Section 5.1 of [RFC7597]. For |w406, the nunber of
a-bits SHOULD be 0, thus allocating a single contiguous port set to
each | w4

Provi sioning of the |wB4 using DHCPv6 as described here allocates a
single PSIDto the client. |In the event that the client is
concurrently using all of the provisioned L4 ports, it nmay be unable
to initiate any additional outbound connections. DHCPv6-based

provi sioni ng does not provide a nmechanismfor the client to request
nore L4 port nunbers. O her provisioning nmechanisns (e.g., PCP-based
provi sioning [ PCP-PORT_SET]) provide this function. |ssues relevant
to | P address sharing are discussed in nore detail in [RFC6269].

Unless an |wB4 is being allocated a full |Pv4 address, it is
RECOMVENDED t hat PSI Ds containing the systemports (0-1023) not be
all ocated to IwB4s. The reserved ports are nore likely to be
reserved by m ddl eware, and therefore we recommend that they not be
issued to clients other than as a deliberate assignnent.

Section 5.2.2 of [RFC6269] provides analysis of allocating system
ports to clients with | Pv4 address shari ng.

In the event that the IwB4 receives an | CMPv6 error nessage (Type 1
Code 5) originating fromthe | WAFTR, the IwB4 interprets this to nean
that no matching entry in the | WAFTR s bi ndi ng tabl e has been found,
so the I Pv4 payload is not being forwarded by the | wAFTR. The |wB4
MAY then re-initiate the dynanmic port-restricted provisioning
process. The IwB4's re-initiation policy SHOULD be configurabl e.

On receipt of such an ICWP error nessage, the |wB4 MJST validate the
source address to be the sane as the | wAFTR address that is
configured. |In the event that these addresses do not nmatch, the |wB4
MUST di scard the | CMP error nmessage

In order to prevent forged | CVP nessages (using the spoofed | wAFTR
address as the source) frombeing sent to | wB4s, the operator can
i mpl ement network ingress filtering as described in [ RFC2827].

The DNS consi derations described in Sections 5.5 and 6.4 of [RFC6333]

apply to Lightweight 4over6; |w4o6 inplenentations MJUST conply with
all requirenents stated there
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5.2. Lightwei ght B4 Data-Pl ane Behavi or

Several sections of [RFC6333] provide background information on the
B4’ s data-plane functionality and MJUST be inplenented by the |wB4, as
they are conmon to both solutions. The relevant sections are:

5.2 Encapsul ati on Covering encapsul ati on and
decapsul ati on of tunneled traffic

5.3 Fragnentati on and Reassenbly Covering MIU and fragnentation
consi derations (referencing
[ RFC2473])

7.1 Tunneling Covering tunneling and Traffic
G ass mappi ng between | Pv4 and | Pv6
(referencing [ RFC2473]). Al so see
[ RFC2983]

The | wB4 el enent performs | Pv4 address translation (NAPT44) as well
as encapsul ation and decapsul ation. |t runs standard NAPT44

[ RFC3022] using the allocated port-restricted address as its external
| Pv4 address and range of source ports.

The working flow of the IwB4 is illustrated in Figure 4.

B - +
| | wB4 |
A + IPv4 |------ R | IPv4-in-1Pv6 +---------- +
[1Pv4 LAN ------- >| | Encap.|-------------- >| Confi gured
| [ <------- | NAPT | or [<-------------- | | wWAFTR
R + | | Decap. | R +
S S +

Figure 4: Working Flow of the w4

Hosts connected to the custoner’s network behind the |wB4 source | Pv4
packets with an [RFC1918] address. Wen the |wB4 receives such an

| Pv4 packet, it performs a NAPT44 function on the source address and
port by using the public IPv4 address and a port nunber fromthe

all ocated port set. Then, it encapsul ates the packet with an |IPv6
header. The destination IPv6 address is the |wWAFTR s | Pv6 address
and the source IPv6 address is the |wB4's | Pv6 tunnel endpoint
address. Finally, the IwB4 forwards the encapsul ated packet to the
configured | wAFTR
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When the | wB4 receives an | Pv4-in-1Pv6 packet fromthe | WAFTR, it
decapsul ates the | Pv4 packet fromthe | Pv6 packet. Then, it performns
NAPT44 transl ation on the destination address and port, based on the
available information in its |ocal NAPT44 table.

If the I Pv6 source address does not match the configured | wAFTR
address, then the packet MJST be discarded. |If the decapsul ated |Pv4
packet does not match the |wB4’s configuration (i.e., invalid
destination |IPv4 address or port), then the packet MJST be dropped.
An | CWPv4 error nessage (Type 3, Code 13 -- Destination Unreachabl e,
Conmmruni cati on Admini stratively Prohibited) MAY be sent back to the

| WAFTR.  The | CVP policy SHOULD be confi gurable

The IwB4 is responsible for perform ng Application Layer Gateway
(ALG functions (e.g., SIP, FTP) and other NAPT traversal mechani sms
(e.g., Universal Plug and Play (UPnP) IGD (Internet Gateway Device),
the NAT Port Mapping Protocol (NAT-PMP), manual binding
configuration, PCP) for the internal hosts, if necessary. This
requirenent is typical for NAPT44 gateways avail abl e today.

It is possible that an |wB4 is co-located in a host. |In this case,
the functions of NAPT44 and encapsul ati on/ decapsul ati on are
i npl enent ed i nside the host.

5.2.1. Fragnentation Behavior

For TCP and UDP traffic, the NAPT44 inplenented in the |wB4 MJST
conformto the behavior and best current practices docunented in

[ RFCA787], [RFC5508], and [RFC5382]. |If the IwB4 supports the

Dat agr am Congestion Control Protocol (DCCP), then the requirenents in
[ RFC5597] MUST be i npl enent ed.

The NAPT44 in the IwB4 MJST inplenent | CMP nmessage handling behavi or
conform ng to the best current practice docunmented in [RFC5508]. |If
the IwB4 receives an ICMP error (for errors detected inside the IPv6
tunnel), the node relays the ICVP error nessage to the origina
source (the WAFTR). This behavi or SHOULD be i npl enent ed conforning
to Section 8 of [RFC2473].

If 1Pv4 hosts behind different |wB4s sharing the sanme | Pv4 address
send fragnents to the sanme | Pv4 destination host outside the

Li ght wei ght 4over6 donain, those hosts nay use the sane | Pv4
fragmentation identifier, resulting in incorrect reassenbly of the
fragments at the destination host. Gven that the | Pv4 fragmentation
identifier is a 16-bit field, it could be used simlarly to port
ranges: An IwB4 could rewite the IPv4 fragnmentation identifier to be
withinits allocated port set, if the resulting fragnent identifier
space is large enough related to the rate at which fragnents are
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sent. However, splitting the identifier space in this fashion would
i ncrease the probability of reassenbly collision for all connections
through the IwB4. See also Section 5.3.1 of [RFC6864].

6. Lightweight AFTR Behavi or
6.1. Binding Tabl e Mintenance

The | wAFTR mai nt ai ns an address bi nding tabl e containing the binding
between the |wB4's | Pv6 address, the allocated | Pv4 address, and the
restricted port set. Unlike the DS-Lite extended binding table,
which is a 5-tuple NAPT table and is defined in Section 6.6 of

[ RFC6333], each entry in the Lightweight 4over6 binding table
contains the follow ng 3-tuples:

o0 |Pv6 address for a single |wB4
o Public IPv4 address
0 Restricted port set

The entry has two functions: the | Pv6 encapsul ati on of inbound
| Pv4 packets destined to the |wB4 and the validation of outbound
| Pv4-in-1Pv6 packets received fromthe |wB4 for decapsul ation

The | wAFTR does not perform NAPT and so does not need session
entries.

The | wAFTR MUST synchroni ze the binding information with the
port-restricted address provisioning process. |f the | WAFTR does not
participate in the port-restricted address provisioning process, the
bi ndi ng MJUST be synchroni zed through ot her nmethods (e.g., out-of-band
static update).

If the | WAFTR participates in the port-restricted provisioning
process, then its binding table MJST be created as part of this
process.

For all provisioning processes, the lifetime of binding table entries
MUST be synchronized with the lifetime of address allocations.
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6.2. | wWAFTR Dat a- Pl ane Behavi or

Several sections of [RFC6333] provide background information on
the AFTR s data-plane functionality and MJUST be inpl enented by the
| WAFTR, as they are comon to both solutions. The rel evant
sections are:

6.2 Encapsul ati on Covering encapsul ati on and
decapsul ati on of tunneled traffic

6.3 Fragnentati on and Reassenbly Fragnentation and reassenbly
consi derations (referencing
[ RFC2473])

7.1 Tunneling Covering tunneling and Traffic
O ass mappi ng between | Pv4 and | Pv6
(referencing [ RFC2473]). Al so see
[ RFC2983]

When the | WAFTR receives an | Pv4d-in-1Pv6 packet froman IwB4, it
decapsul ates the | Pv6 header and verifies the source addresses and
port in the binding table. |If both the source IPv4 and | Pv6
addresses match a single entry in the binding table and the source
port is in the allowed port set for that entry, the | wAFTR forwards
the packet to the | Pv4 destination

If no match is found (e.g., no matching | Pv4 address entry, port out
of range), the I wAFTR MUST discard or inplenent a policy (such as
redirection) on the packet. An ICWPv6 Type 1, Code 5 (Destination
Unreachabl e, source address failed i ngress/egress policy) error
message MAY be sent back to the requesting IwB4. The |CWP policy
SHOULD be confi gurabl e.

When the | WAFTR recei ves an i nbound | Pv4 packet, it uses the |IPv4
destination address and port to |l ook up the destination |wB4's | Pv6
address inits binding table. |If a match is found, the | wAFTR
encapsul ates the | Pv4 packet. The source is the IWAFTR s | Pv6
address, and the destination is the IwB4's | Pv6 address fromthe
mat ched entry. Then, the | wAFTR forwards the packet to the |wB4
natively over the |Pv6 network.

If no mtch is found, the | WAFTR MJUST di scard the packet. An |Cwv4

Type 3, Code 1 (Destination Unreachable, Host Unreachable) error
nmessage MAY be sent back. The I CWP policy SHOULD be configurable
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The | WAFTR MUST support hairpinning of traffic between two | wB4s, by
perform ng decapsul ati on and re-encapsul ati on of packets from one
IwB4 that need to be sent to another |wB4 associated with the sanme
AFTR.  The hairpi nning policy MJST be configurable.

7. Additional |Pv4 Address and Port-Set Provisioning Mechani sns

In addition to the DHCPv6-based nechani sm descri bed in Section 5.1,
several other |Pv4 provisioning protocols have been suggested. These
protocol s MAY be inplemented. These alternatives include

o DHCPv4 over DHCPv6: [RFC7341] describes inpl enenti ng DHCPv4
messages over an | Pv6-only service provider’s network. This
enabl es | easing of |Pv4 addresses and nakes DHCPv4 options
avail able to the DHCPv4-over-DHCPv6 client. An |wB4 NMNAY i npl enent
[ RFC7341] and [Dyn-Shared-v4Alloc] to retrieve a shared | Pv4
address with a set of ports.

0 PCP [RFC6887]: an IwB4 MAY use [PCP-PORT_SET] to retrieve a
restricted | Pv4 address and a set of ports.

In a Lightweight 4over6 donmin, the binding information MJST be
synchroni zed across the |wB4s, the | wAFTRs, and the provi sioning
server.

To prevent interworking conplexity, it is RECOWENDED that an
operator use a single provisioning nechanism/ protocol for their
i npl ementation. In the event that nore than one provisioning
mechani sm/ protocol needs to be used (for exanple, during a
mgration to a new provisioning nechani sm, the operator SHOULD
ensure that each provisioning nechani smhas a discrete set of
resources (e.g., |Pv4 address/PSID pools, as well as | wAFTR tunne
addresses and bi ndi ng tables).

8. I CWP Processing

For both the | WAFTR and the |wB4, | CVWPv6 MJST be handl ed as descri bed
in [ RFC2473].

| CMPv4 does not work in an address-sharing environnent w thout
speci al handling [ RFC6269]. Due to the port-set style of address
sharing, Lightweight 4over6 requires specific |ICVWP nessage handling
not required by DS-Lite.
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8.1. |1CwWv4 Processing by the | wAFTR

For inbound | CMP nessages, the follow ng behavior SHOULD be
i npl emented by the |wWAFTR to provide | CVWP error handling and basic
renote | Pv4 service diagnostics for a port-restricted CPE:

1. Check the | CWP Type field.

2. If the ICWP Type field is set to 0 or 8 (echo reply or request),
then the | WAFTR MUST take the value of the ICW ldentifier field
as the source port and use this value to | ook up the binding
table for an encapsul ation destination. |If a match is found, the
| WAFTR forwards the | CMP packet to the I Pv6 address stored in the
entry; otherw se, it MJST discard the packet.

3. If the ICMP Type field is set to any other value, then the | wAFTR
MUST use the nethod described in REQ 3 of [ RFC5508] to |ocate the
source port within the transport-layer header in the | CW
packet’s data field. The destination |IPv4 address and source
port extracted fromthe | CMP packet are then used to make a
| ookup in the binding table. If a match is found, it MJST
forward the 1CVWP reply packet to the I Pv6 address stored in the
entry; otherwise, it MJST discard the packet.

O herwi se, the | WAFTR MUST di scard all inbound | CMPv4 nessages.
The | CWP policy SHOULD be confi gurable.
8.2. 1CwWv4 Processing by the w4

The |wB4 MJST inpl enent the requirenents defined in [ RFC5508] for

| CWP forwarding. For |CWMP echo request packets originating fromthe
private | Pv4 network, the |wB4 SHOULD i npl enent the method descri bed
in [ RFC6346] and use an available port fromits port set as the |ICW
identifier.

9. Security Considerations

As the port space for a subscriber shrinks due to address sharing,
the randommess for the port nunbers of the subscriber is decreased
significantly. This nmeans that it is nuch easier for an attacker to
guess the port nunber used, which could result in attacks ranging
fromthroughput reduction to broken connections or data corruption

The port set for a subscriber can be a set of contiguous ports or
non- conti guous ports. Contiguous port sets do not reduce this
threat. However, with non-contiguous port sets (which may be
generated in a pseudorandom way [ RFC6431]), the randomess of the
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10.

10.

port nunber is inproved, provided that the attacker is outside the
Li ght wei ght 4over6 domain and hence does not know the port-set
generation al gorithm

The | WAFTR MUST rate-limt | CMPv6 error nessages (see Section 5.1) to
def end agai nst DoS attacks generated by an abuse user.

More consi derations about |P address sharing are discussed in
Section 13 of [RFC6269], which is applicable to this solution.

Thi s docunent describes a nunber of different protocols that may be
used for the provisioning of |wio6. |n each case, the security
considerations relevant to the provisioning protocol are al so

rel evant to the provisioning of |wlo6 using that protocol. [|w406
does not add any other security considerations specific to these
provi si oni ng protocol s.
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