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Port Control Protocol (PCP) Proxy Function

Abstract

Thi s docunent specifies a new Port Control Protocol (PCP) functiona
el ement: the PCP proxy. The PCP proxy relays PCP requests received
fromPCP clients to upstream PCP server(s). A typical depl oynent
usage of this function is to help establish successful PCP

communi cations for PCP clients that cannot be configured with the
address of a PCP server |ocated nore than one hop away.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc7648
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Copyright Notice

Copyright (c) 2015 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1. Introduction

Thi s docunent defines a new Port Control Protocol (PCP) [RFC6887]
functional elenent: the PCP proxy. As shown in Figure 1, the

PCP proxy is logically equivalent to a PCP client back-to-back with a
PCP server. The "glue" between the two is what is specified in this
docunent. Qher than that "glue", the server and the client behave
exactly like their regular counterparts.

The PCP proxy is responsible for relaying PCP nessages received from
PCP clients to upstream PCP servers and vice versa

Whet her or not the PCP proxy is co-located with a flow aware function
(e.g., NAT, firewall) is deploynent specific.

Hom - - + T Hom - - + Hom - - +

|[Cient|------- :-| Server|Cient|-:----]| Server

Foonnnn + S Sy Foonnnn + Foonnnn +
Pr oxy

Figure 1: Reference Architecture

Thi s docunent assunmes a hop-by-hop PCP aut hentication schene. That
is, referring to Figure 1, the leftnost PCP client authenticates with
the PCP proxy, while the PCP proxy authenticates with the upstream
server. Note that in sonme deploynments, PCP authentication may only
be enabl ed between the PCP proxy and an upstream PCP server (e.g., a
custoner prenises host may not authenticate with the PCP proxy, but
the PCP proxy nay authenticate with the PCP server). The hop-by-hop
aut hentication schenme is nore suitable froma depl oynent standpoint.
Furthernmore, it allows inplenentations to easily support a PCP proxy
that alters PCP nessages (e.g., strips a PCP option, nodifies a

PCP field).
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1.1. Use Case: The NAT Cascade

In today’s world, with public routable |IPv4 addresses beconing |ess
readily available, it is increasingly common for custoners to receive
a private address fromtheir Internet Service Provider (1SP), and the
| SP uses a NAT gateway of its own to translate those packets before
sendi ng themout onto the public Internet. This nmeans that there is
likely to be nore than one NAT on the path between client nachines
and the public Internet:

o If aresidential custoner receives a translated address fromtheir
ISP and then installs their own residential NAT gateway to share
that address between nultiple client devices in their home, then
there are at |east two NAT gateways on the path between client
devices and the public Internet.

o |If a nobile phone custonmer receives a translated address from
their nobile phone carrier and uses "Personal Hotspot" or
"Internet Sharing" software on their nobile phone to nake Wrel ess
LAN (WLAN) Internet access available to other client devices, then
there are at |east two NAT gateways on the path between those
client devices and the public Internet.

o |If a hotel guest connects a portable W.LAN gateway to their hotel
roomis Ethernet port to share their roonms Internet connection
bet ween their phone and their |aptop conputer, then packets from
the client devices nay traverse the hotel guest’s portable NAT
the hotel network’s NAT, and the |1SP's NAT before reaching the
public Internet.

While it is possible, in theory, that client devices could sonmehow

di scover all the NATs on the path and comruni cate with each one
separately using PCP [ RFC6887], in practice it is not clear how
client devices would reliably learn this information. Since the NAT
gateways are installed and operated by different individuals and
organi zations, no single entity has know edge of all the NATs on the
path. Also, even if a client device could sonehow know all the NATs
on the path, requiring a client device to communi cate separately with
all of theminposes unreasonable conplexity on PCP clients, many of
whi ch are expected to be sinple | ow cost devices.

In addition, this goes against the spirit of NAT gateways. The nmin
purpose of a NAT gateway is to nake nultiple downstream client

devi ces appear, fromthe point of view of everything upstream of the
NAT gateway, to be a single client device. In the same spirit, it
makes sense for a PCP-capabl e NAT gateway to nmake multiple downstream
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client devices requesting port mappi ngs appear, fromthe point of
vi ew of everything upstream of the NAT gateway, to be a single client
devi ce requesting port mappings.

1.2. Use Case: The PCP Rel ay

Anot her envi si oned use case of the PCP proxy is to hel p establish
successful PCP comuni cations for PCP clients that cannot be
configured with the address of a PCP server |ocated nore than one hop
away. A PCP proxy can, for instance, be enbedded in a CPE (Custoner
Prem ses Equi prent) while the PCP server is located in a network
operated by an ISP. This is illustrated in Figure 2.

+om oo +
|[Cdient]|--+
[ + +--- - - + [ +
+--| Proxy|-------- <I SP network>---------- | Server
S e + S e + S e +
[Cient]|--+ CPE
R e +
|
LAN

Figure 2: PCP Relay Use Case

Thi s works because the proxy's server side is listening on the
address used as a default gateway by the clients. The clients use
that address as a fallback when di scovering the PCP server’s address.
The proxy picks up the requests and forwards them upstreamto the

| SP's PCP server, with whose address it has been provisioned through
regul ar PCP client provisioning nmeans.

This particul ar use case assunes that provisioning the server’s
address on the CPE is feasible while doing it on the clients in the
LAN is not, which is what nakes the PCP proxy val uabl e.

An alternative way to contact an upstream PCP server that nay be
several hops away is to use a well-known anycast address

[ PCP- ANYCAST], but that techni que can be problematic when nmultiple
PCP servers are to be contacted [ PCP- DEPLOY].

2. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMVENDED', "MAY", and

"OPTIONAL" in this docunment are to be interpreted as described in
"Key words for use in RFCs to Indicate Requirenent Levels" [RFC2119].
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Where this docunent uses the terns "upstreant and "downstreant, the
term"upstream refers to the direction outbound packets trave
towards the public Internet, and the term"downstream' refers to the
direction i nbound packets travel fromthe public Internet towards
client systens. Typically, when a hone user views a web site, their
conput er sends an out bound TCP SYN packet upstream towards the public
Internet, and an i nbound downstream TCP SYN ACK reply conmes back from
the public Internet.

3. Operation of the PCP Proxy

Upon recei pt of a PCP napping-creation request froma downstream

PCP client, a PCP proxy first examines its |local mapping table to see
if it already has a valid active mappi ng matching the interna

address and internal port (and in the case of PEER requests, the
renote peer) given in the request.

If the PCP proxy does not already have a valid active mapping for
this mappi ng-creation request, then it allocates an avail able port on
its external interface. W assune for the sake of this description
that the address of its external interface is itself a private
address, subject to translation by an upstream NAT. The PCP proxy
then constructs an appropriate corresponding PCP request of its own
(as described below) and sends it to its upstream NAT, and the newy
created |l ocal mapping is considered tenporary until a confirnng
reply is received fromthe upstream PCP server

If the PCP proxy does already have a valid active mapping for this
mappi ng-creation request and the lifetine remaining on the |oca
mapping is at least 3/4 of the lifetinme requested by the PCP client,
then the PCP proxy SHOULD send an i nmedi ate reply giving the

out ernost external address and port (previously |earned using PCP
recursively, as described below and the actual lifetine renaining
for this mapping. If the lifetine remaining on the local mapping is
less than 3/4 of the lifetime requested by the PCP client, then the
PCP proxy MJUST generate an upstreamrequest as descri bed bel ow

For mappi ng-del etion requests (lifetime = 0), the local mapping, if
any, is deleted, and then (regardl ess of whether or not a loca
mappi ng exi sted) a correspondi ng upstreamrequest i s generated.

The PCP proxy knows the destination | P address for its upstream

PCP request using the sane neans that are available for provisioning
a PCP client. In particular, the PCP proxy MJST foll ow the procedure
defined in Section 8.1 of the PCP specification [ RFC6887] to discover
its PCP server. This does not preclude other neans from being used
in addition.

Perreault, et al. St andards Track [ Page 6]



RFC 7648 PCP Pr oxy Sept ember 2015

In the upstream PCP request:

0 The PCP client’s IP address and internal port are the PCP proxy’s
own external address and port just allocated for this mapping.

0 The suggested external address and port in the upstream
PCP request SHOULD be copied fromthe original PCP request. On a
typical renewal request, this will be the outernost externa
address and port previously learned by the client.

0 The requested lifetime is as requested by the client if it falls
within the acceptable range for this PCP server; otherw se, it
SHOULD be capped to appropriate mni rumand nmaxi num val ues
configured for this PCP server.

o The mappi ng nonce is copied fromthe original PCP request.

o For PEER requests, the renote peer |IP address and port are copied
fromthe original PCP request.

Upon receipt of a PCP reply giving the outernost (i.e., publicly

rout abl e) external address, port, and lifetine, the PCP proxy records
this information in its own mapping table and relays the information
to the requesting dowmnstream PCP client in a PCP reply. The

PCP proxy therefore records, anong other things, the foll ow ng
information in its mapping table:

o Cdient’s internal address and port.
0 External address and port allocated by this PCP proxy.

0 CQuternost external address and port allocated by the upstream
PCP server.

o Mapping lifetine (also dictated by the upstream PCP server).
o Mappi ng nonce.
In the downstream PCP reply:

o The lifetime is as granted by the upstream PCP server, or less if
the granted lifetinme exceeds the maxinumlifetine this PCP server
is configured to grant. |If the proxy chooses to grant a
downstream lifetine greater than the lifetine granted by the
upstream PCP server (which is NOT RECOWENDED), then this
PCP proxy MJST take responsibility for renew ng the upstream
mappi ng itself.
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3.

1

The Epoch Tine is this PCP proxy’'s Epoch Tinme, not the Epoch Tine
of the upstream PCP server. Each PCP server has its own

i ndependent Epoch Tinme. However, if the Epoch Tinme received from
the upstream PCP server indicates a loss of state in that

PCP server, the PCP proxy can either (1) recreate the |ost

mappi ngs itself or (2) reset its own Epoch Tine to cause its
downstreamclients to performsuch state repairs thenselves. A
PCP proxy MJUST NOT sinply copy the upstream PCP server’s

Epoch Tine into its downstream PCP replies, because if it suffers
its own state loss it needs the ability to comunicate that state
loss to clients. Thus, each PCP server has its own independent
Epoch Tine. However, as a conveni ence, a downstream PCP proxy nay
sinmply choose to reset its own Epoch Tine whenever it detects that
its upstream PCP server has lost state. Thus, in this case, the
PCP proxy’'s Epoch Tinme always resets whenever its upstream

PCP server loses state; it may reset at other times as well

The mapping nonce is copied fromthe reply received fromthe
upstream PCP server

The assigned external port and assigned external |P address are
copied fromthe reply received fromthe upstream PCP server (i.e.
they are the outernost external |IP address and port, not the

| ocal ly assigned external address and port). By recursive
application of this procedure, the outernost external |IP address
and port are relayed fromthe outernopst NAT, through one or nore
i ntervening PCP proxies, until they ultimately reach the
downstream client.

For PEER requests, the renote peer |P address and port are copied
fromthe reply received fromthe upstream PCP server.

Optim zed Hairpin Routing

A PCP proxy SHOULD i npl enent optimzed hairpin routing. Wat this
means is the foll ow ng:

(o]

If a PCP proxy observes an outgoing packet arriving on its
internal interface that is addressed to an external address and
port appearing in the NAT gateway’s own mapping table, then the
NAT gat eway SHOULD (after creating a new outbound mapping if one
does not already exist) rewite the packet appropriately and
deliver it to the internal client to which that external address
and port are currently all ocated.
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o Simlarly, if a PCP proxy observes an outgoi ng packet arriving on
its internal interface that is addressed to an *outernost*
external address and port appearing in the NAT gateway’'s own
mappi ng table, then the NAT gateway SHOULD do as descri bed above:
create a new out bound mapping if one does not already exist, and
then rewite the packet appropriately and deliver it to the
internal client to which that outernopst external address and port
are currently allocated. This is not necessary for successful
conmuni cation, but it provides efficiency. Wthout this optim zed
hai rpin routing, the packet will be delivered all the way to the
out er rost NAT gateway, which will then perform standard hairpin
translation and send it back. Using know edge of the outernost
external address and port, this rewiting can be anticipated and
performed locally. This rewiting technique will typically offer
hi gher throughput and | ower |atency than sending packets all the
way to the outernost NAT gateway and back

Note that traffic counters maintai ned by an upstream PCP server wl|
differ fromthe counters of a PCP proxy inplenenting optinized
hai rpin routing.

3.2. Ternmination of Recursion

Any recursive algorithmneeds a nechanismto terninate the recursion
at the appropriate point. This term nation of recursion can be
achieved in a variety of ways. The follow ng (non-exhaustive)
exanpl es are provided for illustration purposes:

0 An ISP's PCP-controll ed gateway (which may enbed a NAT, firewall
or any function that can be controlled with PCP) could be
configured to know that it is the outernost PCP-controlled
gat eway, and consequently it does not need to relay PCP requests
upst ream

0 A PCP-controlled gateway could determne automatically that if its
external address is not one of the known private addresses
[ RFC1918] [ RFC6598], then its external address is a public
routable | P address, and consequently it does not need to rel ay
PCP requests upstream

0 Recursion nmay be termnated if there is no explicit list of
PCP servers configured (nmanually, using DHCP [ RFC7291], or
otherwise) or if its default router is not responsive to
PCP requests.

0 Recursion may also be ternminated if the upstream PCP-controlled
devi ce does not enbed a PCP proxy.
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3.3. Source Address for PCP Requests Sent Upstream

As with a regular PCP server, the PCP-controlled device can be a NAT,
a firewall, or even sone sort of hybrid. |In particular, a PCP proxy
that sinply relays all requests upstream can be thought of as the
degenerate case of a PCP server controlling a wi de-open firewall
back-to-back with a regular PCP client.

One inmportant property of the PCP-controlled device will affect the
PCP proxy’'s behavior: when the proxy’s server part instructs the
device to create a mapping, that mapping’ s external address may or
may not be one that belongs to the proxy node.

0 Wien the napping’s external address belongs to the proxy node, as
woul d presumably be the case for a NAT, then the proxy' s client
si de sends out an upstream PCP request using the mapping’ s
external | P address as the source.

0 Wien the nmapping’s external address does not belong to the proxy
node, as would presunably be the case for a firewall, then the
proxy’'s client side needs to install upstream mappi ngs on behal f
of its downstreamclients. To do this, it MJST insert a
THI RD_PARTY option in its upstream PCP request carrying the
mappi ng’ s external address.

Note that hybrid PCP-controlled devices may create NAT-1i ke nappi ngs
in sone circunstances and firewall-1ike mappings in others. A proxy
controlling such a device would adjust its behavior dynam cally,
dependi ng on the kind of mapping created.

3. 4. Unknown Opcodes and Options
3.4.1. No NAT Is Co-located with the PCP Proxy

When no NAT is co-located with the PCP proxy, the port nunbers

i ncluded in received PCP nessages (fromthe PCP server or

PCP client(s)) are not altered by the PCP proxy. The PCP proxy
relays to the PCP server unknown options and Opcodes because there is
no reachability failure risk

3.4.2. PCP Proxy Co-located with a NAT Function

By default, the proxy MJST relay unknown Opcodes and mandat ory-to-
process unknown options. Rejecting unknown options and Opcodes has
t he drawback of preventing a PCP client from naking use of new
capabilities offered by the PCP server but not supported by the
PCP proxy, even if no | P address and/or port is included in the
opti on/ Opcode.
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Because PCP nessages with an unknown Opcode or nmandatory-to-process
unknown options can carry a hidden internal address or internal port
that will not be translated, a PCP proxy MJST be configurable to

di sabl e rel ayi ng unknown Opcodes and mandat ory-t o- process unknown
options. If the PCP proxy is configured to disable relaying unknown
Opcodes and nandat ory-t o- process unknown options, the PCP proxy MJST
behave as foll ows:

0 a PCP proxy co-located with a NAT MJST reject, via an
UNSUPP_OPCODE error response, a received request with an unknown
Opcode.

0 a PCP proxy co-located with a NAT MJST reject, via an
UNSUPP_OPTI ON error response, a received request with a nmandatory-
t o- process unknown option

3.5. Mapping Repair

ANNOUNCE requests received fromPCP clients are handled | ocally; as
such, these requests MJST NOT be relayed to the provisioned
PCP server.

Upon recei pt of an unsolicited ANNOUNCE response froma PCP server
the PCP proxy proceeds to renew the nmappi ngs and checks to see

whet her or not there are changes conpared to a |local cache if it is
mai nt ai ned by the PCP proxy. |f no change is detected, no
unsol i cited ANNOUNCE is generated towards PCP clients. |f a change
is detected, the PCP proxy MJIST generate unsolicited ANNOUNCE
message(s) to appropriate PCP clients. |If the PCP proxy does not
mai ntain a |l ocal cache for the nappings, unsolicited nulticast
ANNOUNCE nessages are sent to PCP clients.

Upon change of its external |IP address, the PCP proxy SHOULD renew
the mappings it maintained. |If the PCP server assigns a different
external port, the PCP proxy SHOULD foll ow the PCP mapping repair
procedure [ RFC6887]. This can be achieved only if a full state table
i s maintained by the PCP proxy.

3.6. Miltiple PCP Servers
A PCP proxy MAY handle multiple PCP servers at the sane tine. Each
PCP server is associated with its own epoch value. PCP clients are
not aware of the presence of multiple PCP servers.
Fol  owi ng the PCP Server Selection process [RFC7488], if severa

PCP servers are configured to the PCP proxy, it will contact in
parallel all these PCP servers
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5.

5.

In sone contexts (e.g., PCP-controlled Carrier-Gade NATs (CQA\s)),
the PCP proxy MAY | oad-bal ance the PCP clients anpbng avail abl e
PCP servers. The PCP proxy MJST ensure that requests of a given
PCP client are relayed to the same PCP server.

The PCP proxy MAY rely on sone fields (e.g., Zone-ID [PCP-ZONES]) in
the PCP request to redirect the request to a given PCP server

Security Considerations

The PCP proxy MJST follow the security considerations detailed in the
PCP specification [ RFC6887] for both the client and server side.

Section 3.3 specifies the cases where a TH RD_PARTY option is
inserted by the PCP proxy. In those cases, ways to prevent a
mal i ci ous user from creating mappi ngs on behalf of a third party nust
be enpl oyed as discussed in Section 13.1 of the PCP specification

[ RFC6887]. In particular, TH RD _PARTY options MJST NOT be enabl ed
unl ess the network on which the PCP nessages are to be sent is fully
trusted (via physical or cryptographic security, or both) -- for
exanple, if access control lists (ACLs) are installed on the

PCP proxy, the PCP server, and the network between them so that those
ACLs allow only comunications froma trusted PCP proxy to the

PCP server.

A received request carrying an unknown Opcode or option SHOULD be
dropped (or, in the case of an unknown option that is not nandatory
to process, the option SHOULD be renpved) if it is not conpatible
Wi th security controls provisioned to the PCP proxy.

The devi ce enbeddi ng the PCP proxy MAY bl ock PCP requests directly
sent to the upstream PCP server(s). This can be enforced using ACLs.
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