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Abstr act

Thi s docunent provides a nechanismto address issues that arise when
TCP is used for traffic that exhibits periods where the sending rate

is limted by the application rather than the congestion wi ndow. It
provi des an experinental update to TCP that allows a TCP sender to
restart quickly following a rate-limted interval. This nethod is

expected to benefit applications that send rate-limted traffic using
TCP while also providing an appropriate response if congestion is
experi enced.

Thi s docunent al so eval uates the Experinmental specification of TCP
Congesti on W ndow Validation (CW) defined in RFC 2861 and concl udes
that RFC 2861 sought to address inportant issues but failed to
deliver a widely used solution. This docunent therefore reclassifies
the status of RFC 2861 from Experinental to Historic. This docunent
obsol etes RFC 2861.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This docunent is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
comunity. |t has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l docunents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc7661
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1

I ntroduction

TCP is used for traffic with a range of application behaviours. The
TCP congestion wi ndow (cwnd) controls the maxi mum nunber of

unacknow edged packets/bytes that a TCP fl ow may have in the network
at any tine, a value known as the FlightSize [ RFC5681]. FlightSize
is a neasure of the volune of data that is unacknow edged at a
specific time. A bulk application will always have data available to
transmit. The rate at which it sends is therefore linited by the
maxi mum pernitted by the receiver adverti sed wi ndow and the sender
congestion wi ndow (cwnd). The FlightSize of a bulk flow increases
with the cwnd and tracks the volune of data acknow edged in the | ast
Round-Trip Tine (RTT).

In contrast, a rate-linmted application will experience periods when
the sender is either idle or unable to send at the maxi mumrate
permtted by the cwnd. In this case, the volune of data sent
(Fl'ightSi ze) can change significantly fromone RTT to anot her and can
be nmuch I ess than the cwnd. Hence, it is possible that the
FlightSize could significantly exceed the recently used capacity.

The update in this docunent targets the operation of TCP in such
rate-limted cases.

Standard TCP states that a TCP sender SHOULD set cwnd to no nore than
the Restart Wndow (RW before beginning transnission if the TCP
sender has not sent data in an interval exceeding the retransm ssion
timeout, i.e., when an application beconmes idle [ RFC5681]. [RFC2861]
notes that this TCP behavi our was not always observed in current

i npl ementations. Experinments confirmthis to still be the case (see
[Bi s08]).

Congesti on Wndow Validation (CW) [RFC2861] introduced the term
"application-limted period" for the tinme when the sender sends |ess
than is allowed by the congestion or receiver wi ndows. [RFC2861]
described a nethod that inproved support for applications that vary
their transmission rate, i.e., applications that either have (short)
i dl e periods between transm ssions or change the rate at which they
send. These applications are characterised by the TCP FlightSize
often being less than the cwnd. Many Internet applications exhibit
thi s behaviour, including web browsing, HITP-based adaptive
stream ng, applications that support query/response type protocols,
network file sharing, and live video transnission. Many such
applications currently avoid using long-lived (persistent) TCP
connections (e.g., servers that use HTTP/ 1.1 [ RFC7230] typically
support persistent HTTP connections but do not enable this by
default). Instead, such applications often either use a succession
of short TCP transfers or use UDP
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Standard TCP does not inpose additional restrictions on the growth of
t he congesti on wi ndow when a TCP sender is unable to send at the

maxi rumrate allowed by the cwnd. In this case, the rate-linmted
sender may grow a cwnd far beyond that corresponding to the current
transmit rate, resulting in a value that does not reflect current

i nformati on about the state of the network path the flow is using.
Use of such an invalid cwnd may result in reduced application
performance and/or could significantly contribute to network
congesti on.

[ RFC2861] proposed a solution to these issues in an experinmenta

met hod known as CW. CW was intended to hel p reduce cases where TCP
accunul ated an invalid (inappropriately large) cwnd. The use and
drawbacks of using the CW algorithmdescribed in RFC 2861 with an
application are discussed in Section 2.

Section 3 defines relevant term nol ogy.

Section 4 specifies an alternative to CW that seeks to address the
same i ssues but does so in a way that is expected to nmitigate the

i npact on an application that varies its sending rate. The updated
met hod applies to the rate-limted conditions (including both
application-limted and idle senders).

The goals of this update are:

0 To not change the behaviour of a TCP sender that perforns bul k
transfers that fully use the cwnd

0 To provide a nmethod that co-exists with standard TCP and ot her
flows that use this updated nethod.

0 To reduce transfer latency for applications that change their rate
over short intervals of tine.

0 To avoid a TCP sender growing a |arge "non-validated" cwnd, when
it has not recently sent using this cwnd.

0 To renove the incentive for ad hoc application or network stack
nmet hods (such as "padding") solely to maintain a | arge cwnd for
future transm ssion.

0 To provide an incentive for the use of long-lived connections
rat her than a succession of short-lived flows, benefiting both the
long-lived flows and other flows sharing capacity with these flows
when congestion i s encountered.
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Section 5 describes the rationale for selecting the safe period to
preserve the cwnd

1.1. Inplenmentation of New CW/

The nmet hod specified in Section 4 of this docunent is a sender-side-
only change to the TCP congestion control behavi our of TCP

The met hod creates a new protocol state and requires a sender to
determ ne when the cwnd is validated or non-validated to control the
entry and exit fromthis state (see Section 4.3). 1t defines how a
TCP sender nanages the growth of the cwnd using the set of rules
defined in Section 4.

I mpl ementation of this specification requires an inplementor to
define a nethod to neasure the avail abl e capacity using a set of

pi peACK sanpl es. The details of this neasurenent are inplenentation-
specific. An exanple is provided in Section 4.5.1, but other nethods
are pernmitted. A sender also needs to provide a nethod to determ ne
when it becomes cwnd-linmited. |Inplementation of this may require
consi deration of other TCP nethods (see Section 4.5.3).

A sender is also recomended to provide a nethod that controls the
maxi mum burst size (see Section 4.4.2). However, inplenentors are
allowed flexibility in howthis nethod is inplenented, and the choice
of an appropriate nmethod is expected to depend on the way in which
the sender stack inplenents other TCP nmet hods (such as TCP Segmnent
Ofload (TSO).

1.2. Standards Status of This Docunent

The document obsol etes the methods described in [ RFC2861]. It
reconmends a set of mechani snms, including the use of pacing during a
non-val i dated period. The updated nmechani sms are intended to have a
| ess aggressive congestion inpact than would be exhibited by a
standard TCP sender.

The specification in this docunent is classified as "Experinental"
pendi ng experience with deployed inplenmentations of the nethods.

2. Review ng Experience with TCP- CW

[ RFC2861] described a sinple nodification to the TCP congestion
control algorithmthat decayed the cwnd after the transition to a
"sufficiently-long" idle period. This used the slowstart threshold
(ssthresh) to save information about the previous value of the
congestion wi ndow. The approach rel axed the standard TCP behavi our
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for an idle session [RFC5681], which was intended to inprove
application performance. CW al so nodified the behavi our when a
sender transnitted at a rate less than all owed by cwnd.

[ RFC2861] proposed two sets of responses: one after an "application-
limted period" and one after an "idle period". Al though this

di stinction was argued, in practice, differentiating the two

condi tions was found problematic in actual networks (see, e.g.
[Bis1l0]). While this offered predictable performance for |ong on-off
periods (>>1 RIT) or slowy varying rate-based traffic, the
performance could be unpredictable for variable-rate traffic and
depended bot h upon whether an accurate RTT had been obtai ned and the
pattern of application traffic relative to the neasured RTT.

Many applications can and often do vary their transmi ssion over a

wi de range of rates. Using [RFC2861], such applications often
experienced varying performance, which nmade it hard for application
devel opers to predict the TCP | atency even when using a path with
stable network characteristics. W argue that an attenpt to classify
application behaviour as application-linmited or idle is problematic
and al so inappropriate. This docunent therefore explicitly avoids
trying to differentiate these two cases, instead treating all rate-
limted traffic uniformy

[ RFC2861] has been inplenented in sone nminstream operating systens
as the default behaviour [Bis08]. Analysis (e.g., [Bisl1l0] and

[ Fai 12]) has shown that a TCP sender using CW is able to use
avai |l abl e capacity on a shared path after an idle period. This can
benefit variable-rate applications, especially over |ong delay paths,
when conpared to the slowstart restart specified by standard TCP
However, CW would only benefit an application if the idle period
were | ess than several Retransnission Tinmeout (RTO intervals

[ RFC6298], since the behavi our would otherw se be the sane as for
standard TCP, which resets the cwnd to the TCP Restart Wndow after
this period.

To enabl e better perfornmance for variable-rate applications with TCP
some operating systens have chosen to support non-standard nethods,
or applications have resorted to "paddi ng" streans by sendi ng dunmy
data to rmaintain their sending rate when they have no data to
transmt. Although transmtting redundant data across a network path
provi des good evidence that the path can sustain data at the offered
rate, padding al so consunes network capacity and reduces the
opportunity for congestion-free statistical multiplexing. For

vari able-rate flows, the benefits of statistical nultiplexing can be
significant, and it is therefore a goal to find a viable alternative
to paddi ng streans.
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Experience with [ RFC2861] suggests that although the CW net hod
benefited the network in a rate-linmted scenario (reducing the
probability of network congestion), the behaviour was too
conservative for nmany comon rate-limted applications. This
mechani smdid not therefore offer the desirable increase in
application performance for rate-limted applications, and it is
uncl ear whether applications actually use this nmechanismin the
general |nternet.

Therefore, it was concluded that CW, as defined in [ RFC2861], was
often a poor solution for many rate-linmted applications. It had the
correct notivation but the wong approach to solving this problem

3. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

The document assunes familiarity with the terminol ogy of TCP
congestion control [RFC5681].

The follow ng additional term nology is introduced in this docunent:

o cwnd-limted: A TCP flow that has sent the nmaxi num nunber of
segnments pernitted by the cwnd, where the application utilises the
al l oned sending rate (see Section 4.5.3).

0 pipeACK sanple: A neasure of the volune of data acknow edged by
the network within an RTT.

0 pipeACK variable: A variable that neasures the available capacity
usi ng the set of pipeACK sanples (see Section 4.2).

0 pipeACK Sanpling Period: The maxi mum period that a neasured
pi peACK sanpl e may i nfluence the pi peACK vari abl e.

0o Non-validated phase: The phase where the cwnd reflects a previous
nmeasur enent of the avail able path capacity.

0 Non-validated period (NVP): The naxi mum period for which cwnd is
preserved in the non-validated phase.

0 Rate-linmted: A TCP flow that does not consune nore than one half
of cwnd and hence operates in the non-validated phase. This
i ncl udes periods when an application is either idle or chooses to
send at a rate less than the maxi numpermtted by the cwnd.
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4.

4.

4.

0 Validated phase: The phase where the cwnd reflects a current
estimate of the available path capacity.

A New Congestion W ndow Val i dati on Mt hod

This section proposes an update to the TCP congestion contro

behavi our during a rate-linted interval. This new nethod
intentionally does not differentiate between tines when the sender
has becone idle or chooses to send at a rate |l ess than the maxi num
al l oned by the cwnd.

In the non-validated phase, the capacity used by an application can
be less than that allowed by the TCP cwnd. This update all ows an
application to preserve a recently used cwnd while in the non-
val i dat ed phase and then to resunme transmi ssion at a previous rate
wi thout incurring the delay of slowstart. However, if the TCP
sender experiences congestion using the preserved cwnd, it is
required to inmedi ately reset the cwnd to an appropriate val ue
specified by the nethod. |f a sender does not take advantage of the
preserved cwnd within the non-validated period (NVP), the val ue of
cwnd i s reduced, ensuring the value better reflects the capacity that
was recently actually used.

It is expected that this update will satisfy the requirenents of nany
rate-limted applications and at the sanme tine provide an appropriate
met hod for use in the Internet. New CW reduces this incentive for
an application to send "paddi ng" data sinply to keep transport
congestion state.

The nmethod is specified in the foll ow ng subsections and is expected
to encourage applications and TCP stacks to use standards-based
congestion control nmethods. It may al so encourage the use of |ong-
Iived connections where this offers benefit (such as persistent
HTTP)

1. Initialisation

A sender starts a TCP connection in the validated phase and
initialises the pipeACK variable to the "undefined" value. This
val ue inhibits use of the value in cwnd cal cul ati ons.

2. Estimating the Validated Capacity Supported by a Path

[ RFC6675] defines "FlightSize", a variable that indicates the

i nst ant aneous anount of data that has been sent but not cumul atively
acknow edged. In this nmethod, a new variable "pi peACK" is introduced
to neasure the acknow edged size of the network pipe. This is used
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to determine if the sender has validated the cwnd. pipeACK differs
fromFlightSize in that it is evaluated over a wi ndow of acknow edged
data, rather than reflecting the anount of data outstandi ng.

A sender determnines a pi peACK sanpl e by neasuring the volune of data
that was acknow edged by the network over the period of a neasured
Round-Trip Tine (RTT). Using the variables defined in [ RFC6675], a
val ue coul d be neasured by caching the value of Hi ghACK and, after
one RTT, measuring the difference between the cached H ghACK val ue
and the current Hi ghACK value. A sender MAY count TCP DupACKs t hat
acknow edge new data when coll ecting the pi peACK sanple. O her

equi val ent nmethods may be used.

A sender is not required to continuously update the pipeACK variabl e
after each received ACK but SHOULD perform a pi peACK sanpl e at |east
once per RTT when it has sent unacknow edged segnents.

The pi peACK variable MAY consider nultiple pi peACK sanpl es over the
pi peACK Sanpling Period. The value of the pipeACK variable MJST NOT
exceed t he maxi mum (hi ghest value) w thin the pi peACK Sanpli ng
Period. This specification defines the pi peACK Sanpling Period as
Max(3*RTT, 1 second). This period enables a sender to conpensate for
| arge fluctuations in the sending rate, where there may be pauses in
transm ssion, and allows the pi peACK variable to reflect the | argest
recently nmeasured pi peACK sanpl e.

When no neasurenents are available (e.g., a sender that has just
started transmi ssion or inmediately after |oss recovery), the pipeACK
variable is set to the "undefined value". This value is used to
inhibit entering the non-validated phase until the first new

measur enent of a pi peACK sanple. (Section 4.5 provides exanpl es of

i mpl emrent ation.)

The pi peACK variable MIUST NOT be updated during TCP Fast Recovery.
That is, the sender stops collecting pi peACK sanpl es during | oss
recovery. The nethod RECOMMENDS enabling the TCP SACK option

[ RFC2018] and RECOWMENDS the met hod defined in [ RFC6675] to recover
m ssing segnents. This allows the sender to nore accurately
determ ne the number of mssing bytes during the | oss recovery phase,
and using this method will result in a nore appropriate cwnd

foll owi ng | oss.

Not e: The use of pipeACK rather than FlightSize can change the

behavi our of a TCP fl ow when a sender does not always have data

avail able to send. One exanple arises when there is a pause in
transm ssion after sending a sequence of many packets, and the sender
experiences loss at or near the end of its transm ssion sequence. In
this case, the TCP fl ow may have used a significant anount of
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capacity just prior to the loss (which would be reflected in the
vol ume of data acknow edged, recorded in the pi peACK variable), but
at the actual time of |oss, the nunber of unacknow edged packets in
flight (at the end of the sequence) nmay be snmall, i.e., there is a
smal |l FlightSize. After loss recovery, the sender resets its
congestion control state.

[ Fai 12] explored the benefits of different responses to congestion
for application-linmted streans. |f the response is based only on
the Loss FlightSize, the sender would assign a small cwnd and
ssthresh, based only on the volune of data sent after the |loss. Wen
the sender next starts to transmit, it can incur nmany RTTs of del ay
in slowstart before it reacquires its previous rate. Wen the

pi peACK value is also used to calculate the cwnd and ssthresh (as
specified in Section 4.4.1), the sender can use a value that also
reflects the recently used capacity before the loss. This prevents a
vari abl e-rate application frombeing unduly penalised. Wen the
sender resunes, it starts at one-half its previous rate, sinmlar to

t he behavi our of a bulk TCP flow [Hos15]. To ensure an appropriate
reaction to ongoi ng congestion, this method requires that the pipeACK
variable is reset after it is used in this way.

4.3. Preserving cwnd during a Rate-Limted Period

The updated net hod creates a new TCP sender phase that captures
whet her the cwnd reflects a validated or non-validated value. The
phases are defined as:

0o Validated phase: pipeACK >=(1/2)*cwnd, or pipeACK is undefined
(i.e., at the start or directly after loss recovery). This is the
normal phase, where cwnd is expected to be an approxinmate
i ndi cation of the capacity currently avail able al ong the network
path, and the standard nethods are used to increase cwnd
(currently, the standard nethods are described in [RFC5681]).

o Non-validated phase: pipeACK <(1/2)*cwnd. This is the phase where
the cwnd has a val ue based on a previous neasurenent of the
avai |l abl e capacity, and the usage of this capacity has not been
validated in the pi peACK Sanpling Period, that is, when it is not
known whet her the cwnd reflects the currently avail able capacity
al ong the network path. The mechani snms to be used in this phase
seek to deternine a safe value for cwnd and an appropriate
reaction to congestion.

Note: A threshold is needed to deternine whether a sender is in the
val i dated or non-validated phase. A standard TCP sender in slow
start is pernmitted to double its FlightSize fromone RIT to the next.
This notivated the choice of a threshold value of 1/2. This
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t hreshol d ensures a sender does not further increase the cwnd as |ong
as the FlightSize is less than (1/2*cwnd). Furthernore, a sender
with a FlightSize less than (1/2*cwnd) may, in the next RTT, be
permitted by the cwnd to send at a rate that nore than doubl es the

Fl i ght Si ze; hence, this case needs to be regarded as non-vali dat ed,
and a sender therefore needs to enploy additional nmechanisns while in
thi s phase

4.4. TCP Congestion Control during the Non-validated Phase

A TCP sender inplenmenting this specification MIST enter the non-
val i dat ed phase when the pipeACK is less than (1/2)*cwnd. (The note
at the end of Section 4.4.1 describes why pi peACK<=(1/2)*cwnd is
expected to be a safe val ue.)

A TCP sender that enters the non-validated phase preserves the cwnd
(i.e., the cwnd only increases after a sender fully uses the cwnd in
this phase; otherw se, the cwnd neither grows nor reduces). The
phase is concluded when the sender transnmits sufficient data so that
pi peACK > (1/2)*cwnd (i.e., the sender is no longer rate-linmted) or
when the sender receives an indication of congestion

After a fixed period of time (the non-validated period (NVP)), the
sender adjusts the cwnd (Section 4.4.3). The NVP SHOULD NOT exceed
five minutes. Section 5 discusses the rationale for choosing a safe
value for this period.

The behaviour in the non-validated phase is specified as:

0 A sender deternines whether to increase the cwnd based upon
whether it is cwnd-limted (see Section 4.5.3):

* A sender that is cwnd-limted MAY use the standard TCP net hod
to increase cwnd (i.e., the standard nethod pernmts a TCP
sender that fully utilises the cwnd to increase the cwnd each
tinme it receives an ACK).

* A sender that is not cwnd-linited MIST NOT increase the cwnd
when ACK packets are received in this phase (i.e., needs to
avoid growi ng the cwnd when it has not recently sent using the
current size of cwnd).

o |If the sender receives an indication of congestion while in the
non-val i dated phase (i.e., detects loss), the sender MJST exit the
non-val i dat ed phase (reducing the cwnd as defined in
Section 4.4.1).

Fai rhurst, et al. Experi ment al [ Page 11]



RFC 7661 New CW/ Cct ober 2015

o |If the Retransnmission Tineout (RTO expires while in the non-
val i dat ed phase, the sender MJUST exit the non-validated phase. It
then resunes using the standard TCP RTO nechani sm [ RFC5681] .

0 A sender with a pipeACK variable greater than (1/2)*cwnd SHOULD
enter the validated phase. (A rate-limted sender will not
normal |y be inpacted by whether it is in a validated or non-
val i dat ed phase, since it will normally not increase FlightSize to
use the entire cwnd. However, a change to the validated phase
will release the sender fromconstraints on the growh of cwnd and
result in using the standard congestion response.)

The cwnd-Iinmted behaviour nmay be triggered during a transient
condition that occurs when a sender is in the non-validated phase and
receives an ACK that acknow edges received data, the cwnd was fully
utilised, and nore data is awaiting transnission than nmay be sent
with the current cwnd. The sender MAY then use the standard met hod
to increase the cwnd. (Note that if the sender succeeds in sending

t hese new segnents, the updated cwnd and pi peACK variables wll
eventually result in a transition to the validated phase.)

4.4.1. Response to Congestion in the Non-validated Phase

Recepti on of congestion feedback while in the non-validated phase is
interpreted as an indication that it was inappropriate for the sender
to use the preserved cwnd. The sender is therefore required to

qui ckly reduce the rate to avoid further congestion. Since the cwnd
does not have a validated value, a new cwnd val ue needs to be

sel ected based on the utilised rate.

A sender that detects a packet drop MJST record the current
FlightSize in the variable LossFlightSize and MUST cal cul ate a safe
cwnd for loss recovery using the nethod bel ow

cwnd = (Max(pi peACK, LossFlightSize))/2

The pi peACK value is not updated during | oss recovery (see

Section 4.2). |If there is a valid pi peACK val ue, the new cwnd is
adjusted to reflect that a non-validated cwnd nmay be | arger than the
actual FlightSize or recently used FlightSize (recorded in pipeACK).
The updated cwnd therefore prevents overshoot by a sender
significantly increasing its transnission rate during the recovery
peri od.

At the end of the recovery phase, the TCP sender MJST reset the cwnd
usi ng the nethod bel ow

cwnd = (Max(pi peACK, LossFlightSize) - R/2.
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Where Ris the volune of data that was successfully retransnitted
during the recovery phase. This corresponds to segnents
retransmtted and considered | ost by the pipe estimation algorithm at
the end of recovery. It does not include the additional cost of
multiple retransm ssion of the sane data. The |oss of segments

i ndi cates that the path capacity was exceeded by at |east R, hence,
the calculated cwnd is reduced by at |east R before the windowis

hal ved.

The cal cul ated cwnd val ue MJUST NOT be reduced below 1 TCP Maxi num
Segnent Size (MSS).

After conpleting the |oss recovery phase, the sender MJST
re-initialise the pipeACK variable to the "undefined" value. This
ensures that standard TCP nethods are used i medi ately after

conpl eting loss recovery until a new pi peACK val ue can be determ ned.

The ssthresh is adjusted using the standard TCP nethod (Step 6 in
Section 3.2 of RFC 5681 assigns the ssthresh a value equal to cwnd at
the end of the |oss recovery).

Not e: The adjustnent by reducing cwnd by the volume of data not sent
(R) follows the method proposed for Junp Start [Liu07]. The
inclusion of the termR nakes the adjustnment nore conservative than
standard TCP. This is required, since a sender in the non-validated
phase is allowed a rate higher than a standard TCP sender woul d have
achieved in the last RTT (i.e., to have nore than doubl ed the nunber
of segnents in flight relative to what was sent in the previous RTT).
The additional reduction after congestion is beneficial when the
LossFl i ght Si ze has significantly overshot the available path
capacity, incurring significant loss (e.g., follow ng a change of
path characteristics or when additional traffic has taken a | arger
share of the network bottleneck during a period when the sender
transmts |ess).

Not e: The pi peACK value is only valid during a non-validated phase;
therefore, this does not exceed cwnd/2. |f LossFlightSize and R were
small, then this can result in the final cwnd after |o0ss recovery
bei ng at nost one-quarter of the cwnd on detection of congestion

This reduction is conservative, and pipeACK is then reset to

undefi ned; hence, cwnd updates after a congestion event do not depend
upon t he pi peACK history before congestion was detected.
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4.4.2. Sender Burst Control during the Non-validated Phase

TCP congestion control allows a sender to accumulate a cwnd that
would allow it to send a burst of segnments with a total size up to
the difference between the FlightSize and cwnd. Such bursts can

i npact other flows that share a network bottleneck and/or may induce
congestion when buffering is linmted.

Various nethods have been proposed to control the sender burstiness

[ HugO1l] [AI105]. For exanple, TCP can linit the nunber of new
segnents it sends per received ACKL This is effective when a flow of
ACKs is received but cannot be used to control a sender that has not
sent appreciable data in the previous RTT [Al|05].

Thi s docunent recomends using a nmethod to avoid line-rate bursts
after an idle or rate-limted interval when there is less reliable

i nformati on about the capacity of the network path. A TCP sender in
t he non-val i dated phase SHOULD control the naxi mum burst size, e.g.
using a rate-based pacing algorithmin which a sender paces out the
cwnd over its estimate of the RTT, or sone other nethod, to prevent
many segnents being transmitted contiguously at line-rate. The nost
appropriate nethod(s) to inplenent pacing depend on the design of the
TCP/ 1 P stack, speed of interface, and whether hardware support (such
as TSO is used. This docunent does not recomend any specific

nmet hod.

4.4.3. Adjustnent at the End of the Non-validated Period (NVP)
An application that remains in the non-validated phase for a period
greater than the NVP is required to adjust its congestion contro
state. |If the sender exits the non-validated phase after this
period, it MJST update the ssthresh
ssthresh = max(ssthresh, 3*cwnd/4).

(This adjustnent of ssthresh ensures that the sender records that it
has safely sustained the present rate. The change is beneficial to
rate-limted flows that encounter occasional congestion and coul d
ot herwi se suffer an unwanted additional delay in recovering the
sending rate.)
The sender MUST then update cwnd to be not greater than

cwnd = max((1/2)*cwnd, IW.

VWhere IWis the appropriate TCP initial wi ndow used by the TCP sender
(see, e.g., [RFC5681]).
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Not e: These cwnd and ssthresh adjustnents cause the sender to enter
slowstart (since ssthresh > cwnd). This adjustnment ensures that the
sender responds conservatively after remaining in the non-validated
phase for nore than the non-validated period. 1In this case, it
reduces the cwnd by a factor of two fromthe preserved value. This
adjustnent is hel pful when flows accunul ate but do not use a |arge
cwnd; this adjustnent seeks to nitigate the inpact when these flows
|ater resune transnission. This could, for instance, nitigate the
inmpact if multiple high-rate application flows were to becone idle
over an extended period of time and then were sinultaneously awakened
by an external event.

4.5, Exanples of |nplenentation

This section provides informative exanpl es of inplenmentation nethods.
| mpl enent ati ons may choose to use other methods that conply with the
normative requirenents.

4.5.1. Inplenenting the pi peACK Measur enent

A pi peACK sanpl e nay be nmeasured once each RTT. This reduces the
sender processing burden for calculating after each acknow edgnent
and al so reduces storage requirenents at the sender

Since application behavi our can be bursty using CW, it nay be
desirable to inplement a naximumfilter to accunul ate the neasured
val ues so that the pi peACK variable records the |argest pipeACK
sanmple within the pi peACK Sanpling Period. One sinple way to
inmplement this is to divide the pi peACK Sampling Period into severa
(e.g., five) equal -1ength neasurenent periods. The sender then
records the start tine for each neasurenent period and the hi ghest
measur ed pi peACK sanple. At the end of the neasurenent period, any
nmeasurenent (s) that is older than the pipeACK Sanpling Period is

di scarded. The pi peACK variable is then assigned the | argest of the
set of the highest neasured val ues.

Fai rhurst, et al. Experi ment al [ Page 15]



RFC 7661 New CW/ Cct ober 2015

pi peACK sanpl e (Bytes)
N

| R R + R +---
| | Sanple A | Sanple B | No | Sanple C| Sanple D
| | Sanple I I
| | V5 I I I I
[ I I | /\ 4 I
[ O | I\ 3 I |\ I
[ I bV--- |/ | /] 2
| |/ V- - - | - | / V- - - I\,
S T L L A A e AR T R > Tinme
IS |

Sanpl i ng Peri od Current Time

Figure 1: Exanpl e of Measuring pi peACK Sanpl es

Figure 1 shows an exanpl e of how neasurenent sanples nmay be
collected. At the tine represented by the figure, new sanples are
bei ng accunul ated into sanple D. Three previous sanples also fal

wi thin the pipeACK Sanpling Period: A B, and C. There was also a
period of inactivity between sanples B and C during which no
measurenents were taken (because no new data segnents were

acknow edged). The current value of the pipeACK variable will be 5,
the maxi num across all samples. During this period, the pipeACK
sanpl es may be regarded as zero and hence do not contribute to the
cal cul at ed pi peACK val ue.

After one further nmeasurement period, Sanple A will be discarded,
since it then is older than the pipeACK Sanpling Period, and the

pi peACK variable will be recalculated. |Its value will be the larger
of Sanple C or the final value accunulated in Sanple D.

4.5.2. Measurenent of the NVP and pi peACK Sanpl es

The nmechani smrequires a nunber of neasurenents of tine. These
measur enents coul d be inplenmented using protocol tiners but do not
necessarily require a new timer to be inplenented. Avoiding the use
of dedicated tinmers can save operating systemresources, especially
when there may be | arge nunbers of TCP fl ows.

The NVP coul d be neasured by recording a tinmestanp when the sender
enters the non-validated phase. Each tine a sender transmts a new
segrment, this timestanp can be used to determine if the NVP has
expired. |If the measured period exceeds the NVP, the sender can then
take into account how many units of the NVP have passed and make one
reduction (defined in Section 4.4.3) for each NVP.
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Simlarly, the tine nmeasurenents for collecting pi peACK sanpl es and
determ ning the pi peACK Sanpling Period could be derived by using a
timestanp to record when each sanple was neasured and using this to
cal cul ate how nuch tinme has passed when each new ACK is received

4.5.3. Inplenenting Detection of the cwnd-Limted Condition

A sender needs to inplenment a nethod that detects the cwnd-linited
condition (see Section 4.4). This detects a condition where a sender
in the non-validated phase receives an ACK, but the size of cwnd
prevents sendi ng nore new dat a.

In sinple terns, this condition is true only when the FlightSize of a
TCP sender is equal to or larger than the current cwnd. However, an
i mpl erentation al so needs to consider constraints on the way in which
the cwnd vari abl e can be used; for instance, inplenentations need to
support other TCP met hods such as the Nagle Al gorithmand TCP Segment
Ofload (TSO that also use cwnd to control transm ssion. These
other nethods can result in a sender beconing cwnd-limted when the
cwnd is nearly, rather than conpletely, equal to the FlightSize

5. Determining a Safe Period to Preserve cwnd

This section docunents the rationale for selecting the nmaxi num peri od
that cwnd rmay be preserved, known as the NVP

Limting the period that cwnd nmay be preserved avoi ds undesirabl e
side effects that would result if the cwnd were to be kept
unnecessarily high for an arbitrarily long period, which was a part
of the problemthat CW originally attenpted to address. The period
a sender nmay safely preserve the cwnd is a function of the period
that a network path is expected to sustain the capacity reflected by
cwnd. There is no ideal choice for this tine.

A period of five mnutes was chosen for this NVP. This is a
conpronmi se that was larger than the idle intervals of comon
applications but not sufficiently larger than the period for which
the capacity of an Internet path may commonly be regarded as stable.
The capacity of wired networks is usually relatively stable for

peri ods of several minutes, and that |load stability increases wth
the capacity. This suggests that cwnd may be preserved for at |east
a few m nutes

There are cases where the TCP t hroughput exhibits significant
variability over a tine less than five nminutes. Exanples could

i nclude wirel ess topol ogies, where TCP rate variations may fluctuate
on the order of a few seconds as a consequence of medi um access
protocol instabilities. Mbility changes may al so i npact TCP
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7.

7.

performance over short tine scales. Senders that observe such rapid
changes in the path characteristic may al so experience increased
congestion with the new nethod; however, such variation would likely
al so i npact TCP' s behavi our when supporting interactive and bul k
applications.

Routing al gorithns may change the network path that is used by a
transport. Although a change of path can in turn disrupt the RTT
nmeasurenent and may result in a change of the capacity available to a
TCP connection, we assune these path changes do not usually occur
frequently (conpared to a tinme frane of a few mnutes).

The value of five minutes is therefore expected to be sufficient for
nost current applications. Simulation studies (e.g., [Bisll]) also
suggest that for nmany practical applications, the perfornance using
this value will not be significantly different fromthat observed

usi ng a non-standard nmet hod that does not reset the cwnd after idle.

Finally, other TCP sender nechani sns have used a five-nminute tiner
and there could be sinplifications in some inplenmentations by reusing
the same interval. TCP defines a default user tineout of five

m nutes [RFC793], which is howlong transmtted data nmay renmain
unacknow edged before a connection is forcefully cl osed.

Security Considerations

Ceneral security considerations concerning TCP congestion control are
di scussed in [RFC5681]. This docunment describes an al gorithmthat
updat es one aspect of the congestion control procedures, so the

consi derations described in [ RFC5681] also apply to this algorithm
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