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Abstract

In a nunber of environnents,

I nformation Usi ng BGP

a conponent external to a network is

cal l ed upon to perform conputations based on the network topol ogy and
current state of the connections within the network, including

Traffic Engineering (TE) information.

This is information typically

distributed by 1GP routing protocols within the network.

Thi s docunent describes a mechani sm by which |link-state and TE
information can be collected from networks and shared with external

conponents using the BGP routing protocol.
new BGP Network Layer

format.
l'i nks.

This is achieved using a
Reachability Information (NLRI) encoding

The mechanismis applicable to physical and virtual |GP

The mechani sm described is subject to policy control

Applications of this technique include Application-Layer Traffic
Optimzation (ALTO servers and Path Conputation El ements (PCES).

Status of This Meno

This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force

(IETF). It represents the consensus of the |IETF conmmunity.

It has

recei ved public review and has been approved for publication by the

I nternet Engineering Steering Goup (IESG.

Further information on

Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc7752.

Gedler, et al.

St andards Track

[ Page 1]



RFC 7752 Li nk-State Info Distribution Using BGP March 2016

Copyright Notice

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.

Tabl e of Contents

1. Introducti ON ... 3
1.1. Requirenents Language . ...... ...ttt 5

2. Motivation and Applicability ...... .. . . . . . . 5
2.1. MPLS-TE with PCE ... .. . e 5
2.2. ALTO Server Network APl .. ... .. 6

3. Carrying Link-State Information in BGP ............. ... ... ....... 7
3.1, TLV FOormat ... 8
3.2. The Link-State NLRI . ... .. . .. e 8
3.2.1. Node DesCriptors ... ... e 12

3.2.2. Link DesCriptors ... ... 16

3.2.3. Prefix DesCriptors ...... ... 18

3.3. The BGP-LS Attribute ...... ... . . . i 19
3.3.1. Node Attribute TLVS ... ... .. i 20

3.3.2. Link Attribute TLVS ... . . . 23

3.3.3. Prefix Attribute TLVS ... ... . . . . . .. 28

3.4, BGP Next-Hop Information ........... ... . ... . .. 31
3.5. Inter-AS Links ... 32
3.6. Router-1D Anchoring Exanple: |1SO Pseudonode ............... 32
3.7. Router-1D Anchoring Exanpl e: OSPF Pseudonode .............. 33
3.8. Router-1D Anchoring Exanple: OSPFv2 to IS-1S Mgration ....34

4. Link to Path Aggregation ........... ..., 34
4. 1. Exanple: No Link Aggregation ............. . ... 35
4.2. Exanple: ASBR to ASBR Path Aggregation .................... 35
4.3. Exanple: Multi-AS Path Aggregation ........................ 36

5. TANA Considerati ONS . ... ... e 36
5.1. GQuidance for Designated Experts ..............c.ciiiuni... 37

6. Manageability Considerations .............. . . ... 38
6.1. Qperational Considerations ........... ... . ... 0. 38
6.1.1. OperatiOns . ... ... 38

6.1.2. Installation and Initial Setup ..................... 38

6.1.3. Mgration Path ........ ... ... ... .. ... . .. .. . . . ... ... 38

Gedler, et al. St andards Track [ Page 2]



RFC 7752 Li nk-State Info Distribution Using BGP March 2016

6.1.4. Requirenents on her Protocols and

Functional Conponents .............. .. ..o, 38

6.1.5. Inmpact on Network Operation ........................ 38

6.1.6. Verifying Correct Operation ............... ... ...... 39

6.2. Managenment Considerations .............. ... 39
6.2.1. Managenent Information ............................. 39

6.2.2. Fault Management . ........... ..., 39

6.2.3. Configuration Managenment ................ ..., 40

6.2.4. Accounting Management ............ ... ... 40

6.2.5. Performance Managenent ............... ... ... 40

6.2.6. Security Management ............ ... 41

7. TLV/ Sub-TLV Code Points SUMBIY . ......... iy 41
8. Security Considerations ........... .. e 42
9. References . ... ... e 43
9.1. Normative References ........... . . .. .. 43
9.2. Informative References ...... ... . .. . . . . . . 45
ACKNOW edgemBNt S . . .. . 47
CoNt ri DUt Or S L 47
AUt hor S’ AdAr BSSES . .ttt 48

I nt roducti on

The contents of a Link-State Database (LSDB) or of an G s Traffic
Engi neeri ng Dat abase (TED) describe only the Iinks and nodes wthin
an | GP area. Sone applications, such as end-to-end Traffic

Engi neering (TE), would benefit fromvisibility outside one area or
Aut ononpbus System (AS) in order to nmake better decisions.

The |1 ETF has defined the Path Conputation El enent (PCE) [ RFC4655] as
a mechani sm for achi eving the conputation of end-to-end TE paths that
cross the visibility of nore than one TED or that require CPU

i ntensive or coordinated conputations. The |IETF has al so defined the
ALTO server [RFC5693] as an entity that generates an abstracted
networ k topol ogy and provides it to network-aware applications.

Both a PCE and an ALTO server need to gather information about the
topol ogi es and capabilities of the network in order to be able to
fulfill their function.

Thi s docunent describes a mechani sm by which |link-state and TE

i nformati on can be collected fromnetworks and shared with externa
conponents using the BGP routing protocol [RFC4271]. This is

achi eved using a new BGP Network Layer Reachability Information
(NLRI') encoding forrmat. The nmechanismis applicable to physical and
virtual links. The nmechani smdescribed is subject to policy control
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A router namintains one or nore databases for storing link-state

i nformati on about nodes and links in any given area. Link attributes
stored in these databases include: local/renmote | P addresses, |ocal/
renote interface identifiers, link metric and TE netric, |ink
bandwi dt h, reservabl e bandw dth, per O ass-of-Service (CoS) class
reservation state, preenption, and Shared Ri sk Link G oups (SRLGs).
The router’s BGP process can retrieve topology fromthese LSDBs and
distribute it to a consunmer, either directly or via a peer BGP
speaker (typically a dedicated Route Reflector), using the encoding
specified in this docunent.

The collection of |link-state and TE infornmation and its distribution
to consuners is shown in the following figure

I +
| Consumer |
S +
N
|
R +
| BGP | Fom e +
| Speaker | | Consumer
S + S +
N N N N
I |
B - + | - +
| | I
S + S + S +
| BGP | | BGP | | BGP
| Speaker | | Speaker | | Speaker
. + . + . +
N N N
| | |
| GP | GP | GP

Figure 1: Collection of Link-State and TE I nfornation

A BGP speaker may apply configurable policy to the information that
it distributes. Thus, it may distribute the real physical topol ogy
fromthe LSDB or the TED. Alternatively, it nmay create an abstracted
topol ogy, where virtual, aggregated nodes are connected by virtua

pat hs. Aggregated nodes can be created, for exanple, out of multiple
routers in a Point of Presence (POP). Abstracted topology can al so
be a m x of physical and virtual nodes and physical and virtua

links. Furthernore, the BGP speaker can apply policy to determ ne
when information is updated to the consunmer so that there is a
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reduction of information flow fromthe network to the consuners.
Mechani sns t hrough whi ch topol ogi es can be aggregated or virtualized
are outside the scope of this docunent

1.1. Requirements Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

2. Mdtivation and Applicability

This section describes use cases fromwhich the requirenents can be
derived.

2.1. MLS-TE with PCE

As described in [ RFC4655], a PCE can be used to conpute MPLS-TE paths
within a "domai n" (such as an I GP area) or across nultiple donains
(such as a nulti-area AS or nultiple ASes).

0o Wthin a single area, the PCE offers enhanced conputational power
that may not be avail able on individual routers, sophisticated
policy control and algorithnms, and coordi nation of conputation
across the whole area.

o If arouter wants to conpute a MPLS-TE path across | GP areas, then
its own TED |l acks visibility of the conplete topology. That neans
that the router cannot determ ne the end-to-end path and cannot
even select the right exit router (Area Border Router (ABR)) for
an optinmal path. This is an issue for |arge-scale networks that
need to segnment their core networks into distinct areas but stil
want to take advantage of MPLS-TE.

Previ ous sol utions used per-donmain path conputation [ RFC5152]. The
source router could only conpute the path for the first area because
the router only has full topological visibility for the first area
al ong the path, but not for subsequent areas. Per-donain path
conput ati on uses a techni que called "l oose-hop-expansi on" [ RFC3209]
and selects the exit ABR and other ABRs or AS Border Routers (ASBRs)
using the |1 GP-conmputed shortest path topology for the remai nder of
the path. This may lead to sub-optinmal paths, nakes alternate/back-
up path conputation hard, and might result in no TE path being found
when one really does exist.

The PCE presents a conputation server that may have visibility into

nmore than one | GP area or AS, or may cooperate with other PCEs to
performdistributed path conputation. The PCE obvi ously needs access
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to the TED for the area(s) it serves, but [RFC4655] does not describe
how this is achieved. Many inplenentations nake the PCE a passive
participant in the IG? so that it can learn the latest state of the
networ k, but this may be sub-optinml when the network is subject to a
hi gh degree of churn or when the PCE is responsible for multiple

ar eas.

The following figure shows how a PCE can get its TED i nformation
usi ng the mechani sm described in this docunent.

Fom e e - + Fomm e e o +
| ----- | | BG |
| | TED [ <-t----mmmmmme e - >| Speaker |
| ----- | TED synchroni zati on | |
| | | nmechani sm R +
| | | BGP with Link-State NLRI
| v |
|- |
| | PCE| |
IRETEEE |
[ T +

N
| Request/
| Response
%

Service +---------- + Signaling +---------- +

Request | Head-End | Pr ot ocol | Adjacent |

-------- >| Node [ <-----mmmm-- 5 Node |
Fom e e - + Fom e e - +

Fi gure 2: External PCE Node Using a TED Synchroni zati on Mechani sm

The mechanismin this docunment allows the necessary TED infornmation
to be collected fromthe 1G within the network, filtered according
to configurable policy, and distributed to the PCE as necessary.

2.2. ALTO Server Network API

An ALTO server [RFC5693] is an entity that generates an abstracted
networ k topol ogy and provides it to network-aware applications over a
web- servi ce-based API. Exanple applications are peer-to-peer (P2P)
clients or trackers, or Content Distribution Networks (CDNs). The
abstracted network topol ogy cones in the formof two nmaps: a Network
Map that specifies allocation of prefixes to Partition Identifiers
(PIDs), and a Cost Map that specifies the cost between PIDs listed in
the Network Map. For nore details, see [ RFC7285].
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ALTO abstract network topol ogi es can be auto-generated fromthe
physi cal topol ogy of the underlying network. The generation would
typically be based on policies and rules set by the operator. Both
prefix and TE data are required: prefix data is required to generate
ALTO Network Maps, and TE (topol ogy) data is required to generate
ALTO Cost Maps. Prefix data is carried and originated in BG, and TE
data is originated and carried in an | GP. The nmechanismdefined in
this docunent provides a single interface through which an ALTO
server can retrieve all the necessary prefix and network topol ogy
data fromthe underlying network. Note that an ALTO server can use
ot her nechanisns to get network data, for exanple, peering with
multiple | GP and BGP speakers.

The following figure shows how an ALTO server can get network
topol ogy information fromthe underlying network using the mechani sm
described in this docunent.

[ +
| dient |<--+
temmmmm + |
| ALTO e + BGP with Fommmmeee- +
e + | Protocol | ALTO | Link-State NLRI | BGP
| Adient |<--4------------ | Server |<---------------- | Speaker
oo + | | | |
| Fommemm e + S RS +
temmmmm + |
| dient |<--+
[ +

Figure 3: ALTO Server Using Network Topol ogy I nfornation
3. Carrying Link-State Information in BGP

This specification contains two parts: definition of a new BGP NLR
that describes |inks, nodes, and prefixes conprising IGP link-state
i nformati on and definition of a new BGP path attribute (BGP-LS
attribute) that carries link, node, and prefix properties and
attributes, such as the link and prefix metric or auxiliary Router-
| Ds of nodes, etc.

It is desirable to keep the dependencies on the protocol source of
this attribute to a mininumand represent any content in an | GP-
neutral way, such that applications that want to | earn about a |ink-
state topol ogy do not need to know about any OSPF or |S-IS protoco
speci fics.
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3.1. TLV Format

Information in the new Link-State NLRIs and attributes is encoded in
Type/ Lengt h/ Val ue triplets. The TLV format is shown in Figure 4.

0 1 2 3
01234567890123456789012345678901
R S T S S e e e I S S i i o e S S S
| Type | Length |
B T T T o o S S S e i S S Tk e e Y S
/1 Val ue (vari abl e) /1
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

Fi gure 4: TLV For nmat

The Length field defines the length of the value portion in octets
(thus, a TLV with no value portion would have a length of zero). The
TLV is not padded to 4-octet alignnent. Unrecognized types MJST be
preserved and propagated. |n order to conpare NLRIs w th unknown
TLVs, all TLVs MJST be ordered in ascending order by TLV Type. |If
there are nore TLVs of the sane type, then the TLVs MJST be ordered
in ascendi ng order of the TLV value within the TLVs with the same
type by treating the entire Value field as an opaque hexadeci nal
string and conparing leftnost octets first, regardless of the length
of the string. Al TLVs that are not specified as nandatory are
consi dered opti onal

3.2. The Link-State NLR

The MP_REACH NLRI and MP_UNREACH NLRI attributes are BGP' s containers
for carrying opaque information. Each Link-State NLRI describes
either a node, a link, or a prefix.

Al'l non-VPN |link, node, and prefix information SHALL be encoded using
AFl 16388 / SAFI 71. VPN link, node, and prefix information SHALL be
encoded using AFl 16388 / SAFl 72.

In order for two BGP speakers to exchange Link-State NLRI, they MJST
use BGP Capabilities Advertisement to ensure that they are both
capabl e of properly processing such NLRI. This is done as specified
in [RFC4760], by using capability code 1 (multi-protocol BGP), with
AFl 16388 / SAFlI 71 for BGP-LS, and AFl 16388 / SAFl 72 for
BGP- LS- VPN
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The format of the Link-State NLRI is shown in the follow ng figures.

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| NLRI Type | Total NLRI Length

B s S S i i i ks a ks st S S S S S S
| |
I Li nk-State NLRI (variable) I

B T e o i S I i i S S N iy St S I S S
Figure 5: Link-State AFl 16388 / SAFlI 71 NLRI For nat

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| NLRI Type | Total NLRI Length
B s S S i i i ks a ks st S S S S S S

L Rout e Di sti ngui sher L
L—- B S i st i i i T S I Y Y ST S S S S S S S S S i L—
}/ Li nk-State NLRI (variable) /}
L—- B T i T i S s S I S L—
Figure 6: Link-State VPN AFl 16388 / SAFI 72 NLRI For mat
The Total NLRI Length field contains the cunmulative length, in
octets, of the rest of the NLRI, not including the NLRI Type field or

itself. For VPN applications, it also includes the Iength of the
Rout e Di sti ngui sher.

Hom - - o +
| Type | NLRI Type

Hom oo o m e e e e e e +
| 1 | Node NLRI

| 2 | Link NLRI

| 3 | I'Pv4 Topol ogy Prefix NLRI

| 4 | 1Pv6 Topol ogy Prefix NLRI
R T +

Table 1: NLRI Types
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Rout e Di stingui shers are defined and di scussed in [ RFC4364].
The Node NLRI (NLRI Type = 1) is shown in the follow ng figure.

0 1 2 3
01234567890123456789012345678901
Tk St SR S S S

| Protocol-ID |

R R R R e e s o S e R S S S S S S e e e e e

| I dentifier |
| (64 bits) |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
/1 Local Node Descriptors (variable) /1

T S T i S S T i S S S
Figure 7: The Node NLRI For nmat
The Link NLRI (NLRI Type = 2) is shown in the follow ng figure.

0 1 2 3
01234567890123456789012345678901
+- - - - - - - -+
| Protocol-ID |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

| Identifier |
| (64 bits) |
i T i i e e e e et o i s s SRR R S
/1 Local Node Descriptors (variable) /1
B T e o i S I i i S S N iy St S I S S
/1 Renot e Node Descriptors (variable) /1
T T i e i i e S et o S HI SR N SR
11 Li nk Descriptors (variable) 11

T I T S S Tk it S SR S S S S S S Lk i T SRS A s

Figure 8: The Link NLRI For nat
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The 1 Pv4 and IPv6 Prefix NLRIs (NLRI Type = 3 and Type = 4) use the
sane format, as shown in the followi ng figure.

0 1 2 3
01234567890123456789012345678901
B T i S T S

| Protocol-ID |

B Lt r s i i i o o T s ks S R S
| I dentifier |
| (64 bits) |
B T e o i S I i i S S N iy St S I S S
/1 Local Node Descriptors (variable) /1
B s S S i i i ks a ks st S S S S S S
/1 Prefix Descriptors (variable) /1
R R R R e e s o S e R S S S S S S e e e e e

Figure 9: The |1 Pv4/1Pv6 Topol ogy Prefix NLRI For nmat

The Protocol -ID field can contain one of the foll owi ng val ues:

. I 'rhreees +
| Protocol-1D | NLRI information source protocol |
B S o e e e e e e e e e e e e m o +
| 1 | 1S-1S Level 1 |
| 2 | IS IS Level 2 |
| 3 | OSPFv2 |
| 4 | Direct |
| 5 | Static configuration |
| 6 | OSPFv3 |
S o e e e e e e e e e e e e e oo - o +

Table 2: Protocol ldentifiers

The 'Direct’ and ' Static configuration protocol types SHOULD be used
when BGP-LS is sourcing local information. For all information
derived fromother protocols, the correspondi ng Protocol -1 D MJST be
used. |If BGP-LS has direct access to interface information and wants
to advertise a local link, then the Protocol-1D ' Direct’ SHOULD be
used. For nodeling virtual |inks, such as described in Section 4,
the Protocol-ID ’Static configuration SHOULD be used.

Both OSPF and IS-1S MAY run nultiple routing protocol instances over
the sane Iink. See [RFC6822] and [ RFC6549]. These instances define

i ndependent "routing universes". The 64-bit ldentifier field is used
to identify the routing universe where the NLRI belongs. The NLRIs
representing link-state objects (nodes, links, or prefixes) fromthe

same routing universe MIST have the sane 'ldentifier’ value. NLRIs
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with different 'lIdentifier’ values MJUST be considered to be from
different routing universes. Table 3 lists the 'ldentifier’ values
that are defined as well-known in this docunent.

S o e e e e e e e e e e e e m o +
| Identifier | Routing Universe |
R o m e e e e e e e e e e eee s +
| 0 | Default Layer 3 Routing topol ogy

TR oo e e e e e e e e e e e e +

Table 3: Well-Known Instance ldentifiers

If a given protocol does not support nultiple routing universes, then
it SHOULD set the ldentifier field according to Table 3. However, an
i mpl erent ati on MAY nake the ’'ldentifier’ configurable for a given

pr ot ocol

Each Node Descriptor and Link Descriptor consists of one or nore
TLVs, as described in the follow ng sections.

3.2.1. Node Descriptors

Each link is anchored by a pair of Router-1Ds that are used by the
underlying 1GP, nanely, a 48-bit I1SO SystemID for IS-IS and a 32-bit
Router-1D for OSPFv2 and OSPFv3. An |IGP nay use one or nore
additional auxiliary Router-1Ds, mainly for Traffic Engineering
purposes. For exanple, 1S-1S may have one or nore |Pv4 and | Pv6 TE
Rout er-1Ds [ RFC5305] [ RFC6119]. These auxiliary Router-1Ds MJST be
included in the link attribute described in Section 3.3.2.

It is desirable that the Router-1D assignments inside the Node
Descriptor are globally unique. However, there may be Router-ID
spaces (e.g., 1SO where no global registry exists, or worse, Router-
| Ds have been allocated following the private-1P allocation described
in RFC 1918 [ RFC1918]. BGP-LS uses the Autononobus System (AS) Nunber
and BGP-LS Identifier (see Section 3.2.1.4) to disanbiguate the
Router-1Ds, as described in Section 3.2.1.1.

3.2.1.1. dobally Unique Node/Link/Prefix ldentifiers
One problemthat needs to be addressed is the ability to identify an
| GP node globally (by "globally", we nmean within the BGP-LS dat abase
collected by all BGP-LS speakers that talk to each other). This can
be expressed through the followi ng two requirenments:

(A) The same node MUST NOT be represented by two keys (otherwi se,
one node will |ook |ike twd nodes).
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(B) Two different nodes MJUST NOT be represented by the sane key
(otherwi se, two nodes will |ook Iike one node).

We define an "I GP domain" to be the set of nodes (hence, by extension
links and prefixes) wi thin which each node has a unique | GP
representation by using the conbination of Area-1D, Router-ID
Protocol -1 D, Milti-Topology ID, and Instance-1D. The problemis that
BGP may receive node/link/prefix information frommultiple

i ndependent "1 GP donains", and we need to distinguish between them
Moreover, we can’'t assune there is always one and only one | GP donain
per AS. During IGP transitions, it may happen that two redundant

I GPs are in place.

In Section 3.2.1.4, a set of sub-TLVs is described, which allows
specification of a flexible key for any given node/link information
such that gl obal uniqueness of the NLRI is ensured.

3.2.1.2. Local Node Descriptors

The Local Node Descriptors TLV contains Node Descriptors for the node
anchoring the local end of the Iink. This is a mandatory TLV in all
three types of NLRIs (node, link, and prefix). The length of this
TLV is variable. The value contains one or nore Node Descriptor

Sub- TLVs defined in Section 3.2.1.4.

0 1 2 3
01234567890123456789012345678901
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Type | Length |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| |
/1 Node Descriptor Sub-TLVs (vari abl e) /1

B s T s s e T o e S T ks et s oot ST S S S o S S 3
Fi gure 10: Local Node Descriptors TLV For nat
3.2.1.3. Renote Node Descriptors
The Renote Node Descriptors TLV contains Node Descriptors for the
node anchoring the remote end of the link. This is a mandatory TLV
for Link NLRIs. The length of this TLV is variable. The val ue

contai ns one or nore Node Descriptor Sub-TLVs defined in
Section 3.2.1.4.
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0 1 2 3

01234567890123456789012345678901
T i i S i i S S e b s
| Type | Length |
B T e o i S I i i S S N iy St S I S S
| |
/1 Node Descriptor Sub-TLVs (vari abl e) /1

| |
B e e i o e S e e i S S T e R i ik T TR o S S S e
Figure 11: Renote Node Descriptors TLV For mat
3.2.1.4. Node Descriptor Sub-TLVs

The Node Descri ptor Sub-TLV type code points and lengths are |isted
in the follow ng table:

o e e e e e e e oo o e e e a - Fomm e - +
| Sub-TLV Code Point | Description | Length |
e e e ek e e e e ek [ T +
| 512 | Autononpus System | 4 |
| 513 | BGP-LS ldentifier | 4 |
| 514 | OSPF Area-I1D | 4 |
| 515 | 1GP Router-1D | Variable |
e e e e e e e e e B +

Tabl e 4: Node Descriptor Sub-TLVs
The sub-TLV val ues in Node Descriptor TLVs are defined as foll ows:
Aut ononbus System  Qpaque val ue (32-bit AS Nunber)

BGP-LS lIdentifier: Opaque value (32-bit ID). In conjunction with
Aut ononpus System Number (ASN), uniquely identifies the BGP-LS
domai n. The conbination of ASN and BGP-LS I D MIUST be gl obally
uni que. All BGP-LS speakers within an I GP floodi ng-set (set of
| GP nodes within which an LSP/LSA is flooded) MJUST use the same
ASN, BGP-LS ID tuple. If an IGP domain consists of multiple
fl oodi ng-sets, then all BGP-LS speakers within the | GP donain
SHOULD use the sane ASN, BGP-LS ID tuple.

Area-ID: Used to identify the 32-bit area to which the NLRI bel ongs.
The Area ldentifier allow different NLRIs of the sanme router to
be di scri m nat ed.

| GP Router-1D:  Opaque value. This is a mandatory TLV. For an IS-1S

non- pseudonode, this contains a 6-octet |1SO Node-ID (ISO system
ID). For an IS-1S pseudonode corresponding to a LAN, this
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contains the 6-octet | SO Node-ID of the Designated Internediate
System (DI'S) followed by a 1-octet, nonzero PSN identifier (7
octets in total). For an OSPFv2 or OSPFv3 non-pseudonode, this
contains the 4-octet Router-1D. For an OSPFv2 pseudonode
representing a LAN, this contains the 4-octet Router-1D of the
Desi gnated Router (DR) followed by the 4-octet |1Pv4 address of the
DR's interface to the LAN (8 octets in total). Simlarly, for an
OSPFv3 pseudonode, this contains the 4-octet Router-1D of the DR
followed by the 4-octet interface identifier of the DR s interface
to the LAN (8 octets in total). The TLV size in conbination with
the protocol identifier enables the decoder to determ ne the type
of the node.

There can be at nost one instance of each sub-TLV type present in
any Node Descriptor. The sub-TLVs within a Node Descriptor MJST
be arranged in ascending order by sub-TLV type. This needs to be
done in order to conpare NLRI's, even when an inplenentation
encounters an unknown sub-TLV. Using stable sorting, an

i mpl enentation can do binary conparison of NLRIs and hence all ow
i ncrenental depl oynent of new key sub- TLVs.

3.2.1.5. Milti-Topology ID

The Multi-Topology ID (MI-1D) TLV carries one or nore |S-1S or OSPF
Mul ti-Topology IDs for a link, node, or prefix.

Semantics of the IS-1S MI-I1D are defined in Section 7.2 of RFC 5120

[ RFC5120]. Semantics of the OSPF MI-1D are defined in Section 3.7 of
RFC 4915 [RFC4915]. If the value in the MI-ID TLV is derived from
OSPF, then the upper 9 bits MIST be set to 0. Bits R are reserved
and SHOULD be set to 0 when originated and i gnored on receipt.

The format of the MI-ID TLV is shown in the followi ng figure.

0 1 2 3
01234567890123456789012345678901
T T i e i i e T e b s S S SN S
| Type | Lengt h=2*n |
i T i e T e e S R o i o i S R TR R R SR
|RRRR Milti-Topology ID1 | /1
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

/1 |RRRR Milti-Topology IDn
B ek o I N R + + + e s T S S e ki it o B D R S e R O

Figure 12: Milti-Topol ogy | D TLV For nat

where Type is 263, Length is 2*n, and n is the nunber of MI-1Ds
carried in the TLW.
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The MI-1D TLV MAY be present in a Link Descriptor, a Prefix
Descriptor, or the BGP-LS attribute of a Node NLRI. In a Link or
Prefix Descriptor, only a single MI-ID TLV containing the MI-1D of
the topol ogy where the link or the prefix is reachable is all owed.

In case one wants to advertise nultiple topologies for a given Link
Descriptor or Prefix Descriptor, multiple NLRIs need to be generated
where each NLRI contains an unique MI-1D. In the BGP-LS attribute of
a Node NLRI, one MI-1D TLV containing the array of MI-IDs of all

t opol ogi es where the node is reachable is allowed.

3.2.2. Link Descriptors

The Link Descriptor field is a set of Type/Length/Value (TLV)
triplets. The format of each TLV is shown in Section 3.1. The Link
Descriptor TLVs uniquely identify a link anong nultiple parallel

i nks between a pair of anchor routers. A link described by the Link
Descriptor TLVs actually is a "half-link", a unidirectiona

representation of a logical link. |In order to fully describe a
single logical link, two originating routers advertise a half-Iink
each, i.e., two Link NLRIs are advertised for a given point-to-point
l'ink.

The format and semantics of the Value fields in nost Link Descriptor
TLVs correspond to the format and senmantics of Value fields in IS IS
Extended | S Reachability sub-TLVs, defined in [ RFC5305], [RFC5307],
and [ RFC6119]. Al though the encodings for Link Descriptor TLVs were
originally defined for 1S 1S, the TLVs can carry data sourced by
either 1S-1S or OSPF.
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The following TLVs are valid as Link Descriptors in the Link NLRI:

I e . T +
| TLV Code | Description | 1S1STLV | Reference |
| Poi nt | | [ Sub-TLV | (RFC Section) |
S i RS Fom e e e oo oo +
| 258 | Link Local/Renote | 22/ 4 | [RFC5307]/1.1

| | ldentifiers | |

| 259 | IPv4 interface | 22/ 6 | [RFC5305]/3.2

| | address | |

| 260 | 1Pv4 nei ghbor | 22/ 8 | [RFC5305]/3.3

| | address | | |
| 261 | IPv6 interface | 22/ 12 | [RFC6119]/4.2

| | address | | |
| 262 | 1Pv6 nei ghbor | 22/ 13 | [RFC6119]/4.3

| | address | |

| 263 | Multi-Topol ogy | --- | Section 3.2.1.5

| | lIdentifier | |

. S e . +

Tabl e 5: Link Descriptor TLVs

The informati on about a link present in the LSA/LSP originated by the
| ocal node of the link determi nes the set of TLVs in the Link
Descriptor of the link

If interface and nei ghbor addresses, either I1Pv4 or |IPv6, are
present, then the IP address TLVs are included in the Link
Descriptor but not the link local/renote Identifier TLV. The link
| ocal /renpte identifiers MAY be included in the link attribute.

If interface and nei ghbor addresses are not present and the |ink
local/rempte identifiers are present, then the Iink local/renote
Identifier TLV is included in the Link Descriptor.

The Multi-Topology Identifier TLV is included in Link Descriptor
if that information is present.
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3.2.3. Prefix Descriptors

The Prefix Descriptor field is a set of Type/Length/Value (TLV)
triplets. Prefix Descriptor TLVs uniquely identify an I Pv4 or |Pv6
prefix originated by a node. The following TLVs are valid as Prefix
Descriptors in the I1Pv4/1Pv6 Prefix NLRI:

S Fom e e e ek [ T e e e ek +
| TLV Code | Description | Length | Reference |
| Poi nt | | | (RFC Section) |
B S e e e e e e e e o Fom e e - e e e a - +
| 263 | Multi-Topol ogy | variable | Section 3.2.1.5 |
| | Identifier | | |
| 264 | OSPF Route Type | 1 | Section 3.2.3.1 |
| 265 | 1P Reachability | variable | Section 3.2.3.2 |
| | I'nformation | | |
B S e e e e e e e e o Fom e e - e e e a - +

Tabl e 6: Prefix Descriptor TLVs
3.2.3.1. OSPF Route Type

The OSPF Route Type TLV is an optional TLV that MAY be present in
Prefix NLRIs. It is used to identify the OSPF route type of the
prefix. It is used when an OSPF prefix is advertised in the OSPF
domain with nultiple route types. The Route Type TLV allows the

di scrimnation of these advertisenments. The format of the OSPF Route
Type TLV is shown in the follow ng figure.

0 1 2 3
01234567890123456789012345678901
o S S
| Type | Length |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Route Type |
B T i S T S

Fi gure 13: OSPF Route Type TLV For nat
where the Type and Length fields of the TLV are defined in Table 6.
The OSPF Route Type field values are defined in the OSPF protocol and
can be one of the follow ng:
0 Intra-Area (0x1)
0 Inter-Area (0x2)

o0 External 1 (0x3)
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o External 2 (0x4)
0 NSSA 1 (0x5)
o NSSA 2 (0x6)
3.2.3.2. |P Reachability Information

The | P Reachability Information TLV is a nandatory TLV that contains
one | P address prefix (1Pv4d or 1Pv6) originally advertised in the IGP
topology. |Its purpose is to glue a particular BGP service NLRl by
virtue of its BGP next hop to a given node in the LSDB. A router
SHOULD advertise an IP Prefix NLRI for each of its BGP next hops.

The format of the I P Reachability Information TLV is shown in the
following figure

0 1 2 3
01234567890123456789012345678901
T T i e i i e T e b s S S SN S
| Type | Length |
i T i e S e e S R o s o it SR R TR R R SR
| Prefix Length | IP Prefix (variable) /1
B T e o i S I i i S S N iy St S I S S

Figure 14: I P Reachability Information TLV For nat

The Type and Length fields of the TLV are defined in Table 6. The
following two fields determne the reachability information of the
address famly. The Prefix Length field contains the Iength of the
prefix in bits. The IP Prefix field contains the nost significant
octets of the prefix, i.e., 1 octet for prefix length 1 up to 8, 2
octets for prefix length 9 to 16, 3 octets for prefix length 17 up to
24, 4 octets for prefix length 25 up to 32, etc.

3.3. The BGP-LS Attribute

The BGP-LS attribute is an optional, non-transitive BGP attribute
that is used to carry link, node, and prefix paraneters and
attributes. It is defined as a set of Type/Length/Value (TLV)
triplets, described in the following section. This attribute SHOULD
only be included with Link-State NLRIs. This attribute MJST be
ignored for all other address famlies.
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3.3.1. Node Attribute TLVs

Node attribute TLVs are the TLVs that may be encoded in the BGP-LS
attribute with a Node NLRI. The following Node Attribute TLVs are
def i ned:

T e e e e e e oo B e e e e +
| TLV Code | Description | Length | Reference |
| Poi nt | | | (RFC Section) |
Fom e e e e e o oo o e e e e e e oo S o m e e e e e e me o oo +
| 263 | Multi-Topol ogy | variable | Section 3.2.1.5

| | lIdentifier | |

| 1024 | Node Flag Bits | 1| Section 3.3.1.1

| 1025 | Opaque Node | variable | Section 3.3.1.5

| | Attribute | | |
| 1026 | Node Name | variable | Section 3.3.1.3 |
| 1027 | ISIS Area | variable | Section 3.3.1.2

| | lIdentifier | |

| 1028 | IPv4 Router-1D of | 4 | [RFC5305]/4.3 |
| | Local Node | | |
| 1029 | 1Pv6 Router-ID of | 16 | [RFC6119]/4.1 |
| | Local Node | | |
B S o e e e Fom e e - o e - +

Tabl e 7: Node Attribute TLVs
3.3.1.1. Node Flag Bits TLV

The Node Flag Bits TLV carries a bit nask describing node attributes.
The value is a variable-length bit array of flags, where each bit
represents a node capability.

0 1 2 3
01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| Type | Length |
e i T i i o T R O S O e S T S s it (o (B SR S
|QTIE B RV Rsvd

e e it S SR S

Fi gure 15: Node Flag Bits TLV For nmat
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The bits are defined as foll ows:

T T I +
| Bi t | Description | Reference |
S o e e e e e e e e S +
| o) | Overload Bit | [1S0O10589] |
| T | Attached Bit | [1S010589] |
| = | External Bit | [RFC2328] |
| "B | ABR Bit | [RFC2328] |
| 'R | Router Bit | [RFC5340] |
| % | V6 Bit | [RFC5340] |
| Reserved (Rsvd) | Reserved for future use | |
e S . +

Table 8: Node Flag Bits Definitions
3.3.1.2. 1S 1S Area ldentifier TLV

An IS-1S node can be part of one or nore |1S-1S areas. Each of these
area addresses is carried in the 1S-1S Area ldentifier TLV. |If

mul tiple area addresses are present, multiple TLVs are used to encode
them The IS 1S Area ldentifier TLV nay be present in the BGP-LS
attribute only when advertised in the Link-State Node NLRI.

0 1 2 3

01234567890123456789012345678901
T i i S i i S S e b s
| Type | Length |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
/1 Area ldentifier (variable) /1
I S S S S T it S S S it SN S

Figure 16: 1S-1S Area ldentifier TLV Fornat
3.3.1.3. Node Name TLV

The Node Nane TLV is optional. |Its structure and encodi ng has been
borrowed from [ RFC5301]. The Value field identifies the synbolic
name of the router node. This synbolic nane can be the Fully
Qualified Domain Name (FQDN) for the router, it can be a subset of
the FQDN (e.g., a hostnane), or it can be any string operators want
to use for the router. The use of FQDN or a subset of it is strongly
RECOMVENDED. The nmaxi mum | ength of the Node Nane TLV is 255 octets.
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The Value field is encoded in 7-bit ASCII. |If a user interface for
configuring or displaying this field pernits Uni code characters, that
user interface is responsible for applying the ToASClI| and/or

ToUni code al gorithm as described in [ RFC5890] to achieve the correct
format for transm ssion or display.

Al t hough [ RFC5301] describes an I S-1S-specific extension, usage of
the Node Nane TLV is possible for all protocols. How a router
derives and injects node names, e.d., OSPF nodes, is outside of the
scope of this document.

0 1 2 3
01234567890123456789012345678901
R S T S S e e e I S S i i o e S S S
| Type | Length |
B T T T o o S S S e i S S Tk e e Y S
/1 Node Nane (vari abl e) /1
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

Fi gure 17: Node Nane For nat
3.3.1.4. Local IPv4/IPv6 Router-1D TLVs

The | ocal |Pv4/1Pv6 Router-1D TLVs are used to describe auxiliary
Router-1Ds that the | GP nmight be using, e.g., for TE and migration
pur poses such as correlating a Node-1D between different protocols.
If there is nore than one auxiliary Router-1D of a given type, then
each one is encoded in its own TLV.

3.3.1.5. (Opaque Node Attribute TLV

The Opaque Node Attribute TLV is an envel ope that transparently
carries optional Node Attribute TLVs advertised by a router. An
originating router shall use this TLV for encodi ng infornmation
specific to the protocol advertised in the NLRI header Protocol-1D
field or new protocol extensions to the protocol as advertised in the
NLRI header Protocol-ID field for which there is no protocol-neutra
representation in the BGP Link-State NLRI. The primary use of the
Opaque Node Attribute TLV is to bridge the docunent |ag between
e.g., anew IGP link-state attribute being defined and the protocol -
neutral BGP-LS extensions being published. A router, for exanple,
could use this extension in order to advertise the native protocol’s
Node Attribute TLVs, such as the OSPF Router |nformationa
Capabilities TLV defined in [RFC7770] or the I GP TE Node Capability
Descri ptor TLV described in [ RFC5073].
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0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| Type | Length |
B T e o i S I i i S S N iy St S I S S
/1 Opaque node attributes (variable) /1

B s S S i i i ks a ks st S S S S S S
Fi gure 18: Opaque Node Attribute Format
3.3.2. Link Attribute TLVs

Link Attribute TLVs are TLVs that nay be encoded in the BGP-LS
attribute with a Link NLRI. Each 'Link Attribute’ is a Typel/Length/
Value (TLV) triplet formatted as defined in Section 3.1. The fornat
and semantics of the Value fields in sonme Link Attribute TLVs
correspond to the format and semantics of the Value fields in IS 1S
Extended | S Reachability sub-TLVs, defined in [ RFC5305] and

[ RFC5307]. O her Link Attribute TLVs are defined in this docunent.
Al t hough the encodings for Link Attribute TLVs were originally
defined for 1S-1S, the TLVs can carry data sourced by either IS-1S or
OSPF.
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The following Link Attribute TLVs are valid in the BGP-LS attribute
with a Link NLRI:

S o e e e e e e e ea oo S e +
| TLV Code | Description | 1S1STLV | Reference |
| Poi nt | | / Sub-TLV | (RFC Section) |
S T ook oo +
| 1028 | IPv4 Router-1D of | 134/ - - - | [RFC5305]/4.3 |
| | Local Node | | |
| 1029 | 1Pv6 Router-ID of | 140/ - - - | [RFC6119]/4.1 |
| | Local Node | | |
| 1030 | 1Pv4 Router-I|D of | 134/ - - - | [RFC5305]/4.3 |
| | Renote Node | | |
| 1031 | IPv6 Router-1D of | 140/ - - - | [RFC6119]/4.1 |
| | Renote Node | | |
| 1088 | Administrative | 22/ 3 | [RFC5305]/3.1 |
| | group (color) | | |
| 1089 | Maximum |ink | 22/ 9 | [RFC5305]/3.4 |
| | bandwi dt h | | |
| 1090 | Max. reservable | 22/ 10 | [RFC5305]/3.5 |
| | 1ink bandwi dth | | |
| 1091 | Unreserved | 22/ 11 | [RFC5305]/3.6 |
| | bandw dth | | |
| 1092 | TE Default Metric | 22/ 18 | Section 3.3.2.3 |
| 1093 | Link Protection | 22/ 20 | [RFC5307]/1.2 |
| | Type | | |
| 1094 | MPLS Protocol Mask | --- | Section 3.3.2.2 |
| 1095 | 1GP Metric | | Section 3.3.2.4 |
| 1096 | Shared Ri sk Link | --- | Section 3.3.2.5 |
| | Goup | | |
| 1097 | Opaque Link | --- | Section 3.3.2.6 |
| | Attribute | | |
| 1098 | Link Name | --- | Section 3.3.2.7 |
S o e e e e e e e ea oo S e +

Table 9: Link Attribute TLVs
3.3.2. 1. | Pv4/ 1 Pv6 Router-I1D TLVs

The local/rempte 1 Pv4/1Pv6 Router-1D TLVs are used to describe
auxiliary Router-1Ds that the I GP might be using, e.g., for TE
purposes. All auxiliary Router-1Ds of both the local and the renote
node MJST be included in the link attribute of each Link NLRI. If
there is nore than one auxiliary Router-1D of a given type, then

mul tiple TLVs are used to encode them
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3.3.2.2. MPLS Protocol Mask TLV

The MPLS Protocol Mask TLV carries a bit mask describing which MPLS
signaling protocols are enabled. The length of this TLV is 1. The
value is a bit array of 8 flags, where each bit represents an MPLS
Prot ocol capability.

Generation of the MPLS Protocol Mask TLV is only valid for and SHOULD
only be used with originators that have local link insight, for

exanpl e, the Protocol-IDs 'Static configuration’ or 'Direct’ as per
Table 2. The MPLS Protocol Mask TLV MUST NOT be included in NLRI's
with the other Protocol-IDs listed in Table 2.

0 1 2 3

01234567890123456789012345678901

B i S S T iy S S I e i I i stk sl s S S S
Type | Length |

B e i T o e R S i I TR S T i ol ot SR S e S e S S e i o o

L|R Reserved |

=+ -

+
|
+
|
e

Fi gure 19: MPLS Protocol Mask TLV

The following bits are defined:

R oo e e e e e e e e e e e e e e e e e e e eee o R +
| Bi t | Description | Reference |
Fomm e e e o - o m e m e e e e e e e e m e e e e e am o S +
| L | Label Distribution Protocol (LDP) | [ RFC5036] |
| 'R | Extension to RSVP for LSP Tunnels | [RFC3209] |
| | (RSVP-TE) | |
| 'Reserved’ | Reserved for future use | |
TR o m e e e e e e e e e e e e e e eme o R +

Tabl e 10: MPLS Protocol Msk TLV Codes
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3.3.2.3. TE Default Metric TLV

The TE Default Metric TLV carries the Traffic Engineering netric for
this link. The length of this TLV is fixed at 4 octets. |If a source
protocol uses a nmetric width of less than 32 bits, then the high-
order bits of this field MUST be padded with zero.

0 1 2 3

01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S
| Type | Length |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| TE Default Link Metric |
B Lt r s i i i o o T s ks S R S

Fi gure 20: TE Default Metric TLV For mat
3.3.2.4. |GP Metric TLV

The IGP Metric TLV carries the nmetric for this link. The Iength of
this TLV is variable, depending on the nmetric width of the underlying

protocol. 1S-1S small netrics have a length of 1 octet (the two nost
significant bits are ignored). OSPF link nmetrics have a length of 2
octets. IS 1S wide netrics have a length of 3 octets.

0 1 2 3

01234567890123456789012345678901
T S i o S S e i < S S S S S S S S S S

| Type | Length |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
/1 | GP Link Metric (variable |ength) /1

i s o i i e e TR r R Th
Figure 21: 1GP Metric TLV Format
3.3.2.5. Shared Risk Link Goup TLV

The Shared Ri sk Link Goup (SRLG TLV carries the Shared R sk Link
Goup information (see Section 2.3 ("Shared Ri sk Link G oup
Information") of [RFC4202]). It contains a data structure consisting
of a (variable) list of SRLG val ues, where each elenent in the |ist
has 4 octets, as shown in Figure 22. The length of this TLVis 4 *
(nunber of SRLG val ues).
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0 1 2 3

01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Type | Length |
B T e o i S I i i S S N iy St S I S S
| Shared Ri sk Link G oup Val ue
T e e i i e e S e e e e
e Il
i T o T e e e et o S s S R R SR
| Shared Ri sk Link G oup Val ue |
B T e o i S I i i S S N iy St S I S S

Fi gure 22: Shared Ri sk Link Goup TLV For nat

The SRLG TLV for OSPF-TE is defined in [RFC4203]. In IS 1S, the SRLG
information is carried in two different TLVs: the IPv4 (SRLG TLV
(Type 138) defined in [RFC5307] and the I Pv6 SRLG TLV (Type 139)
defined in [RFC6119]. In Link-State NLRI, both IPv4 and I Pv6 SRLG
information are carried in a single TLV.

3.3.2.6. Opaque Link Attribute TLV

The Opaque Link Attribute TLV is an envel ope that transparently
carries optional Link Attribute TLVs advertised by a router. An
originating router shall use this TLV for encoding infornation
specific to the protocol advertised in the NLRI header Protocol-1D
field or new protocol extensions to the protocol as advertised in the
NLRI header Protocol-ID field for which there is no protocol-neutral
representation in the BGP Link-State NLRI. The primary use of the
Opaque Link Attribute TLV is to bridge the docunent |ag between,

e.g., anew IGP link-state attribute being defined and the ' protocol -
neutral’ BGP-LS extensions being published.

0 1 2 3
01234567890123456789012345678901
i S S S T i i S S i i S S S S R T T

| Type | Length |
B Lt r s i i i o o T s ks S R S
/1 Opaque link attributes (variable) /1

B T o S e i oL I S e e T s T S it i S
Fi gure 23: Opaque Link Attribute TLV For nat
3.3.2.7. Link Nane TLV
The Link Nane TLV is optional. The Value field identifies the

synbolic name of the router Iink. This synbolic nane can be the FCQDN
for the link, it can be a subset of the FQDN, or it can be any string
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operators want to use for the link. The use of FQDN or a subset of
it is strongly RECOWENDED. The maxi mum | ength of the Link Nane TLV
is 255 octets.

The Value field is encoded in 7-bit ASCII. |If a user interface for
configuring or displaying this field permts Unicode characters, that
user interface is responsible for applying the ToASCI| and/or

ToUni code al gorithm as described in [ RFC5890] to achieve the correct
format for transm ssion or display.

How a router derives and injects link names is outside of the scope
of this docunent.

0 1 2 3
01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S
| Type | Length |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
/1 Li nk Narme (vari abl e) /1
B Lt r s i i i o o T s ks S R S

Fi gure 24: Link Nane TLV For mat
3.3.3. Prefix Attribute TLVs

Prefixes are learned fromthe I GP topology (IS-1S or OSPF) with a set
of I1GP attributes (such as netric, route tags, etc.) that MJIST be
reflected into the BGP-LS attribute with a prefix NLRI. This section
describes the different attributes related to the I Pv4/1Pv6 prefixes.
Prefix Attribute TLVs SHOULD be used when advertising NLRI types 3
and 4 only. The following Prefix Attribute TLVs are defi ned:

I T Fommemeaa T +
| TLV Code | Description | Length | Reference |
| Point | | | |
S e e e e a - Fomm e - S +
| 1152 | 1GP Flags | 1| Section 3.3.3.1

| 1153 | 'GP Route Tag | 4*n | [ RFC5130] |
| 1154 | |GP Extended Route | 8*n | [ RFC5130] |
| | Tag | | |
| 1155 | Prefix Metric | 4 | [RFC5305] |
| 1156 | OSPF Forwardi ng | 4 | [ RFC2328] |
| | Address | |

| 1157 | Opaque Prefix | variable | Section 3.3.3.6

| | Attribute | | |
Fom e e e e e oo oo o e e e e e e oo S B +

Table 11: Prefix Attribute TLVs
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3.3.3.1. |IGP Flags TLV

The I GP Flags TLV contains |1S-1S and OSPF flags and bits originally
assigned to the prefix. The IGP Flags TLV is encoded as foll ows:

0 1 2 3
012345678901234567890123456789°01
o S S
| Type | Length |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| D NJ L] Pl Resvd. |
B T i S T S

Figure 25: IGP Flag TLV For mat

The Val ue field contains bits defined according to the table bel ow

Fomm e - o S +
| Bi t | Description | Reference |
[ T o m e e e e e e R +
| "D | 1S-1S Up/ Down Bit | [RFC5305] |
| "N | OSPF "no unicast" Bit | [RFC5340] |
| L | OSPF "local address" Bit | [RFC5340] |
| TP | OSPF "propagate NSSA" Bit | [RFC5340] |
| Reserved | Reserved for future use. | |

Table 12: 1GP Flag Bits Definitions
3.3.3.2. |ICGP Route Tag TLV

The 1 GP Route Tag TLV carries original |G Tags (IS-1S [ RFC5130] or
OSPF) of the prefix and is encoded as foll ows:

0 1 2 3
01234567890123456789012345678901
T T i e i i e T e b s S S SN S
| Type | Length |
i T i e S e e S R o s o it SR R TR R R SR
/1 Rout e Tags (one or nore) /1
B T e o i S I i i S S N iy St S I S S

Fi gure 26: |1 GP Route Tag TLV For nat
Length is a nultiple of 4.

The Val ue field contains one or nore Route Tags as learned in the IGP
t opol ogy.
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3.3.3.3. Extended |IGP Route Tag TLV

The Extended | GP Route Tag TLV carries |S-1S Extended Route Tags of
the prefix [ RFC5130] and is encoded as foll ows:

0 1 2 3
01234567890123456789012345678901
T I T S D i it S S S S S R S o S S A S

| Type | Length |
B T T T o o S S S e i S S Tk e e Y S
/1 Ext ended Route Tag (one or nore) /1

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
Fi gure 27: Extended | G° Route Tag TLV For nat
Length is a multiple of 8.

The Extended Route Tag field contains one or nore Extended Route Tags
as learned in the | GP topol ogy.

3.3.3. 4. Prefix Metric TLV

The Prefix Metric TLV is an optional attribute and may only appear

once. |If present, it carries the netric of the prefix as known in
the 1 GP topol ogy as described in Section 4 of [RFC5305] (and
therefore represents the reachability cost to the prefix). [If not

present, it neans that the prefix is advertised w thout any
reachability.

0 1 2 3

01234567890123456789012345678901
o S S
| Type | Length |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Metric |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

Figure 28: Prefix Metric TLV For nat
Length is 4.
3.3.3.5. OSPF Forwardi ng Address TLV
The OSPF Forwardi ng Address TLV [ RFC2328] [ RFC5340] carries the OSPF

forwardi ng address as known in the original OSPF advertisenent.
Forwar di ng address can be either |Pv4 or |Pve6.
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0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| Type | Length |
B T e o i S I i i S S N iy St S I S S
/1 Forwar di ng Address (vari abl e) /1

T T e e i i e e st i s s SN SR
Fi gure 29: OSPF Forwardi ng Address TLV For mat

Length is 4 for an I Pv4 forwardi ng address, and 16 for an |IPv6
forwardi ng address.

3.3.3.6. Opaque Prefix Attribute TLV

The Opaque Prefix Attribute TLV is an envel ope that transparently
carries optional Prefix Attribute TLVs advertised by a router. An
originating router shall use this TLV for encoding infornation
specific to the protocol advertised in the NLRI header Protocol-1D
field or new protocol extensions to the protocol as advertised in the
NLRI header Protocol-ID field for which there is no protocol-neutral
representation in the BGP Link-State NLRI. The primary use of the
Opaque Prefix Attribute TLV is to bridge the docunent |ag between,
e.g., anew IGP link-state attribute being defined and the protocol -
neutral BGP-LS extensions being published.

The format of the TLV is as foll ows:
0 1 2 3

01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

| Type | Length |
i T i e S e e S R o s o it SR R TR R R SR
/1 Opaque Prefix Attributes (variable) /1

B ey St S S s i I I R R S o S S S S S S S S S s S
Fi gure 30: Opaque Prefix Attribute TLV Fornat
Type is as specified in Table 11. Length is variable.
3.4. BGP Next-Hop Information

BGP link-state information for both | Pv4 and | Pv6 networks can be
carried over either an | Pv4 BGP session or an |IPv6 BGP session. |f
an |1 Pv4 BCGP session is used, then the next hop in the MP_REACH NLRI
SHOULD be an I Pv4 address. Simlarly, if an IPv6 BGP session is
used, then the next hop in the MP_REACH NLRI SHOULD be an | Pv6
address. Usually, the next hop will be set to the |ocal endpoint
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address of the BGP session. The next-hop address MJST be encoded as
described in [RFC4760]. The Length field of the next-hop address
will specify the next-hop address famly. |f the next-hop length is
4, then the next hop is an I Pv4 address; if the next-hop length is
16, then it is a global 1Pv6 address; and if the next-hop length is
32, then there is one global |IPv6 address followed by a Iink-loca

| Pv6 address. The link-local |Pv6 address should be used as
described in [RFC2545]. For VPN Subsequent Address Fanily Identifier
(SAFl), as per custom an 8-byte Route Distinguisher set to all zero
is prepended to the next hop

The BGP Next Hop attribute is used by each BGP-LS speaker to validate
the NLRI it receives. |n case identical NLRIs are sourced by

mul tiple originators, the BGP Next Hop attribute is used to tiebreak
as per the standard BGP path decision process. This specification
doesn’t mandate any rule regarding the rewite of the BGP Next Hop
attribute.

3.5. Inter-AS Links

The main source of TE information is the IGP, which is not active on
inter-AS links. In some cases, the I GP may have information of
inter-AS links [ RFC5392] [RFC5316]. |In other cases, an

i mpl enentati on SHOULD provide a neans to inject inter-AS links into
BGP-LS. The exact nechani smused to provision the inter-AS links is
out side the scope of this docunent

3.6. Router-1D Anchoring Exanple: |SO Pseudonode

Encodi ng of a broadcast LANin IS 1S provides a good exanpl e of how
Router-1Ds are encoded. Consider Figure 31. This represents a

Br oadcast LAN between a pair of routers. The "real" (non-pseudonode)
routers have both an I Pv4 Router-1D and 1S-1S Node-ID. The
pseudonode does not have an | Pv4 Router-ID. Nodel is the DIS for the
LAN. Two unidirectional l|inks (Nodel, Pseudonodel) and (Pseudonodel
Node2) are being generated.

The Link NLRI of (Nodel, Pseudonodel) is encoded as follows. The IGP
Router-1D TLV of the |ocal Node Descriptor is 6 octets |ong and
contains the 1SO I D of Nodel, 1920.0000.2001. The IGP Router-1D TLV
of the renpte Node Descriptor is 7 octets long and contains the | SO

| D of Pseudonodel, 1920.0000.2001.02. The BGP-LS attribute of this
link contains one local IPv4 Router-ID TLV (TLV type 1028) contai ning
192.0.2.1, the I Pv4 Router-ID of Nodel.

The Link NLRI of (Pseudonodel, Node2) is encoded as follows. The IGP

Router-1D TLV of the |ocal Node Descriptor is 7 octets |ong and
contains the I SO |1 D of Pseudonodel, 1920.0000.2001.02. The IGP
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Router-1D TLV of the renote Node Descriptor is 6 octets |ong and
contains the I SO I D of Node2, 1920.0000.2002. The BGP-LS attribute
of this link contains one remote I Pv4 Router-ID TLV (TLV type 1030)
containing 192.0.2.2, the I Pv4 Router-I1D of Node2.

S + S + S +
Nodel | | Pseudonodel | | Node?2 |

| 1920. 0000. 2001. 00| - - - >| 1920. 0000. 2001. 02| - - - >| 1920. 0000. 2002. 00

| 192.0.2.1 | | | | 192.0.2.2

B + B + B +

Figure 31: 1S 1S Pseudonodes
3.7. Router-1D Anchoring Exanpl e: OSPF Pseudonode

Encodi ng of a broadcast LAN in OSPF provides a good exanpl e of how
Router-1Ds and local Interface IPs are encoded. Consider Figure 32.
This represents a Broadcast LAN between a pair of routers. The
"real" (non-pseudonode) routers have both an | Pv4 Router-1D and an
Area ldentifier. The pseudonode does have an |IPv4 Router-ID, an | Pv4
Interface Address (for disamnbiguation), and an OSPF Area. Nodel is
the DR for the LAN, hence, its local IP address 10.1.1.1 is used as
both the Router-1D and Interface IP for the pseudonode keys. Two
unidirectional |inks, (Nodel, Pseudonodel) and (Pseudonodel, Node2),
are bei ng generat ed.
The Link NLRI of (Nodel, Pseudonodel) is encoded as follows:
0 Local Node Descri ptor

TLV #515: 1 GP Router-ID: 11.11.11.11

TLV #514: OSPF Area-ID: 1D:0.0.0.0
0 Renote Node Descri ptor

TLV #515: 1GP Router-ID: 11.11.11.11:10.1.1.1

TLV #514: OSPF Area-ID: 1D:0.0.0.0
The Link NLRI of (Pseudonodel, Node2) is encoded as follows:
0 Local Node Descri ptor

TLV #515: IGP Router-I1D: 11.11.11.11:10.1.1.1

TLV #514: OSPF Area-1D: ID:0.0.0.0
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0 Renote Node Descri ptor
TLV #515: I GP Router-1D: 33.33.33.34

TLV #514: OSPF Area-1D: ID:0.0.0.0

oo + oo + oo +
| Nodel | | Pseudonodel | | Node?2 |
| 11.11.11.11 | ---> 11.11.11.11 [--->] 33.33.33.34

| | | 10.1.1.1 | |

| Area 0 | | Area 0 | | Area 0
S + S + S +

Fi gure 32: OSPF Pseudonodes
3.8. Router-1D Anchoring Exanple: OSPFv2 to IS-1S Mgration

Graceful mgration fromone IGP to anot her requires coordinated
operation of both protocols during the migration period. Such a
coordi nation requires identifying a given physical link in both | GPs.
The 1 Pv4 Router-ID provides that "glue", which is present in the Node
Descriptors of the OSPF Link NLRI and in the link attribute of the

I S-1S Link NLRI

Consi der a point-to-point |link between two routers, A and B, that
initially were OSPFv2-only routers and then 1S-1S is enabled on them
Node A has | Pv4 Router-ID and | SO ID; node B has | Pv4 Router-1D, |Pv6
Router-1D, and SO 1D. Each protocol generates one Link NLRI for the
link (A, B), both of which are carried by BG-LS. The OSPFv2 Link
NLRI for the link is encoded with the | Pv4 Router-1D of nodes A and B
in the local and renote Node Descriptors, respectively. The IS-IS
Link NLRI for the link is encoded with the 1SOID of nodes A and B in
the I ocal and renote Node Descriptors, respectively. 1In addition

the BGP-LS attribute of the I1S-1S Link NLRI contains the TLV type
1028 containing the I Pv4 Router-1D of node A TLV type 1030
containing the I1Pv4 Router-ID of node B, and TLV type 1031 cont ai ni ng
the 1Pv6 Router-ID of node B. In this case, by using | Pv4 Router-1D
the link (A B) can be identified in both the 1S 1S and OSPF

pr ot ocol

4. Link to Path Aggregation

Distribution of all links available in the global Internet is
certainly possible; however, it not desirable froma scaling and
privacy point of view Therefore, an inplenmentation may support a
link to path aggregation. Rather than advertising all specific links
of a domain, an ASBR nmay advertise an "aggregate |ink" between a non-
adj acent pair of nodes. The "aggregate |ink" represents the
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aggregated set of link properties between a pair of non-adjacent
nodes. The actual nethods to conpute the path properties (of

bandwi dth, netric, etc.) are outside the scope of this docunent. The
deci sion whether to advertise all specific |inks or aggregated links
is an operator’s policy choice. To highlight the varying |evels of
exposure, the followi ng depl oynent exanpl es are discussed.

4.1. Exanple: No Link Aggregation

Consi der Figure 33. Both AS1 and AS2 operators want to protect their
inter-AS {R1, R3}, {R2, R4} links using RSVP-FRR LSPs. If Rl wants
to conpute its link-protection LSP to R3, it needs to "see" an
alternate path to R3. Therefore, the AS2 operator exposes its

topol ogy. Al BGP-TE-enabled routers in AS1 "see" the full topology
of AS2 and therefore can conpute a backup path. Note that the
conmputing router decides if the direct link between {R3, R4} or the
{R4, R5, R3} path is used.

ASL :  AS2
Rl------- R3

| |\

| | RS
| | /
R2------- R4

Fi gure 33: No Link Aggregation
4.2. Exanple: ASBR to ASBR Path Aggregation

The brief difference between the "no-1ink aggregation" exanple and
this exanple is that no specific link gets exposed. Consider

Figure 34. The only link that gets advertised by AS2 is an
"aggregate" link between R3 and R4. This is enough to tell ASl that
there is a backup path. However, the actual |inks being used are

hi dden from the topol ogy.
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AS1 AS2
Rl------- R3
| S
| S
|
R2------- R4

Fi gure 34: ASBR Li nk Aggregation

4.3. Exanple: Milti-AS Path Aggregation

Service providers in control of nultiple ASes may even decide to not
expose their internal inter-AS links. Consider Figure 35. AS3 is
nodel ed as a single node that connects to the border routers of the
aggr egat ed donmi n.

AS1 : AS2 : AS3
Rl------- R3-----
| : o\
| : VRO
| : i
R2------- R4-----

Figure 35: Multi-AS Aggregation
| ANA Consi derations

| ANA has assigned address fam |y nunber 16388 (BGP-LS) in the
"Address Family Nunmbers" registry with this docunent as a reference.

| ANA has assigned SAFl values 71 (BGP-LS) and 72 (BGP-LS-VPN) in the
"SAFI Val ues" sub-registry under the "Subsequent Address Fanily
Identifiers (SAFI) Paraneters" registry.

| ANA has assigned value 29 (BGP-LS Attribute) in the "BGP Path

Attributes" sub-registry under the "Border Gateway Protocol (BGP)
Par anet ers" registry.

| ANA has created a new "Border Gateway Protocol - Link State (BGP-LS)
Paraneters” registry at <http://ww.iana. org/assi gnments/bgp-1s-
paraneters>. Al of the followi ng registries are BGP-LS specific and
are accessible under this registry:
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0 "BGP-LS NLRI-Types" registry

Value 0 is reserved. The maxi mum value is 65535. The registry
has been popul ated with the values shown in Table 1. Allocations
within the registry require docunmentation of the proposed use of
the allocated val ue (Specification Required) and approval by the
Desi gnat ed Expert assigned by the | ESG (see [ RFC5226]).

0 "BCGP-LS Protocol -1Ds" registry

Value 0 is reserved. The maxi numvalue is 255. The registry has
been popul ated with the values shown in Table 2. Allocations
within the registry require docunentati on of the proposed use of
the allocated val ue (Specification Required) and approval by the
Desi gnat ed Expert assigned by the | ESG (see [ RFC5226]).

0 "BGP-LS Well-Known Instance-1Ds" registry

The registry has been populated with the val ues shown in Table 3.
New al | ocations fromthe range 1-31 use the | ANA allocation policy
"Specification Required" and require approval by the Designated
Expert assigned by the I ESG (see [RFC5226]). Values in the range
32 to 27"64-1 are for "Private Use" and are not recorded by | ANA

0 "BGP-LS Node Descriptor, Link Descriptor, Prefix Descriptor, and
Attribute TLVS" registry

Val ues 0-255 are reserved. Values 256-65535 will be used for code
points. The registry has been populated with the val ues shown in
Table 13. Allocations within the registry require docunentation
of the proposed use of the allocated value (Specification

Requi red) and approval by the Designated Expert assigned by the

| ESG (see [ RFC5226]).

5.1. Cuidance for Designated Experts

In all cases of review by the Designated Expert (DE) described here,
the DE is expected to ascertain the existence of suitable
docunentation (a specification) as described in [ RFC5226] and to
verify that the document is permanently and publicly available. The
DE is al so expected to check the clarity of purpose and use of the
requested code points. Last, the DE nust verify that any
specification produced in the | ETF that requests one of these code
poi nts has been nmade available for review by the I DR working group
and that any specification produced outside the | ETF does not
conflict with work that is active or already published within the

| ETF.
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6. Manageability Considerations

This section is structured as recomended in [ RFC5706] .
6.1. (QOperational Considerations
6.1.1. CQperations

Exi sting BGP operational procedures apply. No new operation
procedures are defined in this document. It is noted that the NLR
informati on present in this docunment carries purely application-|eve
data that has no i nmedi ate correspondi ng forwardi ng state i npact. As
such, any churn in reachability information has a different inpact

t han regul ar BGP updates, which need to change the forwarding state
for an entire router. Furthernore, it is anticipated that
distribution of this NLRI will be handl ed by dedicated route
reflectors providing a | evel of isolation and fault containnment

bet ween di fferent NLRI types.

6.1.2. Installation and Initial Setup

Configuration parameters defined in Section 6.2.3 SHOULD be
initialized to the follow ng default val ues:

0 The Link-State NLRI capability is turned off for all neighbors.

0 The maximumrate at which Link-State NLRIs will be advertised/
wi t hdrawn from nei ghbors is set to 200 updates per second.

6.1.3. Mgration Path
The proposed extension is only activated between BGP peers after
capability negotiation. Mreover, the extensions can be turned on/
of f on an individual peer basis (see Section 6.2.3), so the extension
can be gradually rolled out in the network.

6.1.4. Requirenments on Ot her Protocols and Functional Conponents

The protocol extension defined in this docunent does not put new
requi renents on other protocols or functional conponents.

6.1.5. Inpact on Network QOperation
Frequency of Link-State NLRI updates could interfere with regular BGP

prefix distribution. A network operator MAY use a dedi cated Route-
Refl ector infrastructure to distribute Link-State NLRIs.
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Distribution of Link-State NLRIs SHOULD be linmted to a single adnmin
domai n, which can consist of nmultiple areas within an AS or multiple
ASes.

6.1.6. Verifying Correct Operation

Exi sting BGP procedures apply. |In addition, an inplenentation SHOULD
al | ow an operator to:

0 List neighbors with whomthe speaker is exchangi ng Link-State
NLRI s.

6.2. Managenent Considerations
6.2.1. Managenent |nformation

The 1 DR working group has docunmented and continues to docunent parts
of the Managenent |nfornmation Base and YANG nodel s for managi ng and
nmoni tori ng BGP speakers and the sessions between them It is
currently believed that the BGP session running BGP-LS i s not
substantially different fromany other BGP session and can be managed
usi ng the sane data nodel s.

6.2.2. Fault Managenent

If an inplementation of BGP-LS detects a nmalformed attribute, then it
MUST use the 'Attribute Discard action as per [RFC7606], Section 2.

An inmplenentation of BGP-LS MIUST performthe followi ng syntactic
checks for determining if a nmessage is nalforned.

o Does the sumof all TLVs found in the BGP-LS attribute correspond
to the BGP-LS path attribute | ength?

0 Does the sumof all TLVs found in the BGP MP_REACH NLRI attribute
correspond to the BGP MP_REACH NLRI |ength?

o Does the sumof all TLVs found in the BGP MP_UNREACH NLRI
attribute correspond to the BGP MP_UNREACH NLRI | ength?

0 Does the sumof all TLVs found in a Node, Link or Prefix
Descriptor NLRI attribute correspond to the Total NLRI Length
field of the Node, Link, or Prefix Descriptors?

o Does any fixed-length TLV correspond to the TLV Length field in
this docunent ?
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6.2.3. Configurati on Managenent
An i nmpl enentation SHOULD al |l ow the operator to specify neighbors to
which Link-State NLRIs will be advertised and from which Link-State
NLRIs will be accepted.
An i npl enentation SHOULD al |l ow the operator to specify the nmaxi num
rate at which Link-State NLRIs will be advertised/w thdrawn from
nei ghbors.
An inmpl enentati on SHOULD al |l ow the operator to specify the maxi num
nunber of Link-State NLRIs stored in a router’s Routing Information
Base (RIB).
An inplenmentation SHOULD al |l ow the operator to create abstracted
topol ogi es that are advertised to neighbors and create different
abstractions for different neighbors.

An i npl enentation SHOULD al |l ow the operator to configure a 64-bit
I nst ance- | D.

An i npl enentation SHOULD al |l ow the operator to configure a pair of
ASN and BGP-LS identifiers (Section 3.2.1.4) per flooding set in
whi ch the node parti ci pates.
6.2.4. Accounting Managenent
Not Applicable.
6.2.5. Performance Managenent
An inpl ementation SHOULD provide the follow ng statistics:
o Total number of Link-State NLRI updates sent/received
0 Nunber of Link-State NLRI updates sent/received, per neighbor
0o Number of errored received Link-State NLR updates, per neighbor
o Total number of locally originated Link-State NLRIs
These statistics should be recorded as absol ute counts since system

or session start tine. An inplenentation MAY al so enhance this
i nformati on by recordi ng peak per-second counts in each case.
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6.2.6. Security Managenent

An operator SHOULD define an inport policy to limt inbound updates
as follows:

o Drop all updates from consuner peers.
An inplementati on MUST have the means to linit inbound updates.
7. TLV/ Sub-TLV Code Poi nts Sunmary

This section contains the global table of all TLVs/sub-TLVs defined
in this docunent.

I e . T +
| TLV Code | Description | 1S1S TLV/ | Reference |
| Poi nt | | Sub- TLV | (RFC/ Section) |
S i RS Fom e e e oo oo +
| 256 | Local Node | --- | Section 3.2.1.2

| | Descriptors | |

| 257 | Renote Node | --- | Section 3.2.1.3

| | Descriptors | | |
| 258 | Link Local /Renote | 22/ 4 | [RFC5307]/1.1

| | ldentifiers | |

| 259 | IPv4 interface | 22/ 6 | [RFC5305]/3.2

| | address | | |
| 260 | 1Pv4 nei ghbor | 22/ 8 | [RFC5305]/3.3

| | address | |

| 261 | 1Pv6 interface | 22/ 12 | [RFC6119]/4.2

| | address | | |
| 262 | I'Pv6 nei ghbor | 22/ 13 | [RFC6119]/4.3

| | address | | |
| 263 | Multi-Topology ID | --- | Section 3.2.1.5

| 264 | OSPF Route Type | --- | Section 3.2.3

| 265 | I'P Reachability | --- | Section 3.2.3

| | I'nformation | | |
| 512 | Autononbus System | --- | Section 3.2.1.4

| 513 | BGP-LS ldentifier | --- | Section 3.2.1.4

| 514 | OSPF Area-1D | --- | Section 3.2.1.4

| 515 | 1GP Router-1D | --- | Section 3.2.1.4

| 1024 | Node Flag Bits | --- | Section 3.3.1.1

| 1025 | Opaque Node | --- | Section 3.3.1.5

| | Attribute | | |
| 1026 | Node Name | vari abl e | Section 3.3.1.3

| 1027 | IS-IS Area | vari abl e | Section 3.3.1.2

| | Identifier | |

| 1028 | 1Pv4 Router-ID of | 134/ --- | [RFC5305]/4.3

| | Local Node | | |
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| 1029 | 1Pv6 Router-ID of | 140/ - - - | [RFC6119]/4.1 |
| | Local Node | | |
| 1030 | 1Pv4 Router-I1D of | 134/ --- | [RFC5305]/4.3

| | Renote Node | | |
| 1031 | 1Pv6 Router-ID of | 140/ - - - | [RFC6119]/4.1 |
| | Renote Node | | |
| 1088 | Administrative | 22/ 3 | [RFC5305]/3.1 |
| | group (color) | | |
| 1089 | Maximum Iink | 22/ 9 | [RFC5305]/3.4

| | bandw dth | |

| 1090 | Max. reservable | 22/ 10 | [RFC5305]/3.5

| | 1ink bandwi dth | |

| 1091 | Unreserved | 22/ 11 | [RFC5305]/3.6

| | bandwi dth | |

| 1092 | TE Default Metric | 22/ 18 | Section 3.3.2.3

| 1093 | Link Protection | 22/ 20 | [RFC5307]/1.2

| | Type | | |
| 1094 | MPLS Protocol Mask | --- | Section 3.3.2.2

| 1095 | 1GP Metric | --- | Section 3.3.2.4

| 1096 | Shared Risk Link | --- | Section 3.3.2.5

| | Goup | | |
| 1097 | Opaque Link | --- | Section 3.3.2.6

| | Attribute | | |
| 1098 | Link Name | --- | Section 3.3.2.7

| 1152 | 1GP Flags | --- | Section 3.3.3.1

| 1153 | 'GP Route Tag | --- | [ RFC5130] |
| 1154 | 'GP Extended Route | --- | [ RFC5130] |
| | Tag | | |
| 1155 | Prefix Metric | --- | [ RFC5305] |
| 1156 | OSPF Forwardi ng | --- | [ RFC2328] |
| | Address | | |
| 1157 | Opaque Prefix | --- | Section 3.3.3.6

| | Attribute | | |
S o e e e e e e e ea oo S e +

Tabl e 13: Sunmary Tabl e of TLV/ Sub-TLV Code Points
8. Security Considerations

Procedures and protocol extensions defined in this docunent do not

af fect the BGP security nodel. See the Security Considerations
section of [RFC4271] for a discussion of BGP security. Also refer to
[ RFC4272] and [ RFC6952] for analysis of security issues for BGP

In the context of the BGP peerings associated with this docunent, a
BGP speaker MUST NOT accept updates froma consunmer peer. That is, a
participati ng BGP speaker should be aware of the nature of its

rel ationships for link-state relationships and should protect itself
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9.

9.

from peers sending updates that either represent erroneous

i nformati on feedback | oops or are false input. Such protection can
be achi eved by nmanual configuration of consuner peers at the BGP
speaker .

An operator SHOULD enploy a nechanismto protect a BGP speaker

agai nst DDoS attacks from consunmers. The principal attack a consumer
may apply is to attenpt to start nultiple sessions either
sequentially or simultaneously. Protection can be applied by
imposing rate limts.

Additionally, it nmay be considered that the export of |link-state and
TE information as described in this docunment constitutes a risk to
confidentiality of mission-critical or comercially sensitive

i nformati on about the network. BGP peerings are not automatic and
require configuration; thus, it is the responsibility of the network
operator to ensure that only trusted consunmers are configured to
receive such information.
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