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Abstract

Thi s docunent describes the use of the Stateless |P/ICVW Translation
Algorithm (SIIT) in an IPv6 Internet Data Center (IDC). In this
depl oynent nodel, traffic fromlegacy | Pv4-only clients on the
Internet is translated to | Pv6 upon reaching the |IDC operator’s
network infrastructure. Fromthat point on, it nmay be treated the
sanme as traffic fromnative IPv6 end users. The |IPv6 endpoints nmay
be nunbered using arbitrary (non-IPv4-transl atable) |Pv6 addresses.
This facilitates a single-stack IPv6-only network infrastructure, as
well as efficient utilization of public |IPv4 addresses.

The primary audience is | DC operators who are depl oying |IPv6, running
out of available | Pv4 addresses, and/or feeling that dual stack
causes undesirabl e operational conplexity.

Status of This Meno

This docunment is not an Internet Standards Track specification; it is
published for infornational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Goup (IESG. Not all docunents
approved by the I ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc7755
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I ntroduction

H storically, dual stack [RFC4213] [RFC6883] has been the recomended
way to transition froma |egacy |IPv4-only environnent to one capabl e
of serving IPv6 users. However, for |IDC operators, dual-stack
operation has a nunber of disadvantages conpared to singl e-stack
operation. In particular, running two protocols rather than one
results in increased conplexity and operational overhead with little
return on investnment for as long as large parts of the public
Internet remains predominantly IPv4 only. Furthernore, the dual -
stack approach does not in any way help with the depletion of the

| Pv4 address space, which at the tinme of witing is a pressing
concern in nost parts of the world.

Therefore, sone |DC operators may instead prefer an approach in which
they only need to operate one protocol in the data center as they
prepare for the future. Stateless IP/ICMP Translation for |Pv6 Data
Center Environnents (SIIT-DC) is one such approach. |Its design goals
i ncl ude:

0o Pronote the deploynment of native |IPv6 services (cf. [RFC6540]).

o Provide IPv4 service availability for | egacy users with no | oss of
performance or functionality.

0 Ensure that the | egacy users’ |Pv4 addresses remain visible to the
nodes and applications located in the |Pv6 network.

o Conserve and maxinize the utilization of the operator’s public
| Pv4 addresses.

0 Avoid introducing nore conplexity than absol utely necessary,
especially on the nodes and applications.

0 Easy to scale and deploy in a fault-tol erant nmanner
The follow ng subsections el aborate on how SI I T-DC neets these goals.
1. Single-Stack | Pv6 Operation

SIIT-DC all ows 1 DC operators to build their infrastructure and
applications on an | Pv6-only foundation. |Pv4 end-user connectivity
becones a service provided by the network, which systens

adm ni stration and application devel opnent staff do not need to
concern thenselves with. This pronotes universal |Pv6 depl oyment for
the 1 DC operator’s services and applications.
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SII T-DC requi res no special support or change fromthe underlying

I Pv6 infrastructure; it is conpatible with all standard | Pv6
networks. Traffic between | Pv6-enabl ed end users and | Pv6-enabl ed
services will always be transported native end to end; SIIT-DC does
not intercept or handle native IPv6 traffic at all

When the day cones to discontinue all support for |Pv4, no change

needs to be made to the overall architecture -- it’s only a matter of
shutting off the SIIT-DC Border Relays (BRs). Operators who depl oy
native IPv6 along with SIIT-DC will thus avoid requiring any future

m gration or deploynent projects relating to | Pv6 depl oynent and/ or
| Pv4 sunsetting.

1.2. Stateless Qperation

Unl i ke other solutions that provide either dual-stack availability to
singl e-stack services (e.g., Stateful Network Address and Protoco
Translation fromIPv6 Clients to | Pvd Servers (NAT64) [RFC6146] and
Layer 4/7 proxies) or conservation of |Pv4 addresses (e.g., |Pv4
address translation (NAPT44) [RFC3022]), SIIT-DC does not maintain
any state associated with individual connections or flows. |In this
sense, it operates exactly like a regular IP router and has sinilar
scaling properties -- the limting factors are packets per second and
bandwi dth. The nunmber of concurrent flows and flow initiation rates
are irrelevant for perfornance.

This not only allows individual BRs to easily attain "line-rate"
performance, but it also allows for per-packet |oad bal anci ng between
mul ti pl e BRs using Equal - Cost Miltipath Routing [ RFC2991].

Asymretric routing is al so acceptable, which nakes it easy to avoid
suboptimal traffic patterns; the prefixes involved nay be anycasted
fromall the BRs in the provider’s network, thus ensuring that the
nost optimal path through the network is used, even where the optinma
path in one direction differs fromthe optimal path in the opposite
direction.

Finally, statel ess operation neans that high availability is easily
achieved. |If a BR should fail, its traffic can be rerouted onto

anot her BR using a standard IP routing protocol. This does not

i npact existing flows any nore than what any other IP rerouting event
woul d.

1.3. | Pv4 Address Conservation
In nmost parts of the world, it is difficult or even inpossible to
obt ai n generously sized | Pv4 delegations fromthe Internet Nunbers

Regi stry System [ RFC7020]. The resulting scarcity in turn inpacts
i ndi vidual end users and operators, whom night be forced to purchase
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| Pv4 addresses from other operators in order to cover their needs.
This process can be risky to business continuity, in the case where
no suitable block for sale can be | ocated, and/or turn out to be

prohi bitively expensive. 1In spite of this, an IDC operator will find
that providing | Pv4d service remains essential, as a |arge share of
the Internet end users still do not have | Pv6 connectivity.

A key goal of SIIT-DCis to help reduce a data center operator’s |Pv4
address requirenent to the absolute mninmum by allow ng the operator
to remove thementirely from nodes and applications that do not need
to comunicate with endpoints in the IPv4 Internet. One exanple
woul d be servers that are operating in a supporting/backend role and
only conmuni cating with other servers (database servers, file
servers, and so on). Another exanple would be the network
infrastructure itself (router-to-router |inks, |oopback addresses,
and so on). Furthernore, as LAN prefix sizes nust always be rounded
up to the nearest power of two (or larger if one reserves space for
future growth), even nore |Pv4 addresses will often end up being
wast ed wit hout even bei ng used.

Wth SIIT-DC, the operator can renove these val uabl e | Pv4 addresses
from his backend servers and network infrastructure and reassign them
to the SIIT-DC service as | Pv4 Service Addresses. There exists no
requirenent that IPv4 Service Addresses are to be assigned in an
aggregat ed manner, so there is nothing |lost due to infrastructure
over head; every single |IPv4 address assigned to SIIT-DC can be used
as an | Pv4 Service Address.

1.4. dients’ IPv4d Source Addresses Visible to Applications

SII T-DC uses the [ RFC6052] algorithmto map the entire end-user’s

| Pv4 source address into a predefined |IPv6 translation prefix. This
ensures that there is no loss of information; the end-user’s |Pv4d
source address renains available to the application |located in the

I Pv6 network, allowing it to performtasks |ike geol ocation, |ogging,
abuse handling, and so forth.

1.5. Conpatible with Standard | Pv4 and | Pv6 Stacks

Except for the introduction of the BRs thensel ves, no change to the
net wor k, nodes, applications, or anything else is required in order
to support SIIT-DC. SIIT-DCis practically invisible fromthe point
of view of the IPv4 clients, the | Pv6 nodes, the | Pv6 data center
network, and the IPv4 Internet. SIIT-DC interoperates with al
standards-conpliant |1Pv4 or |Pv6 stacks.
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2. Term nol ogy
Thi s docunent nakes use of the follow ng terns:

SI1 T-DC Border Relay (BR):
A device or a logical function that perforns statel ess protoco
translation between | Pv4 and IPv6. |t MJST do so in accordance
with [ RFC6145] and [ RFC7757].

SI'1 T-DC Edge Relay (ER):
A device or logical function that provides "native" |Pv4
connectivity to | Pv4-only devices or application software. It is
very simlar in function to a BR but is typically located close to
the | Pv4-only conponent(s) it is supporting rather than on the
I DC' s outer network border. The ER is an optional conponent of
SIITT-DC. It is discussed in nore detail in [RFC7756].

| Pv4 Service Address
An | Pv4 address representing a node or service located in an |Pv6
network. It is coupled with an I Pv6 Service Address using an
Explicit Address Mapping (EAM. Packets sent to this address are
translated to I Pv6 by the BR, and possibly back to IPv4 by an ER
bef ore reachi ng the node or service.

| Pv4 Service Address Pool
One or nore IPv4 prefixes routed to the BR' s IPv4 interface. |Pv4
Service Addresses are allocated fromthis pool. This does not
necessarily have to be a "pool" per se, as it could al so be one or
nmore host routes (whose prefix lengths are equal to /32). The
pur pose of using a pool rather than host routes is to facilitate
| Pv4 route aggregation and ease provisioning of new | Pv4 Service
Addr esses.

| Pv6 Service Address:
An | Pv6 address assigned to an application, node, or service
either directly or indirectly (through an ER). It is coupled with
an | Pv4 Service Address using an EAM | Pv4-only clients
communi cate with the | Pv6 Service Address through SIIT-DC

Explicit Address Mapping (EAM:
A bidirectional coupling between an | Pv4 Service Address and an
| Pv6 Service Address configured in a BR or ER  Wen translating
between |1 Pv4 and | Pv6, the BR/ ER changes the address fields in the
transl ated packet’'s | P header according to any matching EAM  The
EAM al gorithmis specified in [ RFC7757].
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Transl ation Prefix:
An | Pv6 prefix into which the entire | Pv4 address space i s mapped,
according to the algorithmin [ RFC6052]. The translation prefix
is routed to the BRs IPv6 interface. Wen translating between
IPv4 and 1 Pv6, a BRRER will insert/renove the translation prefix
into/fromthe address fields in the transl ated packet’s |IP header
unl ess an EAM exi sts for the I P address that is being translated.

| Pv4- Transl atabl e | Pv6 Addresses:
As defined in Section 1.3 of [RFC6052].

I DC:
Short for "Internet Data Center"; a data center whose nain purpose
is to deliver services to the public Internet. SIIT-DCis
primarily targeted at being deployed in an IDC. An IDCis
typically operated by an Internet Content Provider or a Managed
Services Provider.

SIHIT:
The Stateless IP/ICVW Translation Algorithm as specified in
[ RFC6145] .

XLAT:
Short for "Translation". Used in figures to indicate where a BR/
ER uses SIIT [ RFC6145] to translate | Pv4 packets to | Pv6 and vice
ver sa.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
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3. Architectural Overview
This section describes the basic SIIT-DC architecture.

| Pv6- capabl e user | Pv4-only user
<2001: db8: : ab: cd> <203.0. 113. 50>

I I
(the 1 Pv6 I nternet) (the 1 Pv4 Internet)

he 1 Pv6-only data center network)

I

| +-[BRl--------- <192.0.2.0/24>- - ------------ +
|| I
| | EAM #1: 192.0.2.1,2001: db8:12:34: : 1

| | BEAM#2..#n: [...] |
| | XLAT Prefix: 2001: db8:46::/96 |
|| I
| - - <2001: db8:46::/96>------------ +
I

t

( I
+--<2001: db8: 12: 34:: 1>--[v6-only server]-+

I
+-[2001: db8: 12: 34::1]--[v6-only app]-
| AF_| NET6 socket

+— +

Figure 1: SIIT-DC Architecture

In Figure 1, 192.0.2.0/24 is the I Pv4 Service Address Pool

I ndi vi dual 1Pv4 Service Addresses are assigned fromthis prefix, and
traffic destined for it is routed to the BR s | Pv4-faci ng network
interface. There are no restrictions on how many | Pv4d Service
Address Pools are used or their prefix length, as long as they are
all routed to the BR s | Pv4-facing network interface.

When transl ati ng packets between I Pv4 and | Pv6, the BR uses EAM #1 to
repl ace any occurrence of the IPv4 Service Address (192.0.2.1) with
its corresponding | Pv6 Service Address (2001:db8:12:34::1).

Addresses that do not match any EAM configured in the BR are
translated by inserting or renoving the translation prefix
(2001: db8: 46::/96); cf. Section 2.2 of [RFC6052].

The BR can be depl oyed as a separate device or as a logical function
i n anot her nultipurpose device, such as an I P router. Any nunber of
BRs may exist sinultaneously in the IDCs network infrastructure, as
long as they are all configured with the same translation prefix and
an identical EAM Table.
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The 1 Pv6 Service Address should be registered in DNS using an "IN
AAAA" record, while its corresponding | Pv4 Service Address should be
registered using an "IN A" record. This ensures that |Pv6-capable
clients access the application/service directly using native |IPv6 end
to end, while IP4-only clients will access it through SIIT-DC

3.1. Packet Flow

In this exanple, the "I Pv4d-only user"” fromFigure 1 initiates a
connection to the application running on the | Pv6-only server. After
first having | ooked up the "IN A" record in DNS, the user starts by
transmtting a TCP SYN packet to the IPv4 Service Address. This |Pv4
packet is routed to the BR and is there translated to | Pv6 as

f ol | ows:
+-[I1Pv4]---------- + +--[IPVB] - == mmmm e - +
| SRC 203.0.113.50 | | SRC 2001: db8: 46::203. 0. 113. 50
| DST 192.0.2.1 | --> ] DST 2001:db8:12:34::1 |
| TCP SYN[..] | | TCP SYN[..] |
- + S +

Figure 2: IPv4-to-1Pv6 Translation

The resulting I Pv6 packet is routed to the IPv6-only server, which
processes and responds to it as if it had been a native |Pv6 packet
all along. The server’'s |Pv6 response packet is then routed back to
the BR, where it is translated back to IPv4 as foll ows:

4o - [IPVB] - = mm e mmmmm e + R 1=V [ +
| SRC 2001: db8: 12: 34:: 1 | | SRC 192.0.2.1 |
| DST 2001: db8: 46::203.0.113.50 | --> | DST 203.0.113.50 |
| TCP SYN'ACK [..] | | TCP SYNACK [..] |
oo e e e ee e eeo oo + oo +

Figure 3: IPv6-to-I1Pv4 Translation

It is inmportant to note that neither the IPv4 client nor the |IPv6
server/applicati on need any special support to participate in
SIIT-DC. However, the application nay optionally be taught to
extract the enbedded | Pv4 source address fromincom ng | Pv6 packets
Wi th source addresses within the translation prefix. This will allow
it to performl|Pv4-specific tasks such as geol ocation, |ogging, abuse
handl i ng, and so on.
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4. Depl oynent Considerations and Cuidelines
4.1. Application/Device Support for |Pv6

SI1 T-DC as described in this docunent requires that the application
(and/or the node the application is |ocated on) supports |Pv6
networking and that it has no dependency on local |Pv4 network
connectivity.

SI'I T-DC can, however, support |egacy |Pv4-dependent applications and
nodes through the introduction of an ER  The ER provides the | egacy
application or node with seem ngly native |Pv4d Internet connectivity,
so that it may operate correctly in an otherw se |IPv6-only network

environnent. This approach is described in nore detail in [RFC7756].

4.2. Application Support for NAT

The operator should carefully exam ne whether or not the application
protocols he would like to use SIIT-DC with are able to operate in a
network environnent where rewiting of |IP addresses occurs. In
general, if an application-layer protocol works correctly through
standard NAT44 (see [RFC3235]), it will nost likely work correctly
through SIIT-DC as wel |

H gher-1evel protocols that enbed | P addresses as part of their

payl oad are particularly problematic [RFC2663] [ RFC2993] [ RFC3022].
One wel | -known exanpl e of such a protocol is FTP [RFC959]. Such
protocol s can be made to work with SII1T-DC t hrough the introduction
of an ER, which provides end-to-end | Pv4 address transparency by
reversing the translations perforned by the BR before passing the
packets to the NAT-inconpatible application. This approach is
described in nore detail in [RFC7756].

4.3. Application Comunication Pattern

SIIT-DC is best suited for traditional client/server applications
where IPv4-only clients on the Internet initiate traffic towards an

| Pv6-only service, which in turn is passively listening for inbound
traffic and respondi ng as necessary. 1In this case, an |Pv4 client

| ooks exactly like a native IPv6 client fromthe | Pv6 service s point
of view and thus does not require any special treatnent. One
particularly conmon application protocol that follows this client/
server conmmuni cation pattern, and thus is ideally suited for use with
SIIT-DC, is HTTP [ RFC7230].
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It is also possible to conbine SIIT-DC with DNS64 [ RFC6147] in order
to allow an | Pv6-only application to initiate conmunication with

| Pv4-only nodes through SIIT-DC. However, in this case, care nust be
taken so that all outgoing conmmunication is sourced froman | Pv6
Service Address that is found in an EAM configured in the BR |f

anot her address is used, the BRwill nost likely be unable to
translate it to | Pv4, causing the packet to be discarded. This could
be prevented by altering the Default Address Sel ection Policy

Tabl e [ RFC6724] on the | Pv6 node.

An alternative approach to the above would be to place an ER in front
of the application in question, as described in [RFC7756]. This
provi des the application with seem ngly native |Pv4 connectivity,
which it may use freely for bidirectional comunication with the |Pv4
Internet. An application or node | ocated behind an ER does not need
to worry about selecting a specific source address, as it will only
have valid options avail abl e.

4.4, Choice of Translation Prefix

Ei ther a Network-Specific Prefix (NSP) fromthe provider’'s own | Pv6
address space or the | ANA-al |l ocated Wl | -Known Prefix (VWKP)
64:ff9b::/96 may be used. Froma technical point of view, both work
equally well. However, only a single WKP exists, so if a provider
woul d i ke to deploy nore than one instance of SIIT-DCin his
network, or another translation technol ogy such as Stateful NAT64

[ RFC6146], the operator will be forced to use an NSP for all but one
of those depl oynments.

Anot her consideration is that the WKP cannot be used in inter-donain
routing. By using an NSP instead, SIIT-DC will support a depl oynent
where the BR and the | Pv6 Service Address are located in different
Aut ononous Syst ens.

The translation prefix may use any of the | engths described in
Section 2.2 of [RFC6052], but /96 has two distinct advantages over
the others. First, converting it to I Pv4 can be done in a single
operation by sinply stripping off the first 96 bits; second, it
allows for I Pv4 addresses to be enbedded directly into the text
representation of an I Pv6 address using the famliar dotted quad
notation, e.g., "2001:db8::198.51.100.10" (cf. Section 2.4 of

[ RFC6052] ), instead of being converted to hexadecimal notation. This
makes it easier to wite literal |Pv6 addresses (e.g., in ACLs) that
correspond to translated endpoints in the | Pv4d Internet.

For the reasons di scussed above, this docunent recommends that an NSP

with a prefix length of /96 be used. Section 3.3 of [RFC6052]
di scusses the choice of the translation prefix in nore detail.
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4.5, Routing Considerations

The prefixes that constitute the | Pv4 Service Address Pool and the

| Pv6 translation prefix may be routed to the BRs |ike any other |Pv4
or IPv6 route in the provider’s network. |If nore than one BRis
bei ng deployed, it is recommended that a routing protocol (IGP) be
used to advertise the routes within the provider’s network. This
will ensure that the traffic that is to be translated will reach the
cl osest BR, reducing or elimnating suboptinal traffic patterns as
wel |l as providing high availability: should one BR fail, the 1GP will
automatically redirect the traffic to the closest alternate BR

4.6. Location of the SIIT-DC Border Rel ays

The goal of SIIT-DCis to facilitate a true |IPv6-only application and
network architecture, with the sole exception being the |Pv4
interfaces of the BRs and the network infrastructure required to
connect the BRs to the IPv4 Internet. Therefore, the BRs nust be

| ocat ed sonewhere between the |Pv4 Internet and the application
del i very stack, which includes all servers, |oad bal ancers

firewalls, intrusion detection systens, and simlar devices that are
processing traffic to a greater extent than nerely forwarding it.

It is optimal to place the BRs as close as possible to the direct
pat h between the location of the |IPv6 Service Address and the end
users. |If the closest BR was |located a long way fromthe direct

path, all packets in both directions nust nmake a detour in order to
traverse the BR This would increase the RTT between the service and
the end user by two tinmes the extra latency incurred by the detour

as well as cause unnecessary |l oad on the network |Iinks on the detour
pat h.

Where possible, it is beneficial to inplement the BRs as a | ogica
function within the routers that also handle the native IPv6 traffic
bet ween the I Pv6 Service Address and the IPv6 Internet. This way, an
SI'1 T- DC depl oynent does not require separate networks ports (which

m ght becone saturated and inpact the service quality) nor will it
require extra rack space and energy. Sone particularly good choices
for the location could be within the IDC s access routers or within

t he Aut ononous Systemi s border routers.

Finally, another possibility is that the | DC operator outsources the
SII T-DC service to another entity, for exanple, his upstream| SP
Doing so allows the IDC operator to build a true | Pv6-only

i nfrastructure
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4.7. Mgration fromDual Stack

Whil e this docunment mainly discusses the use of |Pv6-only nodes and
applications, it is inportant to note that SIIT-DCis fully

conmpati ble with dual -stack infrastructures, including dual-stack
nodes and applicati ons.

Thus, nigrating a dual -stacked service to an | Pv6-only one where
SIIT-DC provides the | Pv4d Internet connectivity is easy. The
operator would start out by designating the service's current native
| Pv6 address as the | Pv6 Service Address and assigning it a
corresponding | Pv4 Service Address. At this point, the service wll
respond on both its old (native) IPv4 address and the SII T-DC | Pv4
Service Address. The operator may now nove traffic fromthe forner
to the latter by changing the service’s "IN A" DNS record. Once al

| Pv4 traffic has been successfully nmoved to SIIT-DC, the old |IPv4d
address may be recl ai ned.

4.8. Translation of ICVMPv6 Errors to | Pv4

In response to an | Pv4 packet subsequently translated to | Pv6 by the
BR, an I Pv6 router in the IDC network may need to transnit an | CMPv6
error back to the origin I Pv4 node. By default, such an I CWMPv6 error
will nost likely be discarded by the BR, unless the source address of
the 1 CvPv6 error happens to be an | Pv4-transl atable | Pv6 address or
covered by an EAM

To facilitate reliable delivery of such ICMPv6 errors, an SIIT-DC
operator SHOULD i npl enment the recommendations in [RFC6791] in the
BRs.

4.9. MU and Fragnentation

There are sonme key differences between IPv4 and IPv6 relating to
packet sizes and fragmentation that one MJST consi der when depl oyi ng
SIITT-DC. They result in a few problemati c corner cases, which can be
dealt with in a few different ways. The follow ng subsections will

di scuss these in detail and provi de operational guidance.

In particular, the operator may find that relying on fragmentation in
the 1Pv6 domain is undesired or even operationally inpossible

[ FRAGVENTS]. For this reason, the recommendations in this section
seek to mininize the use of IPv6 fragnentation

Unl ess ot herwi se stated, the foll owi ng subsecti ons assune that the
MIUs in both the IPv4 and | Pv6 domai ns are 1500 bytes.
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4.9.1. |Pv4/1Pv6 Header Size Difference

The 1 Pv6 header is up to 20 bytes larger than the | Pv4 header. This
means that a full-size 1500 bytes | arge | Pv4 packet cannot be
translated to I Pv6 w thout being fragnented, otherwise it would
likely have resulted in a 1520 bytes large | Pv6 packet.

If the transport protocol used is TCP, this is generally not a
problem the IPv6 node will advertise a TCP Maxi mum Segnent Size
(MSS) of 1440 bytes during the initial TCP handshake. This causes
the 1Pv4 clients to never send | arger packets than what can be
translated to a single full-size |Pv6 packet, elininating any need
for fragnentation.

For other transport protocols, full-size |IPv4 packets with the Don't
Fragnment (DF) flag cleared will need to be fragnented by the BR

This may be avoided by increasing the Path MU between the BR and the
| Pv6 nodes to 1520 bytes or greater. |If this is done, the MU on the
| Pv6 nodes thensel ves SHOULD NOT be increased accordingly, as doing
so woul d cause themto undergo Path MIU Di scovery for al

destinations on the IPv6 Internet. The nodes MJST, however, be able
to accept and process incom ng packets larger than their own MIU. |f
the nodes’ IPv6 inmplenentation allows the initial Path MU to be set
differently for specific destinations, it MAY be increased to 1520
for destinations within the translation prefix specifically.

4.9.2. |Pv6 Atom c Fragnents

In keeping with the fifth paragraph of Section 4 of [RFC6145], a
stateless translator like a BRwill by default add an |IPv6
Fragnent ati on header to the resulting | Pv6 packet when translating an
| Pv4 packet with the DF flag set to 0. This happens even though the
resulting I Pv6 packet isn’t actually fragnented into several pieces
resulting in an I Pv6 Atonmic Fragnment [RFC6946]. These Atonic
Fragnments are generally not useful in an IDC environnent, and it is
t heref ore recommended that this behavior be disabled in the BRs. To
this end, Section 4 of [RFC6145] notes that the "transl ator NMNAY
provide a configuration function that allows the translator not to

i nclude the Fragnment Header for the non-fragnented | Pv6 packets."

Note that work is currently in progress (in [ RFC6145bis]) to
deprecate I Pv6 Atonmic Fragnents. As a result, a BR that conforns to
that docunent is required to behave as recomrended above.

In IPv6, the Identification value is located inside the Fragnentation
header. That neans that if the generation of |Pv6 Atom c Fragnents
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is disabled, the IPv4 Identification value will be |ost during
translation to | Pv6. This could potentially confuse sone diagnostic
t ool s.

4.9. 3. M ni mum Path MIU Di fference between | Pv4 and | Pv6

Section 5 of [RFC2460] specifies that the minimumIPv6 link MU is
1280 bytes. Therefore, an | Pv6 node can reasonably assume that if it
transmits an | Pv6 packet that is 1280 bytes or smaller, it is
guaranteed to reach its destination w thout requiring fragnentation
or invoking the Path MIU Di scovery al gorithm[RFC1981]. However,
this assunption mght prove false if the destination is an | Pv4 node
reached through a protocol translator such as a BR, as the m ni num
IPv4 link MTU is 68 bytes. See Section 3.2 of [RFC791].

Section 5.1 of [RFC6145] specifies that a stateless translator should
set the IPv4 Don’'t Fragment flag to 1 when it translates a
non-fragmented | Pv6 packet to IPv4. This neans that when the path to
the destination | Pv4 node contains an IPv4 link with an MU snal | er
than 1260 bytes (which corresponds to an | Pv6 MIU smal |l er than 1280
bytes; cf. Section 4.9.1), the Path MIU Di scovery algorithmwll be

i nvoked, even if the original |Pv6 packet was only 1280 bytes | arge.
This happens as a result of the IPv4 router connecting to the |IPv4
link with the snmall MIU returning an | CVPv4 Need To Fragment error
with an MU val ue snaller than 1260, which in turn is translated by
the BRto an | CMPv6 Packet Too Big error with an MIU val ue snall er
than 1280, which is then transnitted to the origin | Pv6 node.

When an | Pv6 node receives an | CMPv6 Packet Too Big error indicating
an MIU val ue snaller than 1280, it is not allowed to reduce its Path

MIU estimation to the indicated value. It nust instead include a
Fragnent ati on header in subsequent packets sent on that path
[ RFC1981]. In other words, the IPv6 node will start emitting Atomc

Fragnments. The Fragnmentati on header signals to the BR that the Don’'t
Fragnment flag should be set to O in the resulting | Pv4 packet, and it
al so provides the Identification val ue.

If the use of the IPv6 Fragnmentation header is problematic, the
operator should consider enabling the functionality described as the
"second approach" in Section 6 of [RFC6145]. This functionality
changes the BR s behavior as foll ows:

0 Wien translating |CMPv4 Need To Fragnent to | CMPv6 Packet Too Big,
the resulting packet will never contain an MIU val ue | ower than
1280. This prevents the | Pv6 nodes from generating Atonic
Fragnent s.
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0 Wien translating |IPv6 packets snaller than or equal to 1280 bytes,
the Don't Fragnment flag in the resulting | Pv4 packet will be set
to 0. This ensures that in the eventuality that the path contains
an IPv4 link with an MIU snaller than 1260, the | Pv4 router
connected to that link will have the responsibility to fragnent
t he packet before forwarding it towards its destination

In summary, this approach could be seen as pronpting the |Pv4
protocol itself to provide the "link-specific fragmentation and
reassenbly at a layer below I Pv6" required for links that "cannot
convey a 1280-octet packet in one piece", to paraphrase Section 5 of
[ RFC2460] .

Note that work is currently in progress (in [ RFC6145bis]) to
deprecate I Pv6 Atonmic Fragments. As a result, a BR that confornms to
that docunment is required to behave as suggested above.

4,.10. |Pv4-Transl atable | Pv6 Service Addresses

SIIT-DC i s designed so that the | Pv6 Service Addresses are not
required to be I Pv4-translatable | Pv6 addresses. Section 2 of

[ RFC7757] discusses why it is desirable to avoid requiring the use of
| Pv4-transl atabl e |1 Pv6 addresses.

It is, however, quite possible to deploy SIIT-DC in conbi nation with
| Pv4-transl atable | Pv6 Service Addresses. The prinmary benefits in
doi ng so are:

0 The operator is not required to provision EAMs for
| Pv4-transl atable | Pv6 Service Addresses onto the BR/ ERs.

0 [RFC6145] translation can be perforned in a checksum neutra
manner; cf. Section 4.1 of [RFC6052].

The trade-off is that the | Pv4-translatable | Pv6 Service Addresses
nmust be configured on the I Pv6 nodes, and the applications nust be
set up to use them-- likely in addition to their prinmary
(non-1Pv4-transl atable) 1 Pv6 addresses. The |Pv4-translatable |Pv6
Servi ce Addresses nust also be routed fromthe BR through the IDC s
| Pv6 network infrastructure to the nodes on which they are assigned.
This essentially requires the entire IPv6 infrastructure to be nade
aware of and handle translated IPv4 traffic as a special case, which
significantly increases conplexity. As previously described in
Section 1.1, avoiding such drawbacks is a design goal of SIIT-DC
The use of |Pv4-translatable | Pv6 Service Addresses is therefore

di scour aged.

Ander son I nf or mat i onal [ Page 16]



RFC 7755 SIIT-DC February 2016

5.

5.

6.

6.

Security Considerations
1. Mstaking the Translation Prefix for a Trusted Network

If a Network-Specific Prefix fromthe provider’s own address space is
chosen for the translation prefix, as recommended in Section 4.4,
care MJUST be taken if the translation service is used in front of
services that have application-level ACLs that distinguish between
the operator’s own networks and the Internet at large, as traffic
fromtranslated | Pv4 end users on the Internet m ght appear to be
originating fromthe provider’s own network. It is therefore
important that the translation prefix be treated the same as the
Internet at large rather than as a trusted network.

In order to alleviate this problem the operator may opt to use a
translation prefix that is distinct fromand not a subset of the |Pv6
prefixes used el sewhere in the network infrastructure.
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Appendi x A.  Conplete SIIT-DC | DC Topol ogy Exanpl e

Figure 4 attenpts to "tie it all together" and show a nore conpl ete
SI1T-DC topology, in order to better denponstrate its advantageous
properties discussed in Section 1. These are discussed in nore
detail bel ow
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e L A \
| | Pv4 | nternet | | I'Pv6 Internet
L L -/ N +o----- /
I I I
| <---------- [BGP]--------- > | [ BGP]
I I
Fomm - <192.0.2.0/ 24> -------- + +---<192.0.2.0/24>---+
BR #1 | | BR #2 |
| EAM Tabl e | | |
————————=—= | | |
192.0.2.1,2001: db8: 12:34::1 | | |
192.0.2.2,2001: db8:12:34::2 | | Exactly the sanme |
192.0.2.3,2001: db8:fe:dc::1 | | <configuration as
192.0.2.4,2001:db8:12:34::4 | | BR#1 |
.0.2.5,2001: db8: fe:dc::e | |
|| I
| I
Fome - <2001: db8: 46::/96>----+ +-<2001: db8: 46: :/96>- +
I I
| <------ [ECMP] ------ >
I I
R e +- -\
| | Pv6 | DC network w OSPFv3 S /
I T R /
I I
| Tenant A s server LAN | Tenant B s server LAN
| 2001: db8:12:34::/64 | 2001: db8:fe:dc::/64
I I
+- - W 221 (IPvB+SIIT-DC)  +-- w1l b ::1 (IPv6+SII T-DC)
I I
+- nta ::2 (IPv6+SIIT-DC) +-- web ::80:01 (I1Pv6 only)
I I [-..]
+- ftp ::3 (1 PvB) +-- web ::80:99 (1Pv6 only)
| 14 (IPv4, via ER) |
| | oo
+-- app0l ::a: 01 (IPv6 only) \---- ::e | ER| --\
| [...] +----
+-  app99 ::a:99 (I1Pv6 only) |
| ftp 192.0.2.5 ---/
+-- db01 ::d:01 (1Pv6 only)
I [..]
\-- db99 ::d:99 (IPv6 only)

Figure 4: Exanple SIIT-DC | DC Topol ogy
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Si ngl e-Stack | Pv6 Qperation:
As discussed in Section 1.1, SIIT-DC facilitates an | Pv6-only |1DC
network infrastructure. The only places where IPv4 is absolutely
required are between the BRs and the | Pv4 Internet and between any
ERs and the | Pv4-only applications or devices they are serving
(illustrated here as the two tenants’ FTP servers). The figure
also illustrates how SIIT-DC does not interfere with native | Pv6;
when there is no | onger a need to support IPv4 clients, the BRs
may be deconmi ssi oned without causing any inpact to native |Pv6
traffic.

Stat el ess Qperation:
As discussed in Section 1.2, SIIT-DC operates in a stateless
fashion. In the illustration, both BRs are sinultaneously
advertising (i.e., anycasting) the IPv4 Service Address Pool and
the 1Pv6 translation prefix, so inconmng traffic fromthe |Pv4
Internet may arrive at either of the BRs, while outgoing |IPv6
traffic destined for |IPv4 endpoints are | oad bal anced between them
usi ng Equal - Cost Multipath Routing. No continuous state
synchroni zati on between the two BRs occurs. Should one of the BRs
fail, the BGP and OSPF protocols will ensure that traffic
converges on the remaining BR Existing sessions will not be
di srupt ed beyond any di sruption caused by the BGP/ OSPF conver gence
process itself.

| Pv4 Address Conservati on:
As discussed in Section 1.3, SIIT-DC conserves the | DC operator’s
| Pv4 address space. Even though the two custoners in the exanple
above have several hundred servers, the majority of the servers
are not used for running services nade available directly fromthe
Internet and therefore do not need to consume | Pv4 addresses. The
| DC network infrastructure consunes no | Pv4 addresses, either
Finally, the IPv4 addresses that are assigned to the SIIT-DC
function as |1 Pv4 Service Address Pools may be assigned with 100%
efficiency, one address at a time; there is no requirenent to
assign nultiple addresses to a single custoner in a contiguous
bl ock.

Appli cation Support:
As discussed in Section 1.5, as long as the application protoco
is translation friendly (illustrated here with HITP and SMIP), it
will work with SIIT-DC wi thout requiring any speci al adaptation
Furt hernmore, translation-unfriendly applications (illustrated here
with FTP) will al so work when | ocated behind an ER [ RFC7756].
Tenant A's FTP server illustrates how an ER may be located in the
net wor ki ng stack of a node, while Tenant B's FTP server
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illustrates how the ER nay be depl oyed as a network service. The
| atter approach enables SIIT-DC to support |Pv4-only
nodes/ devi ces.
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