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1. Introduction

Thi s docunent describes a solution for |P/LDP fast reroute [RFC5714].
MRT-FRR creates two alternate forwarding trees that are distinct from
the primary next-hop forwardi ng used during stable operation. These
two trees are naximally diverse fromeach other, providing Iink and
node protection for 100% of paths and failures as long as the failure
does not cut the network into nultiple pieces. This docunment defines
the architecture for | P/LDP fast reroute with MRT.

[ RFC7811] describes how to compute maxi mally redundant trees using a
specific algorithm the MRT Lowpoint algorithm The MRT Lowpoi nt
algorithmis used by a router that supports the Default MRT Profile,
as specified in this docunent.

| P/ LDP Fast Reroute using Maxinmally Redundant Trees (MRT-FRR) uses

two maxi mally diverse forwarding topologies to provide alternates. A
primary next hop should be on only one of the diverse forwarding
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topol ogi es; thus, the other can be used to provide an alternate.
Once traffic has been noved to one of the MRTs by one Point of Loca
Repair (PLR), that traffic is not subject to further repair actions
by another PLR even in the event of multiple simultaneous failures.
Therefore, traffic repaired by MRT-FRR will not | oop between
different PLRs responding to different sinultaneous fail ures.

Whi l e MRT provides 100% protection for a single link or node failure,
it my not protect traffic in the event of nultiple simultaneous
failures, nor does it take into account Shared Ri sk Link G oups
(SRLGs). Also, while the MRT Lowpoint algorithmis conputationally
efficient, it is also new |In order for MRT-FRR to function
properly, all of the other nodes in the network that support MRT nust
correctly conpute next hops based on the sane al gorithm and instal
the corresponding forwarding state. This is in contrast to other FRR
nmet hods where the cal cul ati on of backup paths generally invol ves
repeated application of the sinpler and w dely depl oyed Shortest Path
First (SPF) algorithm and backup paths thensel ves reuse the
forwarding state used for shortest path forwarding of normal traffic.
Section 13 provi des operational guidance related to verification of
MRT forwardi ng pat hs.

In addition to supporting I P and LDP unicast fast reroute, the

di verse forwardi ng topol ogi es and guarantee of 100% coverage pernit
fast-reroute technology to be applied to multicast traffic as
described in [ MRT-ARCH]. However, the current docunent does not
address the nulticast applications of MRTs.

1.1. Inportance of 100% Cover age

Fast reroute is based upon the single failure assunption: that the
time between single failures is long enough for a network to
reconverge and start forwarding on the new shortest paths. That does
not inply that the network will only experience one failure or
change.

It is straightforward to anal yze a particul ar network topol ogy for
coverage. However, a real network does not always have the sane
topol ogy. For instance, mmintenance events will take links or nodes
out of use. Sinply costing out a link can have a significant effect
on what Loop-Free Alternates (LFAs) are available. Sinmlarly, after
a single failure has happened, the topology is changed and its

associ ated coverage has changed as well. Finally, nmany networks have
new routers or |inks added and renoved; each of those changes can
have an effect on the coverage for topol ogy-sensitive nethods such as
LFA and Renote LFA. If fast reroute is inportant for the network
services provided, then a nmethod that guarantees 100% coverage is

i mportant to accomobdate natural network topol ogy changes.
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When a network needs to use Ordered FIB [ RFC6976] or Nearside
Tunnel i ng [ RFC5715] as a mcro-loop prevention mechani sm[RFC5715],
then the whole | GP area needs to have alternates available. This
all ows the mcro-loop prevention nmechani sm which requires slower
networ k convergence, to take the necessary time w thout adversely
inmpacting traffic. Wthout conplete coverage, traffic to the
unprotected destinations will be dropped for significantly |onger
than with current convergence -- where routers individually converge
as fast as possible. See Section 12.1 for nore di scussion of mcro-
| oop prevention and MRTs.

1.2. Partial Deploynent and Backwards Conpatibility

MRT- FRR supports partial deploynent. Routers advertise their ability
to support MRT. Inside the MRT-capabl e connected group of routers
(referred to as an MRT Island), the MRTs are conputed. Alternates to
destinations outside the MRT Island are conputed and depend upon the
exi stence of a | oop-free neighbor of the MRT Island for that
destination. MRT Islands are discussed in detail in Section 7, and
partial deploynment is discussed in nore detail in Section 13.5.

2. Requirenments Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWVMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].
3. Term nol ogy
net wor k graph: A graph that reflects the network topol ogy where all
| inks connect exactly two nodes and broadcast |inks have been
transformed into the standard pseudonode representation
cut - i nk: A link whose renoval partitions the network. A cut-link
by definition nust be connected between two cut-vertices. |If
there are multiple parallel links, then they are referred to as
cut-links in this docunent if renoving the set of parallel I|inks
woul d partition the network graph
cut -vertex: A vertex whose renmpval partitions the network graph
2- connect ed: A graph that has no cut-vertices. This is a graph
that requires two nodes to be renpved before the network is
partitioned.
2-connected cluster: A maxi mal set of nodes that are 2-connected.

bl ock: Either a 2-connected cluster, a cut-edge, or a cut-vertex.
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Redundant Trees (RT): A pair of trees where the path from any node
X to the root Ralong the first tree is node-disjoint with the
path fromthe same node X to the root along the second tree.
Redundant trees can al ways be conputed in 2-connected graphs.

Maxi mal | y Redundant Trees (MRT): A pair of trees where the path
fromany node X to the root Ralong the first tree and the path
fromthe sane node X to the root along the second tree share the
m ni mum nunber of nodes and the mini num nunber of 1inks. Each
such shared node is a cut-vertex. Any shared |inks are cut-1inks.
In graphs that are not 2-connected, it is not possible to conpute
RTs. However, it is possible to conpute MRTs. MRTs are nmaxinally
redundant in the sense that they are as redundant as possible
given the constraints of the network graph

Directed Acyclic Graph (DAG: A graph where all links are directed
and there are no cycles init.

Al nost Directed Acyclic G aph (ADAG: A graph with one node
designated as the root. The graph has the property that if al
links inconing to the root were renoved, then the resulting graph
woul d be a DAG

Ceneral i zed ADAG ( GADAG) : A graph that is the conbination of the
ADAGs of all bl ocks.

MRT- Red: MRT-Red is used to describe one of the two MRTs; it is
used to describe the associ ated forwardi ng topol ogy and MPLS
Mul ti-Topology IDentifier (MI-1D). Specifically, MRT-Red is the
decreasing MRT where links in the GADAG are taken in the direction
froma higher topologically ordered node to a | ower one.

MRT- Bl ue: MRT-Blue is used to describe one of the two MRTs; it is
used to described the associated forwardi ng topol ogy and MPLS
MI-1D. Specifically, MRT-Blue is the increasing MRT where |inks
in the GADAG are taken in the direction froma | ower topologically
ordered node to a hi gher one.

Rai nbow MRT: It is useful to have an MPLS MI-ID that refers to the
mul tiple MRT forwarding topol ogies and to the default forwarding
topology. This is referred to as the Rai nbow MRT MPLS MI-1D and
is used by LDP to reduce signaling and pernit the sanme | abel to
al ways be advertised to all peers for the same (MI-1D, Prefix).

MRT | sl and: The set of routers that support a particular MRT
profile and the |inks connecting themthat support MRT

Atlas, et al. St andards Track [ Page 6]



RFC 7812 MRT Uni cast FRR Architecture June 2016

I sl and Border Router (IBR): A router in the MRT Island that is
connected to a router not in the MRT Island, both of which are in
a common area or |evel

I sl and Nei ghbor (IN): A router that is not in the MRT Island but is
adjacent to an IBR and in the sane areal/level as the |IBR

naned proxy-node: A proxy-node can represent a destination prefix
that can be attached to the MRT Island via at |east two routers.
It is naned if there is a way that traffic can be encapsulated to
reach specifically that proxy node; this could be because there is
an LDP FEC (Forwardi ng Equi val ence O ass) for the associated
prefix or because MRT-Red and MRT-Bl ue | P addresses are advertised
in an undefined fashion for that proxy-node.

4. Maxi mally Redundant Trees (IMRT)

A pair of Maximally Redundant Trees is a pair of directed spanning
trees that provides nmaxinmally disjoint paths towards their conmon
root. Only links or nodes whose failure would partition the network
(i.e., cut-links and cut-vertices) are shared between the trees. The
MRT Lowpoint algorithmis given in [RFC7811]. This algorithmcan be
computed in Qe + nlog n); it is less than three SPFs. This
docunent descri bes how the MRTs can be used and not how to conpute

t hem

MRT provi des destination-based trees for each destination. Each
router stores its normal primary next hop(s) as well as MRT-Bl ue next
hop(s) and MRT-Red next hop(s) toward each destination. The
alternate will be selected between the MRT-Bl ue and MRT- Red.

The nost inportant thing to understand about MRTs is that for each
pair of destination-routed MRTs, there is a path fromevery node X to
the destination D on the Blue MRT that is as disjoint as possible
fromthe path on the Red MRT.

For exanple, in Figure 1, there is a network graph that is
2-connected in (a) and associated MRTs in (b) and (c). One can
consider the paths fromB to R, on the Blue MRT, the paths are
B->F->D->E->R or B->CG->D->E->R  On the Red MRT, the path is B->A->R
These are clearly link and node-disjoint. These MRTs are redundant
trees because the paths are disjoint.
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(&0 (<0< (8-->10-]
| | | v | | v oV
S (R [F ] S
| | | | | Voo
[Al---[B]---| [Al-->[B]---| [Al <--[B] <--|
(a) (b) (c)
a 2-connected graph Bl ue MRT towards R Red MRT towards R
Figure 1: A 2-Connected Network

By contrast, in Figure 2, the network in (a) is not 2-connected. |If
C, G or the link C<->G failed, then the network woul d be
partitioned. It is clearly inpossible to have two |ink-disjoint or

node-di sjoint paths fromG J, or Hto R The MRTs given in (b) and
(c) offer paths that are as disjoint as possible. For instance, the
paths fromB to Rare the sane as in Figure 1 and the path fromGto
R on the Blue MRT is G>C->D->E->R and on the Red MRT is

G >C >B- >A- >R

[E]---[D--- |-~ [J]

| | | | |

| | | | |

[F] [r] [|C]---[|G] I

| | | | |

[A---[B]---] |---[H

(a) a graph that is not 2-connected
[;E]<--[AD]<--I [ﬁ] [E]-->[:3]---I I---[i]
\Y; | | | Y Y Y |
[R [f] [E]<--[A61 I [5] [IF] [lC]<--[G] I

| | | v | v | |

[Al-->[B]---] |---[H [Al<--[B] <--] [H
(b) Blue MRT towards R (c) Red MRT towards R

Figure 2: A Network That |Is Not 2-Connected

Atlas, et al. St andards Track [ Page 8]



RFC 7812 MRT Uni cast FRR Architecture June 2016

5. MRT and Fast Reroute

In normal I GP routing, each router has its Shortest Path Tree (SPT)
to all destinations. Fromthe perspective of a particul ar
destination, D, this looks like a reverse SPT (rSPT). To use MRT, in
addition, each destination D has two MRTs associated with it; by
convention these will be called the MRT-Blue and MRT-Red. MRT-FRR is
realized by using multi-topology forwarding. There is a MRT-Blue
forwardi ng topol ogy and a MRT-Red forwarding topol ogy.

Any | P/LDP fast-reroute techni que beyond LFA requires an additiona
dat apl ane procedure, such as an additional forwardi ng mechanism The
wel | - known options are multi-topol ogy forwarding (used by MRT-FRR)
tunneling (e.g., [RFC6981] or [RFC7490]), and per-interface
forwarding (e.g., Loop-Free Failure Insensitive Routing in

[ Enyedi Thesi s]).

When there is a link or node failure affecting, but not partitioning,

the network, each node will still have at |east one path via one of
the MRTs to reach the destination D. For exanple, in Figure 2, B
would normally forward traffic to R across the path B->A->R. |f the

B<->A link fails, then B could use the MRT-Bl ue path B->F->D >E->R

As is always the case with fast-reroute technol ogi es, forwarding does
not change until a local failure is detected. Packets are forwarded
al ong the shortest path. The appropriate alternate to use is pre-
comput ed. [RFC7811] describes exactly how to determ ne whether the
MRT- Bl ue next hops or the MRT-Red next hops should be the MRT
alternate next hops for a particular primary next hop to a particul ar
destinati on.

MRT alternates are always available to use. It is a |local decision
whet her to use an MRT alternate, an LFA, or sone other type of
al ternate.

As described in [ RFC5286], when a worse failure than is anticipated
happens, using LFAs that are not downstream nei ghbors can cause

| oopi ng anong alternates. Section 1.1 of [RFC5286] gives an exanple
of link-protecting alternates causing a | oop on node failure. Even
if a worse failure than antici pated happens, the use of MRT
alternates will not cause | ooping.

6. Unicast Forwarding with MRT Fast Reroute
There are three possible types of routers involved in forwarding a
packet along an MRT path. At the MRT ingress router, the packet

| eaves the shortest path to the destination and follows an MRT path
to the destination. In an FRR application, the MRT ingress router is
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the PLR An MRT transit router takes a packet that arrives already
associated with the particular MRT, and forwards it on that same MRT.
In sone situations (to be discussed later), the packet will need to

| eave the MRT path and return to the shortest path. This takes place
at the MRT egress router. The MRT ingress and egress functionality
may depend on the underlying type of packet being forwarded (LDP or
IP). The MRT transit functionality is independent of the type of
packet being forwarded. W first consider several MRT transit
forwardi ng mechani sms. Then, we | ook at how these forwarding
mechani sms can be applied to carrying LDP and IP traffic.

6.1. Introduction to MRT Forwardi ng Options
The followi ng options for MRT forwarding nechani sns are consi dered.
1. MRT LDP Labels
A. Topol ogy-scoped FEC encoded using a single |abe
B. Topol ogy and FEC encoded using a two-Ilabel stack
2. MRT | P Tunnels
A, MRT | Pv4 Tunnel s
B. MRT IPv6 Tunnels
6.1.1. MRT LDP Labels

We consider two options for the MRT forwardi ng mechani sns usi ng MRT
LDP | abel s.

6.1.1.1. Topol ogy- Scoped FEC Encoded Using a Single Label (Option 1A)

[ RFC7307] provides a nmechanismto distribute FEC-|abel bindings
scoped to a given MPLS topology (represented by MPLS MI-ID). To use
mul ti-topology LDP to create MRT forwardi ng topol ogi es, we associ ate
two MPLS MI-1Ds with the MRT-Red and MRT-Bl ue forwarding topol ogies,
in addition to the default shortest path forwardi ng topology wth
MT- | D=0.

Wth this forwardi ng nechanism a single label is distributed for
each topol ogy-scoped FEC. For a given FEC in the default topol ogy
(call it default-FEC-A), two additional topology-scoped FECs woul d be
created, corresponding to the Red and Bl ue MRT forwarding topol ogi es
(call themred-FEC A and blue-FEC-A). A router supporting this MT
transit forwardi ng nechani sm advertises a different FEC- | abel binding
for each of the three topol ogy-scoped FECs. Wen a packet is
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received with a | abel corresponding to red-FEC A (for exanple), an
MRT transit router will determine the next hop for the MRT-Red
forwardi ng topol ogy for that FEC, swap the inconing |abel with the
out goi ng | abel corresponding to red-FEC-A | earned fromthe MRT-Red
next - hop router, and forward the packet.

This forwardi ng nechani sm has the useful property that the FEC

associ ated with the packet is maintained in the |abels at each hop
along the MRT. We will take advantage of this property when
specifying howto carry LDP traffic on MRT paths using multi-topol ogy
LDP | abel s.

This approach is very sinple for hardware to support. However, it
reduces the | abel space for other uses, and it increases the nenory
needed to store the labels and the conmmunication required by LDP to
di stribute FEC-|Iabel bindings. |In general, this approach will also
increase the tine needed to install the FRR entries in the Forwarding
I nformati on Base (FIB) and, hence, the tinme needed before the next
failure can be protected.

This forwardi ng option uses the LDP signaling extensions described in
[ RFC7307]. The MRT-specific LDP extensions required to support this
option will be described el sewhere.

6.1.1.2. Topology and FEC Encoded Using a Two-Label Stack (Option 1B)

Wth this forwarding nechanism a two-label stack is used to encode
the topol ogy and the FEC of the packet. The top |abel (topology-id
| abel ) identifies the MRT forwarding topol ogy, while the second | abe
(FEC l abel ) identifies the FEC. The top |abel would be a new FEC
type with two val ues corresponding to MRT Red and Bl ue topol ogi es.

When an MRT transit router receives a packet with a topol ogy-id

| abel , the router pops the top | abel and uses that it to guide the
next - hop selection in conbination with the next label in the stack
(the FEC |l abel). The router then swaps the FEC | abel, using the FEC
| abel bindings | earned through normal LDP mechani sns. The router

t hen pushes the topology-id |abel for the next hop

As with Option 1A, this forwardi ng nmechani smal so has the usefu
property that the FEC associated with the packet is maintained in the
| abel s at each hop along the MRT

Thi s forwardi ng mechani sm has nini mal usage of additional I|abels,

menory and LDP conmmuni cation. |t does increase the size of packets
and the complexity of the required | abel operations and | ookups.
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This forwarding option is consistent with context-specific |abe
spaces, as described in [RFC5331]. However, the precise LDP behavi or
required to support this option for MRT has not been specified.

6.1.1.3. Conpatibility of MRT LDP Label Options 1A and 1B

MRT transit forwardi ng based on MRT LDP Label options 1A and 1B can
coexi st in the same network, with a packet being forwarded al ong a
single MRT path using the single |abel of Option 1A for sone hops and
the two-|abel stack of Option 1B for other hops. However, to
simplify the process of MRT Island formation, we require that al
routers in the MRT Island support at |east one common forwarding
mechanism As an exanple, the Default MRT Profile requires support
for the MRT LDP Label Option 1A forwardi ng nmechanism This ensures
that the routers in an MRT island supporting the Default MRT Profile
will be able to establish MRT forwardi ng paths based on MRT LDP Labe
Option 1A, However, an inplenentation supporting Option 1A may al so
support Option 1B. If the scaling or performance characteristics for
the two options differ in this inplenentation, then it may be
desirable for a pair of adjacent routers to use Option 1B | abels
instead of the Option 1A labels. |If those routers successfully
negotiate the use of Option 1B labels, they are free to use them
This can occur w thout any of the other routers in the MRT Island
bei ng nade aware of it.

Note that this document only defines the Default MRT Profile, which
requires support for the MRT LDP Label Option 1A forwarding
nmechani sm

6.1.1.4. Required Support for MRT LDP Label Options

If a router supports a profile that includes the MRT LDP Label Option
1A for the MRT transit forwardi ng mechanism then it MJST support
Option 1A, which encodes topol ogy-scoped FECs using a single |abel
The router MAY al so support Option 1B

If a router supports a profile that includes the MRT LDP Label Option
1B for the MRT transit forwardi ng nmechanism then it MJST support
Option 1B, which encodes the topol ogy and FEC using a two-| abe

stack. The router MAY al so support Option 1A

6.1.2. MRT IP Tunnels (Options 2A and 2B)

| P tunneling can also be used as an MRT transit forwardi ng mechani sm
Each router supporting this MRT transit forwarding mechani sm
announces two additional |oopback addresses and their associated MRT
color. Those addresses are used as destination addresses for MRT-
blue and MRT-red I P tunnels, respectively. The special |oopback
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addresses allow the transit nodes to identify the traffic as being
forwarded al ong either the MRT-blue or MRT-red topology to reach the
tunnel destination. For exanple, an MRT ingress router can cause a
packet to be tunneled along the MRT-red path to router X by
encapsul ati ng the packet using the MRT-red | oopback address
advertised by router X. Upon receiving the packet, router X would
renove the encapsul ati on header and forward the packet based on the
original destination address.

Either 1Pv4 (Option 2A) or I Pv6 (Option 2B) can be used as the
tunnel i ng nmechani sm

Note that the two forwardi ng nmechani sns using LDP Label options do
not require additional |oopbacks per router, as is required by the IP
tunnel i ng mechanism This is because LDP | abels are used on a hop-
by-hop basis to identify MRT-blue and MRT-red forwardi ng topol ogi es.

6.2. Forwarding LDP Unicast Traffic over MRT Paths

In the previous section, we exam ned several options for providing
MRT transit forwarding functionality, which is independent of the
type of traffic being carried. W now |ook at the MRT ingress
functionality, which will depend on the type of traffic being carried
(IP or LDP). W start by considering LDP traffic.

W also sinplify the initial discussion by assumi ng that the network
consists of a single IGP area, and that all routers in the network
participate in MRT. Oher deploynent scenarios that require MRT
egress functionality are considered later in this docunent.

In principle, it is possible to carry LDP traffic in MRT IP tunnels.
However, for LDP traffic, it is desirable to avoid tunneling.
Tunneling LDP traffic to a renote node requires know edge of renote
FEC- | abel bindings so that the LDP traffic can continue to be
forwarded properly when it |eaves the tunnel. This requires targeted
LDP sessions, which can add nmanagenent conplexity. As described

bel ow, the two MRT forwardi ng nechanisns that use LDP | abels do not
require targeted LDP sessions.

6.2.1. Forwarding LDP Traffic Using MRT LDP Label Option 1A

The MRT LDP Label Option 1A forwardi ng nechani sm uses topol ogy-scoped
FECs encoded using a single |abel as described in Section 6.1.1.1.
When a PLR receives an LDP packet that needs to be forwarded on the
MRT-Red (for exanple), it does a | abel swap operation, replacing the
usual LDP | abel for the FEC with the MRT-Red | abel for that FEC
received fromthe next-hop router in the MRT-Red conputed by the PLR
When the next-hop router in the MRT-Red receives the packet with the
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MRT-Red | abel for the FEC, the MRT transit forwarding functionality
continues as described in Section 6.1.1.1. |In this way, the origina
FEC associated with the packet is maintained at each hop al ong the
MRT.

6.2.2. Forwarding LDP Traffic Using MRT LDP Label Option 1B

The MRT LDP Label Option 1B forwardi ng nechani sm encodes the topol ogy
and the FEC using a two-1label stack as described in Section 6.1.1.2.
When a PLR receives an LDP packet that needs to be forwarded on the
MRT-Red, it first does a normal LDP | abel swap operation, replacing
the incom ng normal LDP | abel associated with a given FEC with the
out goi ng nornal LDP | abel for that FEC | earned fromthe next hop on
the MRT-Red. In addition, the PLR pushes the topol ogy-id |abe
associated with the MRT-Red, and forward the packet to the
appropriate next hop on the MRT-Red. When the next-hop router in the
MRT- Red receives the packet with the MRT-Red | abel for the FEC, the
MRT transit forwarding functionality continues as described in
Section 6.1.1.2. As with Option 1A the original FEC associated with
t he packet is maintained at each hop along the MRT

6.2.3. Oher Considerations for Forwarding LDP Traffic Using MRT LDP
Label s

Note that forwarding LDP traffic using MRT LDP Labels can be done

wi t hout the use of targeted LDP sessions when an MRT path to the
destination FEC is used. The alternates selected in [ RFC7811] use
the MRT path to the destination FEC, so targeted LDP sessions are not
needed. |If instead one found it desirable to have the PLR use an MRT
to reach the primary next-next-hop for the FEC, and then continue
forwardi ng the LDP packet along the shortest path fromthe prinary
next - next-hop, this would require tunneling to the primary next-next-
hop and a targeted LDP session for the PLR to | earn the FEC- I abe

bi nding for primary next-next-hop to correctly forward the packet.

6.2.4. Required Support for LDP Traffic

For greatest hardware conpatibility, routers inplenenting MRT fast
reroute of LDP traffic MJUST support Option 1A of encoding the MI-1D
in the |abels (See Section 9).

6.3. Forwarding IP Unicast Traffic over MRT Paths

For IPv4d traffic, there is no currently practical alternative except
tunneling to gain the bits needed to indicate the MRT-Blue or MRT-Red
forwardi ng topology. For IPv6 traffic, in principle, one could
define bits in the IPv6 options header to indicate the MRT-Blue or
MRT- Red forwardi ng topol ogy. However, in this docunent, we have
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chosen not to define a solution that would work for IPv6 traffic but
not for IPv4 traffic.

The choice of tunnel egress is flexible since any router closer to
the destination than the next hop can work. This architecture
assunes that the original destination in the area is selected (see
Section 11 for handling of nultihonmed prefixes); another possible
choice is the next-next-hop towards the destination. As discussed in
the previous section, for LDP traffic, using the MRT to the origina
destination sinplifies MRT-FRR by avoiding the need for targeted LDP
sessions to the next-next-hop. For IP, that consideration doesn’t

apply.

Some situations require tunneling IP traffic along an MRT to a tunne
endpoint that is not the destination of the IP traffic. These
situations will be discussed in detail later. W note here that an
| P packet with a destination in a different IGP areal/level fromthe
PLR shoul d be tunneled on the MRT to the Area Border Router (ABR) or
Level Border Router (LBR) on the shortest path to the destination
For a destination outside of the PLR s MRT Island, the packet should
be tunnel ed on the MRT to a non-proxy-node inmedi ately before the
naned proxy-node on that particular color MRT.

6.3.1. Tunneling IP Traffic Using MRT LDP Label s

An | P packet can be tunnel ed al ong an MRT path by pushing the
appropriate MRT LDP | abel (s). Tunneling using LDP | abels, as opposed
to I P headers, has the advantage that nore installed routers can do
line-rate encapsul ati on and decapsul ati on using LDP than using IP

Al so, no additional |P addresses would need to be allocated or

si gnal ed.

6.3.1.1. Tunneling IP Traffic Using MRT LDP Label Option 1A

The MRT LDP Label Option 1A forwardi ng nechani sm uses topol ogy-scoped
FECs encoded using a single |label as described in Section 6.1.1.1.
When a PLR receives an | P packet that needs to be forwarded on the
MRT-Red to a particular tunnel endpoint, it does a |label push
operation. The |label pushed is the MRT-Red | abel for a FEC
originated by the tunnel endpoint, |earned fromthe next hop on the
MRT- Red.

6.3.1.2. Tunneling IP Traffic Using MRT LDP Label Option 1B
The MRT LDP Label Option 1B forwardi ng nechani sm encodes the topol ogy
and the FEC using a two-|abel stack as described in Section 6.1.1.2.

When a PLR receives an | P packet that needs to be forwarded on the
MRT-Red to a particular tunnel endpoint, the PLR pushes two | abels on
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the I P packet. The first (inner) label is the nornmal LDP | abe

| earned fromthe next hop on the MRT-Red, associated with a FEC
originated by the tunnel endpoint. The second (outer) label is the
topol ogy-id | abel associated with the MRT-Red.

For conpl eteness, we note here a potential variation that uses a
single | abel as opposed to two labels. In order to tunnel an IP
packet over an MRT to the destination of the | P packet as opposed to
an arbitrary tunnel endpoint, one could just push a topology-id | abe
directly onto the packet. An MRT transit router would need to pop
the topol ogy-id | abel, do an IP route | ookup in the context of that
topol ogy-id | abel, and push the topol ogy-id | abel

6.3.2. Tunneling IP Traffic Using MRT | P Tunnels

In order to tunnel over the MRT to a particular tunnel endpoint, the
PLR encapsul ates the original |IP packet with an additional |P header
using the MRT-Blue or MRT-Red | oopback address of the tunne
endpoi nt .

6.3.3. Required Support for IP Traffic

For greatest hardware conpatibility and ease in renoving the MRT-
topol ogy marki ng at areal/l evel boundaries, routers that support MPLS
and inplenent |IP MRT fast reroute MJUST support tunneling of IP
traffic using MRT LDP Label Option 1A (topol ogy-scoped FEC encoded
using a single label).

7. MRT | sl and Formati on

The purpose of communicating support for MRT is to indicate that the
MRT- Bl ue and MRT-Red forwardi ng topol ogies are created for transit
traffic. The MRT architecture allows for different, potentially

i nconpatible options. 1In order to create consistent MRT forwarding
topol ogies, the routers participating in a particular MT |Island need
to use the sane set of options. These options are grouped into MRT
profiles. In addition, the routers in an MRT Island all need to use
the sanme set of nodes and links within the |Island when conputing the
MRT forwardi ng topol ogies. This section describes the infornmation
used by a router to determ ne the nodes and links to include in a
particular MRT Island. Sonme information already exists in the | GPs
and can be used by MRT in Island formation, subject to the
interpretation defined here.

O her infornmation needs to be conmuni cated between routers for which

there do not currently exist protocol extensions. This new
i nformati on needs to be shared anong all routers in an | GP area, so
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defining extensions to existing |GPs to carry this infornmation makes
sense. These new protocol extensions will be defined el sewhere.

Depl oynment scenarios using multi-topology OSPF or I1S-1S, or running
both 1S-1S and OSPF on the same routers is out of scope for this
specification. As with LFA, MRT-FRR does not support OSPF Virtual
Li nks.

At a high level, an MRT Island is defined as the set of routers
supporting the sane MRT profile, in the same IGP areal/level and with
bidirectional links interconnecting those routers. Mre detailed
descriptions of these criteria are given bel ow.

7.1. |1GP Area or Leve

Al ITinks in an MRT Island are bidirectional and belong to the sane
IGP area or level. For 1S 1S, alink belonging to both Level-1 and
Level -2 would qualify to be in nultiple MRT Islands. A given ABR or
LBR can belong to nultiple MRT Islands, corresponding to the areas or
levels in which it participates. |Inter-area forwarding behavior is
di scussed in Section 10.

7.2. Support for a Specific MRT Profile

Al'l routers in an MRT Island support the same MRT profile. A router
advertises support for a given MRT profile using an 8-bit MRT Profile
ID value. The "MRT Profile Identifier Registry" is defined in this
docunent. The protocol extensions for advertising the MRT Profile ID
value will be defined in a future specification. A given router can
support multiple MRT profiles and participate in nultiple MRT

I slands. The options that nmake up an MRT Profile, as well as the
Default MRT Profile, are defined in Section 8.

The process of MRT Island formation takes place independently for
each MRT profile advertised by a given router. For exanple, consider
a network with 40 connected routers in the sane area adverti sing
support for MRT Profile A and MRT Profile B. Two distinct MRT
Islands will be formed corresponding to Profile A and Profile B, with
each island containing all 40 routers. A conplete set of naxinally
redundant trees will be conputed for each island followi ng the rules
defined for each profile. If we add a third MRT Profile to this
exanple, with Profile C being advertised by a connected subset of 30
routers, there will be a third MRT Island forned corresponding to
those 30 routers, and a third set of maxinmally redundant trees wll
be conputed. |In this exanple, 40 routers would conmpute and i nstal
two sets of MRT transit forwarding entries corresponding to Profiles
A and B, while 30 routers would conpute and install three sets of MRT
transit forwarding entries corresponding to Profiles A, B, and C
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7.3. Excluding Additional Routers and Interfaces fromthe MRT |sland

MRT takes into account existing | GP nechanisns for discouraging
traffic fromusing particular links and routers, and it introduces an
MRT- speci fi c excl usi on mechani smfor |inks.

7.3.1. Existing | GP Excl usion Mechani sns

Mechani sns for discouraging traffic fromusing particular |inks
already exist in 1S 1S and GSPF. In IS IS, an interface configured
with a metric of 2724-2 (OxXFFFFFE) will only be used as a | ast
resort. (An interface configured with a netric of 2724-1 (OxFFFFFF)
will not be advertised into the topology.) |In OSPF, an interface
configured with a nmetric of 27216-1 (OxFFFF) will only be used as a

| ast resort. These netrics can be configured manually to enforce
adm nistrative policy or they can be set in an automated manner as
with LDP | GP synchronization [ RFC5443].

Mechani sns al so already exist in IS-1S and OSPF to di scourage or
prevent transit traffic fromusing a particular router. In IS1S,
the overload bit is prevents transit traffic fromusing a router.

For OSPFv2 and OSPFv3, [RFC6987] specifies setting all outgoing
interface netrics to OxFFFF to di scourage transit traffic from using
arouter. ([RFC6987] defines the netric value OxFFFF as

MaxLi nkMetric, a fixed architectural value for OSPF.) For OSPFv3,

[ RFC5340] specifies that a router be excluded fromthe intra-area SPT
conmputation if the V6-bit or R-bit of the Link State Advertisenent
(LSA) options is not set in the Router LSA

The following rules for MRT Island formati on ensure that MRT FRR
protection traffic does not use a link or router that is discouraged
or prevented fromcarrying traffic by existing |IGP nechanisns.

1. A bidirectional |link MIST be excluded froman MRT Island if
either the forward or reverse cost on the link is OXFFFFFE (for
IS-1S) or OxFFFF for OSPF.

2. Arouter MIST be excluded froman MRT Island if it is advertised
with the overload bit set (for IS IS), or it is advertised with
metric values of OxFFFF on all of its outgoing interfaces (for
OSPFv2 and OSPFv3).

3. A router MJIST be excluded froman MRT Island if it is advertised

with either the V6-bit or R bit of the LSA options not set in the
Rout er LSA.
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7.3.2. MRT-Specific Exclusion Mechani sm

This architecture also defines a neans of excluding an otherwi se
usable link from MRT Islands. The protocol extensions for
advertising that a link is MRT-lneligible will be defined el sewhere.
Alink with either interface advertised as MRT-Ineligible MIST be
excluded froman MRT Island. Note that an interface advertised as
MRT-Ineligible by a router is ineligible with respect to all profiles
advertised by that router.

7.4. Connectivity

Al'l of the routers in an MRT |Island MJST be connected by
bidirectional links with other routers in the MRT Island.
Di sconnected MRT Islands will operate independently of one another

7.5. Algorithmfor MRT Island ldentification

An algorithmthat allows a conputing router to identify the routers
and links in the local MRT Island satisfying the above rules is given
in Section 5.2 of [RFC7811].

8. MRT Profile

An MRT Profile is a set of values and options related to MRT
behavior. The conplete set of options is designated by the
corresponding 8-bit Profile ID val ue.

Thi s docunent specifies the values and options that correspond to the
Default MRT Profile (Profile ID = 0). Future docunents nmy define
other MRT Profiles by specifying the MRT Profile Options bel ow

8.1. MRT Profile Options

Bel ow i s a description of the values and options that define an MRT
Profile.

MRT Algorithm This identifies the particular algorithmfor
conmputing maxi mal ly redundant trees used by the router for this
profile.

MRT-Red MI-1D: This specifies the MPLS MI-I1D to be associated with
the MRT-Red forwarding topology. It is allocated fromthe MPLS
Mul ti-Topol ogy lIdentifiers Registry.

MRT-Blue MI-I1D: This specifies the MPLS MI-ID to be associated with

the MRT-Blue forwarding topology. It is allocated fromthe MPLS
Mul ti-Topol ogy lIdentifiers Registry.
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GADAG Root Sel ection Policy: This specifies the manner in which the
GADAG root is selected. Al routers in the MRT |Island need to use
the sane GADAG root in the cal cul ations used construct the MTs
A valid GADAG Root Sel ection Policy MIST be such that each router
in the MRT |sland chooses the sane GADAG root based on information
available to all routers in the MRT Island. GADAG Root Sel ecti on
Priority values, advertised as router-specific MRT paraneters, MAY
be used in a GADAG Root Sel ection Policy.

MRT Forwar di ng Mechanism This specifies which forwardi ng mechani sm
the router uses to carry transit traffic along MRT paths. A
router that supports a specific MRT forwardi ng mechani sm nust
program appropriate next hops into the forwarding plane. The
current options are MRT LDP Label Option 1A, MRT LDP Label Option
1B, | Pv4 Tunneling, |Pv6 Tunneling, and None. If IPv4 is
supported, then both MRT-Red and MRT-Blue | Pv4 | oopback addresses
SHOULD be specified. |If IPv6 is supported, both MRT-Red and MRT-
Bl ue | Pv6 | oopback addresses SHOULD be specifi ed.

Recal cul ation: Recal cul ation specifies the process and tim ng by
whi ch new MRTs are conputed after the topol ogy has been nodified

Areal/ Level Border Behavior: This specifies howtraffic traveling on
the MRT-Blue or MRT-Red in one area should be treated when it
passes into anot her area.

O her Profile-Specific Behavior: Depending upon the use-case for the
profile, there nmay be additional profile-specific behavior.

When a new MRT Profile is defined, new and uni que val ues shoul d be
all ocated fromthe "MPLS Mul ti-Topol ogy Identifiers Registry",
corresponding to the MRT-Red and MRT-Blue MI-1D val ues for the new
MRT Profile.

If a router advertises support for nmultiple MRT profiles, then it
MUST create the transit forwarding topol ogi es for each of those,

unl ess the profile specifies the None option for the MRT Forwardi ng
Mechani sm

The ability of MRT-FRR to support transit forwarding entries for
multiple profiles can be used to facilitate a smooth transition from
an existing deployed MRT Profile to a new MRT Profile. The new
profile can be activated in parallel with the existing profile,
installing the transit forwarding entries for the new profile without
affecting the transit forwarding entries for the existing profile.
Once the new transit forwarding state has been verified, the router
can be configured to use the alternates conputed by the new profile
in the event of a failure.
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8.2. Router-Specific MRT Paraneters

For some profiles, additional router-specific MRT paraneters may need
to be advertised. Wile the set of options indicated by the MRT
Profile I D nust be identical for all routers in an MRT |Island, these
router-specific MRT paraneters nay differ between routers in the sane
MRT |sland. Several such paraneters are described bel ow

GADAG Root Sel ection Priority: A GADAG Root Sel ection Policy MAY
rely on the GADAG Root Selection Priority val ues advertised by
each router in the MRT Island. A GADAG Root Selection Policy my
use the GADAG Root Sel ection Priority to allow network operators
to configure a paraneter to ensure that the GADAG root is sel ected
froma particular subset of routers. An exanple of this use of
t he GADAG Root Sel ection Priority value by the GADAG Root
Selection Policy is given in the Default MRT Profile bel ow

MRT- Red Loopback Address: This provides the router’s | oopback
address to reach the router via the MRT-Red forwarding topol ogy.
It can be specified for either IPv4 or IPv6. Note that this
paraneter is not needed to support the Default MRT Profile.

MRT- Bl ue Loopback Address: This provides the router’s | oopback
address to reach the router via the MRT-Blue forwardi ng topol ogy.
It can be specified for either IPv4 and IPv6. Note that this
paraneter is not needed to support the Default MRT Profile.

Prot ocol extensions for advertising a router’s GADAG Root Sel ection
Priority value will be defined in other docunents. Protocol
extensions for the advertising a router’s MRT-Red and MRT- Bl ue

| oopback addresses will be defined el sewhere.

8. 3. Default MRT Profile

The followi ng set of options defines the Default MRT Profile. The
Default MRT Profile is indicated by the MRT Profile ID value of O.

MRT Al gorithm MRT Lowpoi nt algorithmdefined in [ RFC7811].

MRT- Red MPLS MT-1D: This tenporary registration has been all ocated
fromthe "MPLS Miul ti-Topol ogy ldentifiers" registry. The
regi stration request appears in [LDP-MRT].

MRT- Bl ue MPLS MI-1 D: This tenporary registration has been all ocated

fromthe "MPLS Multi-Topology ldentifiers" registry. The
regi stration request appears in [LDP-MRT].
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GADAG Root Sel ection Policy: Anong the routers in the MRT Island
with the | owest nunerical value advertised for GADAG Root
Selection Priority, an inplenmentation MUST pick the router with
the highest Router IDto be the GADAG root. Note that a | ower
nunerical value for GADAG Root Selection Priority indicates a
hi gher preference for sel ection

Forwar di ng Mechani sns: MRT LDP Label Option 1A

Recal cul ati on: Recal cul ati on of MRTs SHOULD occur as described in
Section 12.2. This allows the MRT forwardi ng topol ogies to
support | P/LDP fast-reroute traffic.

Areal/ Level Border Behavi or: As described in Section 10, ABRs/LBRs
SHOULD ensure that traffic leaving the area also exits the MRT-Red
or MRT-Bl ue forwardi ng topol ogy.

9. LDP Signaling Extensions and Consi derations

The protocol extensions for LDP will be defined in another document.
A router nust indicate that it has the ability to support MRT; having
this explicit allows the use of MRT-specific processing, such as
speci al handling of FECs sent with the Rai nbow MRT MI-1D

A FEC sent with the Rai nbow MRT MI-1D indicates that the FEC applies
to all the MRT-Blue and MRT-Red MI-1Ds in supported MRT profiles.
The FEC-1abel bindings for the default shortest-path-based MI-1D 0
MUST still be sent (even though it could be inferred fromthe Rai nbow
FEC- | abel bi ndings) to ensure continuous operation of normal LDP
forwardi ng. The Rai nbow MRT MI-ID is defined to provide an easy way
to handl e the special signaling that is needed at ABRs or LBRs. It
avoi ds the problem of needing to signal different MPLS labels to

di fferent LDP neighbors for the sane FEC. Because the Rai nbow MRT
MI-1D is used only by ABRs/LBRs or an LDP egress router, it is not
MRT profile specific.

The val ue of the Rai nbow MRT MPLS MT-ID has been tenporarily

all ocated fromthe "MPLS Multi-Topology Identifiers" registry. The
registrati on request appears in [LDP-MRT].
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10.

10.

I nter-area Forwardi ng Behavi or

An ABR/LBR has two forwarding roles. First, it forwards traffic
within areas. Second, it forwards traffic fromone area into

anot her. These same two roles apply for MRT transit traffic.

Traffic on MRT-Red or MRT-Blue destined inside the area needs to stay
on MRT-Red or MRT-Blue in that area. However, it is desirable for
traffic leaving the area to also exit MRT-Red or MRT-Blue and return
to shortest path forwarding.

For unicast MRT-FRR, the need to stay on an MRT forwarding topol ogy
term nates at the ABR/LBR whose best route is via a different area/
level. It is highly desirable to go back to the default forwarding
topol ogy when | eaving an areal/level. There are three basic reasons
for this. First, the default topol ogy uses shortest paths; the
packet will thus take the shortest possible route to the destination
Second, this allows a single router failure that manifests itself in
nmultiple areas (as would be the case with an ABR/'LBR failure) to be
separately identified and repaired around. Third, the packet can be
fast-rerouted again, if necessary, due to a second distinct failure
in a different area.

In OSPF, an ABR that receives a packet on MRT-Red or MRT-Bl ue towards
destination Z should continue to forward the packet al ong MRT-Red or
MRT-Blue only if the best route to Zis in the sane OSPF area as the
interface that the packet was received on. Oherw se, the packet
shoul d be renoved from MRT-Red or MRT-Blue and forwarded on the
shortest-path default forwarding topol ogy.

The above description applies to OSPF. The sane essential behavi or

al so applies to IS-I1Sif one substitutes 1S 1S level for OSPF area
However, the analogy with OSPF is not exact. An interface in OSPF
can only be in one area, whereas an interface in IS-1S can be in both
Level -1 and Level-2. Therefore, to avoid confusion and address this
difference, we explicitly describe the behavior for 1S1Sin

Appendix A In the follow ng sections, only the OSPF term nology is
used.

1. ABR Forwarding Behavior with MRT LDP Label Option 1A

For LDP forwardi ng where a single | abel specifies (M-1D, FEC), the
ABR i s responsible for advertising the proper |abel to each nei ghbor.
Assunme that an ABR has all ocated three |labels for a particul ar
destination: L _primary, L blue, and L_red. To those routers in the
sane area as the best route to the destination, the ABR adverti ses
the followi ng FEC-1abel bindings: L _primary for the default topol ogy,
L blue for the MRT-Blue MI-1D, and L_red for the MRT-Red MI-1D, as
expected. However, to routers in other areas, the ABR advertises the
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10.

10.

foll owi ng FEC-I abel bindings: L _prinary for the default topol ogy and
L primary for the Rainbow MRT MI-ID. Associating L_prinmary with the
Rai nbow MRT MI-1D causes the receiving routers to use L_primary for
the MRT-Blue MI-ID and for the MRT-Red MI-1D

The ABR installs all next hops for the best area: prinmary next hops
for L _primary, MRT-Blue next hops for L_blue, and MRT-Red next hops
for L_red. Because the ABR advertised (Rai nbow VRT MI-ID, FEC) with
L_primary to neighbors not in the best area, packets fromthose

nei ghbors will arrive at the ABRwith a label L primary and will be
forwarded into the best area along the default topol ogy. By
controlling what | abels are advertised, the ABR can thus enforce that
packets exiting the area do so on the shortest-path default topol ogy.

1.1. Mtivation for Creating the Rai nbow FEC

The desired forwarding behavi or could be achieved in the above
exanpl e wi thout using the Rainbow FEC. This could be done by having
the ABR advertise the foll owi ng FEC | abel bindings to neighbors not
in the best area: L1 prinmary for the default topology, L1 primary for
the MRT-Blue MI-ID, and L1 _primary for the MRT-Red MI-1D. Doing this
woul d require machinery to spoof the l|abels used in FEC|abel binding
adverti senents on a per-nei ghbor basis. Such | abel-spoofing

machi nery does not currently exist in nost LDP inplenentations and
doesn’t have other obvious uses.

Many existing LDP inplementations do however have the ability to
filter FEC-|abel binding advertisements on a per-nei ghbor basis. The
Rai nbow FEC al | ows us to reuse the existing per-nei ghbor FEC
filtering machinery to achieve the desired result. By introducing

t he Rai nbow FEC, we can use per-nei ghbor FEC-filtering machinery to
advertise the FEC-|abel binding for the Rainbow FEC (and filter those
for MRT-Blue and MRT-Red) to non-best-area neighbors of the ABR

An ABR may choose to either distribute the Rai nbow FEC or distribute
separate MRT-Blue and MRT-Red advertisenents. This is a |oca
choice. A router that supports the MRT LDP Label Option 1A
forwardi ng nechani sm MJUST be able to receive and correctly interpret
t he Rai nbow FEC

2.  ABR Forwardi ng Behavior with I P Tunneling (Option 2)

If IP tunneling is used, then the ABR behavior is dependent upon the
outernmost | P address. |If the outernpst | P address is an MRT | oopback
address of the ABR, then the packet is decapsul ated and forwarded
based upon the inner |IP address, which should go on the default SPT
topology. |If the outernost |IP address is not an MRT | oopback address
of the ABR, then the packet is sinply forwarded al ong the associ ated
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forwardi ng topology. A PLR sending traffic to a destination outside
its local area/level will pick the MRT and use the associ ated MRT

| oopback address of the selected ABR advertising the | owest cost to
the external destination

Thus, for these two MRT forwardi ng nechani sns (MRT LDP Label Option
1A and I P tunneling Option 2), there is no need for additiona
conputation or per-area forwarding state.

10.3. ABR Forwardi ng Behavior with MRT LDP Label Option 1B

The ot her MRT forwardi ng nmechani sm described in Section 6 uses two

| abel s: a topology-id |abel and a FEC-l1abel. This nechani smwoul d
require that any router whose MRT-Red or MRT-Bl ue next hop is an ABR
woul d need to determ ne whether the ABR woul d forward the packet out
of the area/level. |If so, then that router should pop off the

topol ogy-id | abel before forwarding the packet to the ABR

For exanple, in Figure 3, if node Hfails, node E has to put traffic
towards prefix p onto MRT-Red. But since node D knows that ABRL will
use a best route fromanother area, it is safe for Dto pop the

topol ogy-id | abel and just forward the packet to ABRl al ong the MRT-
Red next hop. ABRl will use the shortest path in Area 10.

In all cases for I1S-1S and nost cases for OSPF, the penultinate
router can deternine what decision the adjacent ABR will make. The
one case where it can't be determined is when two ASBRs are in

di fferent non-backbone areas attached to the sane ABR, then the
ASBR s Area ID nmay be needed for tie-breaking (prefer the route with
the |l argest OSPF area ID), and the Area ID isn't announced as part of
the ASBR LSA. |In this one case, suboptinal forwarding along the MRT
in the other area would happen. |If that becones a realistic

depl oynent scenario, protocol extensions could be devel oped to
address this issue.
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Fi gure 3: ABR Forwardi ng Behavi or and MRTs
11. Prefixes Multiply Attached to the MRT Island

How a conputing router S determnes its |local MRT Island for each
supported MRT profile is already discussed in Section 7.

There are two types of prefixes or FECs that nay be nultiply attached
to an MRT Island. The first type are multihoned prefixes that

usual Iy connect at a domain or protocol boundary. The second type
represent routers that do not support the profile for the MRT Island.
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The key difference is whether the traffic, once out of the MRT
Island, nmight re-enter the MRT Island if a loop-free exit point is
not sel ected.

FRR using LFA has the useful property that it is able to protect

mul ti honed prefixes against ABR failure. For instance, if a prefix
from the backbone is available via both ABR A and ABR B, if A fails,
then the traffic should be redirected to B. This can be acconplished
with MRT FRR as wel | .

If ASBR protection is desired, this has additional complexities if
the ASBRs are in different areas. Simlarly, protecting |abeled BGP
traffic in the event of an ASBR failure has additional conplexities
due to the per-ASBR | abel spaces invol ved.

As discussed in [ RFC5286], a nultihomed prefix could be:
0 An out-of-area prefix announced by nore than one ABR
0 An AS-External route announced by two or nore ASBRs,
o Aprefix with iBG nultipath to different ASBRs,

0o etc.

See Appendi x B for a discussion of a general issue with nultihoned
prefixes connected in two different areas.

There are also two different approaches to protection. The first is
tunnel endpoint selection where the PLR picks a router to tunnel to
where that router is |loop-free with respect to the failure-point.
Conceptual |y, the set of candidate routers to provide LFAs expands to
all routers that can be reached via an MRT alternate, attached to the
prefix.

The second is to use a proxy-node, which can be naned via MPLS | abe
or | P address, and pick the appropriate |abel or I P address to reach
it on either MRT-Blue or MRT-Red as appropriate to avoid the failure
point. A proxy-node can represent a destination prefix that can be
attached to the MRT Island via at least two routers. It is ternmed a
naned proxy-node if there is a way that traffic can be encapsul ated
to reach specifically that proxy-node; this could be because there is
an LDP FEC for the associated prefix or because MRT-Red and MRT- Bl ue
| P addresses are advertised (in an as-yet undefined fashion) for that
proxy-node. Traffic to a naned proxy-node may take a different path
than traffic to the attaching router; traffic is also explicitly
forwarded fromthe attaching router along a predeterm ned interface
towards the rel evant prefixes.
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For IP traffic, nultihoned prefixes can use tunnel endpoint
selection. For IP traffic that is destined to a router outside the
MRT Island, if that router is the egress for a FEC advertised into
the MRT Island, then the nanmed proxy-node approach can be used.

For LDP traffic, there is always a FEC advertised into the MRT

I sl and. The nanmed proxy-node approach shoul d be used, unless the
conputing router S knows the label for the FEC at the sel ected tunnel
endpoi nt .

If a FEC is advertised fromoutside the MRT Island into the MRT

I sl and and the forwardi ng nechani smspecified in the profile includes
LDP Label Option 1A, then the routers learning that FEC MJST al so
advertise labels for (MRT-Red, FEC) and (MRT-Blue, FEC) to neighbors
inside the MRT Island. Any router receiving a FEC corresponding to a
router outside the MRT Island or to a nultihomed prefix MJST conpute
and install the transit MRT-Blue and MRT-Red next hops for that FEC
The FEC-1abel bindings for the topol ogy-scoped FECs ((MI-1D 0, FEC)
(MRT-Red, FEC), and (MRT-Blue, FEC)) MJST al so be provided via LDP to
nei ghbors inside the MRT |sland.

1. Protecting Miltihomed Prefixes Using Tunnel Endpoint Sel ection

Tunnel endpoint selectionis a local matter for a router in the MRT
Island since it pertains to selecting and using an alternate and does
not affect the transit MRT-Red and MRT-Bl ue forwarding topol ogi es.

Let the conputing router be S and the next hop F be the node whose
failure is to be avoided. Let the destination be prefix p. Have A
be the router to which the prefix p is attached for S's shortest path
to p.

The candi dates for tunnel endpoint selection are those to which the
destination prefix is attached in the area/level. For a particular
candidate B, it is necessary to determine if Bis |loop-free to reach
p with respect to S and F for node-protection or at least with
respect to Sand the link (S, F) for link-protection. |If B wll

al ways prefer to send traffic to p via a different areal/level, then
this is definitional. herw se, distance-based conputations are
necessary and an SPF from B' s perspective may be necessary. The
foll owi ng equations give the checks needed; the rationale is simlar
to that given in [RFC5286]. In the inequalities below, D opt(XY)
means the shortest distance fromnode X to node Y, and D opt (X p)
nmeans the shortest distance fromnode X to prefix p.

Loop-Free for S: Dopt(B, p) < Dopt(B, S) + Dopt(S, p)

Loop-Free for F: Dopt(B, p) < Dopt(B, F) + Dopt(F, p)
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At

The latter is equivalent to the followi ng, which avoids the need to
compute the shortest path fromF to p

Loop-Free for F: Dopt(B, p) < Dopt(B, F) + Dopt(S, p) - Dopt(S, F)

Finally, the rules for Endpoint selection are given below. The basic
idea is to repair to the prefix-advertising router selected for the
shortest-path and only to select and tunnel to a different endpoint
if necessary (e.g., A=F or F is a cut-vertex or the link (S F) is a
cut-1ink).

1. Does S have a node-protecting alternate to A? |If so, select
that. Tunnel the packet to A along that alternate. For exanple,
if LDP is the forwarding nmechanism then push the | abel (MRT-Red,
A) or (MRT-Blue, A) onto the packet.

2. If not, then is there a router B that is |oop-free to reach p
whil e avoiding both F and S? |If so, select B as the endpoint.
Determ ne the MRT alternate to reach B while avoiding F. Tunnel
the packet to B along that alternate. For exanple, with LDP
push the |l abel (MRT-Red, B) or (MRT-Blue, B) onto the packet.

3. If not, then does S have a link-protecting alternate to A? |If
so, select that.

4. If not, then is there a router B that is |loop-free to reach p
while avoiding S and the Iink fromSto F? If so, select B as
the endpoint and the MRT alternate for reaching B from S that
avoid the link (S, F).

The tunnel endpoint selected will receive a packet destined to itself
and, being the egress, will pop that MPLS | abel (or have signal ed
Inmplicit Null) and forward based on what is underneath. This
suffices for IP traffic since the tunnel endpoint can use the IP
header of the original packet to continue forwarding the packet.
However, tunneling of LDP traffic requires targeted LDP sessions for
| earning the FEC-| abel binding at the tunnel endpoint.

2. Protecting Multihoned Prefixes Using Naned Proxy-Nodes

I nstead, the named proxy-node nethod works with LDP traffic w thout
the need for targeted LDP sessions. It also has a clear advantage
over tunnel endpoint selection, in that it is possible to explicitly
forward fromthe MRT Island along an interface to a | oop-free island
nei ghbor when that interface may not be a primary next hop
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A named proxy-node represents one or nore destinations and, for LDP
forwardi ng, has a FEC associated with it that is signaled into the
MRT |Island. Therefore, it is possible to explicitly |abel packets to
go to (MRT-Red, FEC) or (MRT-Blue, FEC); at the border of the MRT
Island, the label will swap to neaning (MI-1D 0, FEC). It would be
possi bl e to have naned proxy-nodes for |IP forwarding, but this would
require extensions to signal two | P addresses to be associated with
MRT- Red and MRT-Blue for the proxy-node. A named proxy-node can be
uni quely represented by the two routers in the MRT Island to which it
is connected. The extensions to signal such |IP addresses wll be
defined el sewhere. The details of what | abel-bindings nmust be
originated will be described in another docunent.

Computing the MRT next hops to a naned proxy-node and the MRT
alternate for the conputing router Sto avoid a particular failure
node F is straightforward. The details of the sinple constant-tine
functions, Select_Proxy_Node NHs() and

Sel ect _Alternates_Proxy Node(), are given in [RFC7811]. A key point
is that conputing these MRT next hops and alternates can be done as
new named proxy-nodes are added or renoved without requiring a new
MRT conputation or inmpacting other existing MRT paths. This maps
very well to, for exanple, how OSPFv2 (see [ RFC2328], Section 16.5)
does incremental updates for new summary-LSAs.

The renai ning question is howto attach the nanmed proxy-node to the
MRT Island; all the routers in the MRT Island MJUST do this
consistently. No nore than two routers in the MRT Island can be

sel ected; one should only be selected if there are no others that
meet the necessary criteria. The naned proxy-node is logically part
of the areallevel

There are two sources for candidate routers in the MRT Island to
connect to the naned proxy-node. The first set is nade up of those
routers in the MRT Island that are advertising the prefix; the naned-
proxy-cost assigned to each prefix-advertising router is the
announced cost to the prefix. The second set is nmade up of those
routers in the MRT Island that are connected to routers not in the
MRT Island but in the sanme areal/level; such routers will be defined
as |Island Border Routers (IBRs). The routers connected to the |IBRs
that are not in the MRT Island and are in the sane areal/level as the
MRT |sland are Island Neighbors (INs).

Since packets sent to the nanmed proxy-node al ong MRT-Red or MRT-Bl ue
may cone fromany router inside the MRT Island, it is necessary that
what ever router to which an IBR forwards the packet be |oop-free with
respect to the whole MRT Island for the destination. Thus, an IBRis
a candidate router only if it possesses at |east one |IN whose
shortest path to the prefix does not enter the MRT Island. A nethod
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for identifying Loop-Free Island Neighbors (LFINs) is given in
[ RFC7811]. The naned- proxy-cost assigned to each (IBR, IN) pair is
cost(IBR, IN) + D opt(IN, prefix).

Fromthe set of prefix-advertising routers and the set of IBRs with
at least one LFIN, the two routers with the | owest naned-proxy-cost

are selected. Ties are broken based upon the | owest Router ID. For
ease of discussion, the two selected routers will be referred to as

proxy-node attachnment routers.

A proxy-node attachnent router has a special forwarding role. Wen a
packet is received destined to (MRT-Red, prefix) or (MRT-BI ue,
prefix), if the proxy-node attachnent router is an IBR, it MJST swap
to the shortest path forwarding topology (e.g., swap to the |abel for
(Mr-1D O, prefix) or renove the outer |P encapsul ation) and forward
the packet to the I N whose cost was used in the selection. |If the
proxy-node attachnent router is not an IBR, then the packet MJST be
renoved fromthe MRT forwarding topol ogy and sent al ong the
interface(s) that caused the router to advertise the prefix; this
interface might be out of the areal/level/AS.

11. 3. MRT Alternates for Destinations outside the MRT |sland

A natural concern with new functionality is howto have it be usefu
when it is not deployed across an entire IGP area. |In the case of
MRT FRR, where it provides alternates when appropriate LFAs aren’'t
avail abl e, there are al so depl oynent scenarios where it nay make
sense to only enable sonme routers in an area with MRT FRR. A sinple
exanpl e of such a scenario would be a ring of six or nore routers
that is connected via two routers to the rest of the area.

Destinations inside the I ocal island can obviously use MRT
alternates. Destinations outside the |ocal island can be treated
like a nultihomed prefix and either endpoint selection or Naned

Pr oxy- Nodes can be used. Nanmed proxy-nodes MJST be supported when
LDP forwarding is supported and a | abel -binding for the destination
is sent to an IBR

Naturally, there are nore-conplicated options to inprove coverage,

such as connecting nultiple MRT Islands across tunnels, but the need
for the additional conplexity has not been justified.

Atlas, et al. St andards Track [ Page 31]



RFC 7812 MRT Uni cast FRR Architecture June 2016

12.

12.

Net wor k Convergence and Preparing for the Next Failure

After a failure, MRT detours ensure that packets reach their intended
destination while the I GP has not reconverged onto the new topol ogy.
As |ink-state updates reach the routers, the |1 GP process cal cul ates
the new shortest paths. Two things need attention: mcro-|oop
prevention and MRT recal cul ation

1. Mcro-loop Prevention and MRTs

A mcro-loop is a transient packet-forwarding | oop anong two or nore
routers that can occur during convergence of |GP forwarding state.

[ RFC5715] di scusses several techniques for preventing mcro-I|oops.
This section discusses how MRT-FRR rel ates to two of the micro-Ioop
prevention techni ques discussed in [RFC5715]: Nearside and Farsi de
Tunnel i ng.

In Nearside Tunneling, a router (PLR) adjacent to a failure perforns
| ocal repair and inforns renote routers of the failure. The renote
routers initially tunnel affected traffic to the nearest PLR, using
tunnel s that are unaffected by the failure. Once the forwarding
state for normal shortest path routing has converged, the renote
routers return the traffic to shortest path forwarding. MRT-FRR is
rel evant for Nearside Tunneling for the follow ng reason. The
process of tunneling traffic to the PLRs and waiting a sufficient
anount of tine for IGP forwarding state convergence w th Nearside
Tunneling nmeans that traffic will generally rely on the local repair
at the PLR for longer than it would in the absence of Nearside
Tunneling. Since MRT-FRR provides 100% coverage for single link and
node failure, it may be an attractive option to provide the |oca
repai r paths when Nearside Tunneling is depl oyed.

MRT-FRR is al so rel evant for the Farside Tunneling mcro-|oop
prevention technique. In Farside Tunneling, renpote routers tunne
traffic affected by a failure to a node downstream of the failure
with respect to traffic destination. This node can be viewed as
being on the farside of the failure with respect to the node
initiating the tunnel. Note that the discussion of Farside Tunneling
in [ RFC5715] focuses on the case where the farside node is

i medi ately adjacent to a failed |link or node. However, the farside
node may be any node downstream of the failure with respect to
traffic destination, including the destination itself. The tunneling
mechani sm used to reach the farsi de node nust be unaffected by the
failure. The alternative forwardi ng paths created by MRT-FRR have
the potential to be used to forward traffic fromthe renote routers
upstream of the failure all the way to the destination. In the event
of failure, either the MRT-Red or MRT-Blue path fromthe renote
upstreamrouter to the destination is guaranteed to avoid a link
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failure or inferred node failure. The MRT forwarding paths are al so
guaranteed to not be subject to mcro-loops because they are | ocked
to the topol ogy before the failure.

We note that the conputations in [RFC7811] address the case of a PLR
adj acent to a failure determ ning which choice of MRT-Red or MRT-Bl ue
will avoid a failed link or node. Mre conputation nmay be required
for an arbitrary renote upstreamrouter to determi ne whether to
choose MRT-Red or MRT-Blue for a given destination and failure.

2. MRT Recal cul ation for the Default MRT Profile

This section describes how the MRT recal cul ati on SHOULD be perforned
for the Default MRT Profile. This is intended to support FRR
applications. Oher approaches are possible, but they are not
specified in this docunent.

When a failure event happens, traffic is put by the PLRs onto the MRT

topol ogies. After that, each router reconputes its SPT and noves

traffic over to that. Only after all the PLRs have switched to using

their SPTs and traffic has drained fromthe MRT topol ogi es shoul d

each router install the recomputed MRTs into the FIBs.

At each router, therefore, the sequence is as follows:

1. Receive failure notification

2. Reconpute SPT.

3. Install the new SPT in the FIB

4. |If the network was stable before the failure occurred, wait a
configured (or advertised) period for all routers to be using
their SPTs and traffic to drain fromthe MRTs.

5. Reconpute MRTs.

6. Install new MRTs in the FIB

While the reconputed MRTs are not installed in the FIB, protection

coverage is lowered. Therefore, it is inportant to recal culate the

MRTs and install them quickly.

New protocol extensions for advertising the time needed to reconpute

shortest path routes and install themin the FIB will be defined
el sewhere
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Oper ati onal Consi derations

The foll owi ng aspects of MRT-FRR are useful to consider when
depl oyi ng the technology in different operational environnments and
net wor k t opol ogi es.

1. Verifying Forwardi ng on MRT Paths

The forwarding paths created by MRT-FRR are not used by normal (non-
FRR) traffic. They are only used to carry FRR traffic for a short
period of tine after a failure has been detected. It is RECOMVENDED
that an operator proactively nonitor the MRT forwardi ng paths in
order to be certain that the paths will be able to carry FRR traffic
when needed. Therefore, an inplenmentation SHOULD provi de an operator
with the ability to test MRT paths with Operations, Adm nistration
and Mai ntenance (OAM traffic. For exanple, when MRT paths are
realized using LDP | abels distributed for topol ogy-scoped FECs, an

i mpl enentati on can use the MPLS ping and traceroute as defined in

[ RFC4379] and extended in [ RFC7307] for topol ogy-scoped FECs.

2. Traffic Capacity on Backup Pat hs

During a fast-reroute event initiated by a PLRin response to a
network failure, the flow of traffic in the network will generally
not be identical to the flow of traffic after the 1 G forwarding
state has converged, taking the failure into account. Therefore,
even if a network has been engi neered to have enough capacity on the
appropriate links to carry all traffic after the 1 GP has converged
after the failure, the network may still not have enough capacity on
the appropriate links to carry the flow of traffic during a fast-
reroute event. This can result in nore traffic loss during the fast-
reroute event than might otherw se be expected.

Note that there are two sonewhat distinct aspects to this phenonenon
The first is that the path fromthe PLR to the destination during the
fast-reroute event nay be different fromthe path after the IGP
converges. In this case, any traffic for the destination that
reaches the PLR during the fast-reroute event will follow a different
path fromthe PLRto the destination than will be followed after |IGP
conver gence

The second aspect is that the amount of traffic arriving at the PLR
for affected destinations during the fast-reroute event nay be | arger
than the anmount of traffic arriving at the PLR for affected
destinations after |1 GP convergence. |Immediately after a failure, any
non- PLR routers that were sending traffic to the PLR before the
failure will continue sending traffic to the PLR, and that traffic
will be carried over backup paths fromthe PLR to the destinations
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After | GP convergence, upstream non-PLR routers nay direct sone
traffic away fromthe PLR

In order to reduce or elimnate the potential for transient traffic
| oss due to inadequate capacity during fast-reroute events, an
operator can nodel the amount of traffic taking different paths
during a fast-reroute event. |If it is deternined that there is not
enough capacity to support a given fast-reroute event, the operator
can address the issue either by augnenting capacity on certain links
or nodi fying the backup paths thensel ves.

The MRT Lowpoi nt al gorithm produces a pair of diverse paths to each
destination. These paths are generated by followi ng the directed
links on a common GADAG.  The decision process for constructing the
GADAG in the MRT Lowpoint algorithmtakes into account individual |GP
link metrics. At any given node, links are explored in order from
lowest IGP netric to highest 1GP netric. Additionally, the process
for constructing the MRT-Red and Bl ue trees uses SPF traversals of
the GADAG. Therefore, the IG link nmetric values affect the conputed
backup paths. However, adjusting the IGP link netrics is not a
general ly applicable tool for nodifying the MRT backup paths.

Achi eving a desired set of MRT backup paths by adjusting I GP netrics
while at the sanme tinme maintaining the desired flow of traffic al ong
the shortest paths is not possible in general

MRT- FRR al | ows an operator to exclude a link fromthe MRT Island, and
thus the GADAG by advertising it as MRT-lneligible. Such a link
will not be used on the MRT forwarding path for any destination
Advertising links as MRT-l1neligible is the main tool provided by MRT-
FRR for keeping backup traffic off of |ower bandw dth |inks during
fast-reroute events.

Note that all of the backup paths produced by the MRT Lowpoi nt
algorithmare closely tied to the common GADAG conputed as part of
that algorithm Therefore, it is generally not possible to nodify a
subset of paths without affecting other paths. This precludes nore
fine-grained nodification of individual backup paths when using only
pat hs conmputed by the MRT Lowpoint al gorithm

However, it may be desirable to allow an operator to use MRT-FRR
alternates together with alternates provided by other FRR

technol ogies. A policy-based alternate sel ection process can all ow
an operator to select the best alternate fromthose provided by MRT
and other FRR technologies. As a concrete exanple, it nmay be
desirable to inplenment a policy where a downstream LFA (if it exists
for a given failure node and destination) is preferred over a given
MRT alternate. This conbination gives the operator the ability to
af fect where traffic flows during a fast-reroute event, while stil
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13.

13.

produci ng backup paths that use no additional |abels for LDP traffic
and will not |loop under nultiple failures. This and other choices of
alternate selection policy can be evaluated in the context of their
effect on fast-reroute traffic flow and avail able capacity, as wel

as ot her depl oynment considerations.

Note that future docunents may define MRT profiles in addition to the
default profile defined here. Different MRT profiles will generally

produce alternate paths with different properties. An inplenmentation
may allow an operator to use different MRT profiles instead of or in

addition to the default profile.

3. MRT | P Tunnel Loopback Address Managenent

As described in Section 6.1.2, if an inplenentation uses |IP tunneling
as the nmechanismto realize MRT forwardi ng paths, each node nust
adverti se an MRT-Red and an MRT-Bl ue | oopback address. These IP
addresses nust be unique within the routing donmain to the extent that
they do not overlap with each other or with any other routing table
entries. It is expected that operators will use existing tools and
processes for managing infrastructure | P addresses to nmanage these
additional MRT-rel ated | oopback addresses.

4., MRT-FRR in a Network with Degraded Connectivity

Ideally, routers in a service provider network using MRT-FRR wi Il be
initially deployed in a 2-connected topol ogy, allow ng MRT-FRR to
find conpletely diverse paths to all destinations. However, a
network can differ froman ideal 2-connected topology for many
possi bl e reasons, including network failures and pl anned nai nt enance
events.

MRT-FRR is designed to continue to function properly when network
connectivity is degraded. When a network contains cut-vertices or
cut-links dividing the network into different 2-connected bl ocks,
MRT-FRR wi || continue to provide conpletely diverse paths for
destinations within the sane block as the PLR. For a destination in
a different block fromthe PLR, the redundant paths created by MRT-
FRR will be link and node diverse within each bl ock, and the paths
will only share Iinks and nodes that are cut-links or cut-vertices in
t he t opol ogy.

If a network becones partitioned with one set of routers having no
connectivity to another set of routers, MRT-FRR will function

i ndependently in each set of connected routers, providing redundant
paths to destinations in sanme set of connected routers as a given
PLR.
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13.5. Partial Deploynment of MRT-FRR in a Network

A network operator nay choose to deploy MRT-FRR only on a subset of
routers in an |GP area. MRT-FRR is designed to accommpdate this
partial deploynment scenario. Only routers that advertise support for
a given MRT profile will be included in a given MRT Island. For a
PLR within the MRT Island, MRT-FRR will create redundant forwarding
paths to all destinations with the MRT Island using maximally
redundant trees all the way to those destinations. For destinations
outside of the MRT Island, MRT-FRR creates paths to the destination
that use forwarding state created by MRT-FRR within the MRT Island
and shortest path forwarding state outside of the MRT Island. The
pat hs created by MRT-FRR to non-1|sland destinations are guaranteed to
be diverse within the MRT Island (if topologically possible).

However, the part of the paths outside of the MRT Island nmay not be
di ver se.

14. | ANA Consi derations

| ANA has created the "MRT Profile ldentifier Registry". The range is
0 to 255. The Default MRT Profile defined in this docunent has val ue
0. Values 1-200 are allocated by Standards Action. Values 201-220
are for Experinental Use. Values 221-254 are for Private Use. Value
255 is reserved for future registry extension. (The allocation and
use policies are described in [ RFC5226].)

The initial registry is shown bel ow

Val ue Descri ption Ref er ence
0 Default MRT Profile RFC 7812
1-200 Unassi gned

201-220 Experinental Use

221-254 Private Use

255 Reserved (for future registry extension)

The "MRT Profile ldentifier Registry" is a newregistry in the | ANA
Matrix. Foll owi ng existing conventions, http://ww.iana.org/
protocol s displays a new header: "Muximally Redundant Tree (MRT)
Paraneters”. Under that header, there is an entry for "MRT Profile
Identifier Registry", which links to the registry itself at
http://ww. i ana. org/ assi gnnents/ nrt-paraneters.
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15.

16.

16.

Security Considerations

In general, MRT forwarding paths do not follow shortest paths. The
transit forwarding state corresponding to the MRT paths is created
during normal operations (before a failure occurs). Therefore, a
mal i ci ous packet with an appropriate header injected into the network
froma conprom sed |ocation would be forwarded to a destination al ong
a non-shortest path. Wen this technology is deployed, a network
security design should not rely on assunptions about potentially
malicious traffic only followi ng shortest paths.

It should be noted that the creation of non-shortest forwarding paths
is not unique to MRT

MRT- FRR requires that routers advertise information used in the
formati on of MRT backup paths. VWhile this document does not specify
the protocol extensions used to advertise this information, we

di scuss security considerations related to the information itself.
Injecting false MRT-related information could be used to direct sonme
MRT backup paths over conprom sed transm ssion |inks. Conbined with
the ability to generate network failures, this could be used to send
traffic over conpronised transm ssion links during a fast-reroute
event. In order to prevent this potential exploit, a receiving
router needs to be able to authenticate MRT-rel ated information that
clains to have been advertised by another router
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Appendix A Inter-level Forwarding Behavior for IS-1S

In the description below, we use the terns "Level-1-only interface"
"Level -2-only interface", and "Level -1-and-Level -2 interface" to nmean
an interface that has forned only a Level -1 adjacency, only a Level-2
adj acency, or both Level-1 and Level -2 adjacencies. Note that IS-1S
al so defines the concept of areas. A router is configured with an
|S-1S area identifier, and a given router may be configured with
multiple IS-1S area identifiers. For an IS 1S Level -1 adjacency to
formbetween two routers, at |least one |IS-1S area identifier nust
match. 1S-1S Level-2 adjacencies do not require any area identifiers
to match. The behavi or described bel ow does not explicitly refer to
|S-1S area identifiers. However, 1S 1S area identifiers wll
indirectly affect the behavior by affecting the formation of Level-1
adj acenci es.

First, consider a packet destined to Z on MRT-Red or MRT-BIl ue
received on a Level-1-only interface. |If the best shortest path
route to Z was |learned froma Level -1 advertisenent, then the packet
shoul d continue to be forwarded al ong MRT-Red or MRT-Blue. |If,

i nstead, the best route was | earned froma Level -2 advertisenent,
then the packet should be renoved from MRT-Red or MRT-Blue and
forwarded on the shortest-path default forwardi ng topol ogy.

Now consi der a packet destined to Z on MRT-Red or MRT-Bl ue received

on a Level-2-only interface. |If the best route to Z was | earned from
a Level -2 advertisenent, then the packet should continue to be
forwarded al ong MRT-Red or MRT-Blue. |If, instead, the best route was

| earned froma Level -1 advertisenent, then the packet should be
renoved from MRT-Red or MRT-Blue and forwarded on the shortest-path
default forwardi ng topol ogy.

Finally, consider a packet destined to Z on MRT-Red or MRT-Bl ue
received on a Level-1-and-Level -2 interface. This packet should
continue to be forwarded al ong MRT-Red or MRT-Bl ue, regardless of
which level the route was | earned from

An inplenentation may sinplify the deci sion-nmaki ng process above by
using the interface of the next hop for the route to Z to determi ne

the I evel fromwhich the best route to Z was learned. |[|f the next
hop points out a Level-1-only interface, then the route was | earned
froma Level -1 advertisenent. |f the next hop points out a Level -

2-only interface, then the route was learned froma Level -2
advertisenent. A next hop that points out a Level-1-and-Level-2

i nterface does not provide enough information to deternine the source
of the best route. Wth this sinplification, an inplenentation would
need to continue forwardi ng al ong MRT-Red or MRT-Bl ue when the next-
hop points out a Level-1-and-Level-2 interface. Therefore, a packet
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on MRT-Red or MRT-Blue going fromlLevel-1 to Level -2 (or vice versa)
that traverses a Level-1-and-Level-2 interface in the process wll
remain on MRT-Red or MRT-Blue. This sinplification may not al ways
produce the optimal forwardi ng behavior, but it does not introduce
interoperability problens. The packet will stay on an MRT backup
path | onger than necessary, but it will still reach its destination

Appendi x B. Ceneral Issues with Area Abstraction
When a multi honed prefix is connected in two different areas, it may

be inpractical to protect them w thout adding the conplexity of
explicit tunneling. This is also a problemfor LFA and Renote-LFA

50
|----[ASBR Y]---[B]---[ABR 2]---[(C] Backbone Area O:
I | ABR 1, ABR2, C, D
| |
| | Area 20: A, ASBR X
| |
p---[ASBR X]---[Al---[ABR 1]---[D Area 10: B, ASBR Y
5 pis a Type 1 AS-externa

Figure 4: AS External Prefixes in Different Areas

Consi der the network in Figure 4 and assune there is a richer
connective topology that isn't shown, where the same prefix is
announced by ASBR X and ASBR Y, which are in different non-backbone
areas. |If the link fromA to ASBR X fails, then an MRT alternate
could forward the packet to ABR 1 and ABR 1 could forward it to D,
but then D would find the shortest route is back via ABR1 to Area
20. This problem occurs because the routers, including the ABR in
one area are not yet aware of the failure in a different area.

The only way to get it fromAto ASBRY is to explicitly tunnel it to
ASBR Y. If the traffic is unlabeled or the appropriate MPLS | abel s
are known, then explicit tunneling MAY be used as long as the
shortest path of the tunnel avoids the failure point. |In that case,
A nmust determine that it should use an explicit tunnel instead of an
MRT al ternate.
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