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Abstract

Thi s docunent describes a BG/ MPLS | P VPN based subnet extension
solution referred to as "Virtual Subnet", which can be used for
buil di ng Layer 3 network virtualization overlays w thin and/or
bet ween data centers.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunment is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/infol/rfc7814.
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1

Xu,

I ntroduction

For busi ness continuity purposes, Virtual Machine (VM migration
across data centers is conmonly used in situations such as data-
center maintenance, nigration, consolidation, expansion, or disaster
avoi dance. The | ETF conmmunity has recogni zed that |IP renunbering of
servers (i.e., VMs) after the migration is usually conplex and
costly. To allowthe migration of a VMfromone data center to

anot her w thout | P renunbering, the subnet on which the VM resides
needs to be extended across these data centers.

To achi eve subnet extension across nultiple cloud data centers in a
scal abl e way, the follow ng requirenents and chal | enges nust be
consi der ed:

a. VPN Instance Space Scalability: In a nodern cl oud data-center
envi ronnment, thousands or even tens of thousands of tenants coul d
be hosted over a shared network infrastructure. For security and
performance isol ati on purposes, these tenants need to be isol ated
from one anot her.

b. Forwarding Table Scalability: Wth the devel opnment of server
virtualization technologies, it’s not uncomon for a single cloud
data center to contain mllions of VMs. This nunber already
inplies a big challenge to the forwarding table scalability of
data-center switches. Provided nultiple data centers of such
scale were interconnected at Layer 2, this challenge would becone
even wor se

c. ARP/ND Cache Table Scalability: [RFC6820] notes that the Address
Resol ution Protocol (ARP) / Neighbor Discovery (ND) cache tables
mai nt ai ned by default gateways within cloud data centers can
rai se scalability issues. Therefore, mastering the size of the
ARP/ ND cache tables is critical as the nunber of data centers to
be connected i ncreases.

d. ARP/ND and Unknown Unicast Flooding: It’s well-known that the
fl oodi ng of ARP/ND broadcast/nulticast nmessages as well as
unknown uni cast traffic within large Layer 2 networks is likely
to affect network and host performance. Wen nultiple data
centers that each host mllions of VMs are interconnected at
Layer 2, the inpact of such flooding woul d becone even worse. As
such, it becones increasingly inportant to avoid the floodi ng of
ARP/ ND broadcast/nulticast as well as unknown unicast traffic
across data centers.
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Xu,

e. Path Optinization: A subnet usually indicates a |location in the
network. However, when a subnet has been extended across
mul ti pl e geographically di spersed data-center |ocations, the
| ocation semantics of such a subnet is not retained any |onger.
As a result, traffic exchanged between a specific user and a
server that would be located in different data centers nmay first
be forwarded through a third data center. This subopti nal
routi ng woul d obviously result in unnecessary consunption of the
bandwi dt h resources between data centers. Furthernore, in the
case where traditional Virtual Private LAN Service (VPLS)
technol ogy [ RFC4761] [RFC4A762] is used for data-center
i nterconnect, return traffic froma server may be forwarded to a
default gateway located in a different data center due to the
configuration of a virtual router redundancy group. This
subopti mal routing would al so unnecessarily consune the bandw dth
resources between data centers.

Thi s docunent describes a BG?/ MPLS | P VPN based subnet extension
solution referred to as "Virtual Subnet", which can be used for data-
center interconnection while addressing all of the aforenentioned
requi renents and chal l enges. Here, the BGP/ MPLS | P VPN neans both
BGP/ MPLS | Pv4 VPN [ RFC4364] and BGP/ MPLS | Pv6 VPN [ RFC4659]. In
addition, since Virtual Subnet is built mainly on proven technol ogi es
such as BGP/ MPLS | P VPN and ARP/ ND proxy [RFC925] [ RFC1027]

[ RFC4389], those service providers that provide Infrastructure as a
Service (laaS) cloud services can rely upon their existing BGP/ MPLS

I P VPN infrastructure and take advantage of their BGP/ MPLS VPN
operational experience to interconnect data centers.

Al t hough Virtual Subnet is described in this docunent as an approach
for data-center interconnection, it can be used within data centers
as wel | .

Note that the approach described in this docunent is not intended to
achi eve an exact emnul ation of Layer 2 connectivity, and therefore it
can only support a restricted Layer 2 connectivity service nodel with
limtations that are discussed in Section 4. The discussion about
where this service nodel can apply is outside the scope of this
docunent .

Ter m nol ogy

This meno nakes use of the terns defined in [ RFC4364].
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3. Solution Description
3.1. Unicast
3.1.1. Intra-subnet Unicast
oo +
- + | | - +
| VPN_A: 192. 0. 2. 1/ 24| | | | VPN_A: 192. 0. 2.1/ 24
| Vo | | (I |
| Hom - - + \ -4+ +- - - - ++/ Hom - - + |
| | Host At+----- + PE-1 | | PE-2 +----+Host B |
| S e +\ +4- +- +- + +- +- +- ++ J+------ + |
| 192.0.2.2/24 | | | | | | 192.0.2.3/24
| ||| ||| |
| DC West | | | [P/ MPLS Backbone | | | DC East |
T + | | | | +-----------ae - +
R + |
| |
VRF_A : \% VRF A: V
R B R Foemo oo + R B R Foemo oo +
| Prefix | Next hop | Protocol | | Prefix | Next hop | Protocol
S Fomm e e o Fom e e e - + S Fomm e e o Fom e e e - +
| 192.0.2.1/32|127.0.0.1] Direct | [ 192.0.2.1/32|127.0.0.1] Direct
Foem e B R S R + Foem e B R S R +
| 192.0.2.2/32]192.0.2.2| Direct | | 192. 0. 2. 2/ 32| PE-1 | |IBGP
R Foeme oo - Foemma oo + R Foeme oo - Foemma oo +
| 192. 0. 2. 3/ 32| PE-2 | |IBG | | 192.0.2.3/32]192.0.2.3| Direct
S Fomm e e o Fom e e e - + S Fomm e e o Fom e e e - +
| 192.0.2.0/24|192.0.2.1] Direct | | 192.0.2.0/24|192.0.2.1|] Direct
Foem e B R S R + Foem e B R S R +
Figure 1: Intra-subnet Unicast Exanple

As shown in Figure 1, two hosts (i.e., Hosts A and B) belonging to
the sane subnet (i.e., 192.0.2.0/24) are located in different data
centers (i.e., DC West and DC East), respectively. PE routers (i.e.
PE-1 and PE-2) that are used for interconnecting these two data
centers create host routes for their own | ocal hosts respectively and
then advertise these routes by nmeans of the BGP/ MPLS | P VPN
signaling. Meanwhile, an ARP proxy is enabled on Virtual Routing and
Forwardi ng (VRF) attachnent circuits of these PE routers.

Let’s now assune that Host A sends an ARP request for Host B before
conmuni cating with Host B. Upon receiving the ARP request, PE-1
acting as an ARP proxy returns its own MAC address as a response.
Host A then sends I P packets for Host Bto PE-1. PE-1 tunnels such
packets towards PE-2, which in turn forwards themto Host B. Thus,
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Hosts A and B can comunicate with each other as if they were | ocated
within the sane subnet.

3.1.2. Inter-subnet Unicast
o e e oo +
o e e e ee e ae e aaaaa + | | o e e e ee e ae e aaaaa +
| VPN_A: 192. 0. 2. 1/ 24| | | | VPN_A: 192. 0. 2.1/ 24
\ /
I [ + \ +|+---|+-+ +-|+---|++/ [ + I
| | Host A+------- + PE-1 | | PE-2 +-+----+Host B |
| Hom - - +\ +4- +- +- + +- - - | [ +------ + |
| 192. 0. 2. 2/ 24 | | | | | | | 192.0.2.3/24
| GW192.0.2. 4 | | | | | | | GW192.0.2.4
| | | | [ Hoo oo + |
| |1 | 1] e OGN e
| || | || | [+-m-m-- + |
| [ | | [ | | 192. 0. 2. 4/ 24
| | | | | | | |
| DC West | | | [P/ MPLS Backbone | | | DC East |
tmmmmmm e eeeaaaas + | | | | +------mmmmm e - +
| B +|
|
VRF_A V VRF_A V
o e e oo B S B + o e e oo B S B +
| Prefix | Next hop | Protocol | | Prefix | Next hop | Protocol
S B SR R S + S B SR R S +
| 192.0.2.1/32]127.0.0.1| Direct | | 192.0.2.1/32]127.0.0.1| Direct
o e Fom e o Fomm o + o e Fom e o Fomm o +
| 192.0.2.2/32|192.0.2.2| Direct | | 192.0.2.2/32| PE-1 | 1BGP
o e e oo B S B + o e e oo B S B +
| 192. 0. 2. 3/ 32| PE-2 | |IBGP | | 192.0.2.3/32]192.0.2.3| Direct
S B SR R S + S B SR R S +
| 192. 0. 2. 4/ 32| PE-2 | |IBG | | 192. 0. 2.4/32]192.0.2.4| Direct
o e Fom e o Fomm o + o e Fom e o Fomm o +
| 192.0.2.0/24|192.0.2.1] Direct | | 192.0.2.0/24|192.0.2.1| Direct
o e e oo B S B + o e e oo B S B +
| 0.0.0.0/0 | PE-2 | |IBGP | | 0.0.0.0/0 [192.0.2.4| Static |
S B SR R S + S B SR R S +

Figure 2: Inter-subnet Unicast Exanple (1)

As shown in Figure 2, only one data center (i.e., DC East) is

depl oyed with a default gateway (i.e., GN. PE-2, which is connected
to GW would either be configured with or have | earned a default
route fromGNwi th the next hop being pointed at GN Meanwhile, this
route is distributed to other PE routers (i.e., PE-1) as per nornal
operation as described in [RFC4364]. Assune Host A sends an ARP
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request for its default gateway (i.e., 192.0.2.4) prior to

communi cating with a destination host outside of its subnet. Upon
receiving this ARP request, PE-1 acting as an ARP proxy returns its
own MAC address as a response. Host A then sends a packet for Host B
to PE-1. PE-1 tunnels such a packet towards PE-2 according to the
default route learned fromPE-2, which in turn forwards that packet
to GW

| |
| |
| |
--+ GW1 +----+ | | +----+ GWNM2 +--
| |
| |
| |
| |

Fommmmmmeeeeeeaaaaaaa +
tmmmmmm e eeeaaaas + | | tmmmmmm e eeeaaaas +
| VPN_A: 192. 0. 2. 1/ 24| | | | VPN_A: 192. 0. 2. 1/ 24|
\ /
I Hom - - + \ +|+---|+-+ +-|+---|++/ Hom - - + I
| | Host A+----+--+ PE-1 | | PE-2 +-+----+Host B |
| S +\ | +4- +- +- + +- - - | [ +------ + |
| 192.0.2.2/24 | | | | | 192.0.2.3/24 |
| GW192.0. 2.4 | | | | | GAE192.0.2.4 |
|- o || | | e o
| || | |
| - +\ | | | [4------ +
| | | | |
| | | | |
| | | | |
|1 |

+-
|
|
|
|
|
|
|
|
|

DC West | P/ MPLS Backbone DC East
Fom e e e e e o + Fom e e e e e o +
R + |
I

VRF_A Y VRF_ A : V
oo Fomme o oo - + oo Fomme o oo - +
| Prefix | Next hop | Protocol | | Prefix | Next hop | Protocol |
S Fomm e e o Fom e e e - + S Fomm e e o Fom e e e - +
| 192.0.2.1/32|127.0.0.1| Direct | | 192.0.2.1/32|127.0.0.1| Direct |
oo Fomm e T + oo Fomm e T +
| 192.0.2.2/32|192.0.2.2| Direct | | 192.0.2.2/32|] PE-1 | IBGP |
oo oo oo + oo oo oo +
| 192. 0. 2. 3/ 32| PE-2 | IBGP | [ 192.0.2.3/32/192.0.2.3| Direct |
S Fomm e e o Fom e e e - + S Fomm e e o Fom e e e - +
| 192.0.2.4/32|192.0.2. 4| Direct | | 192.0.2.4/32|192.0.2. 4| Direct |
oo Fomm e T + oo Fomm e T +
| 192.0.2.0/24|192.0.2.1] Direct | | 192.0.2.0/24|192.0.2.1] Direct |
oo oo oo + oo oo oo +
| 0.0.0.0/0 ]192.0.2.4| Static | | 0.0.0.0/0 ]192.0.2.4| Static |
S Fomm e e o Fom e e e - + S Fomm e e o Fom e e e - +

Figure 3: Inter-subnet Unicast Exanple (2)

As shown in Figure 3, in the case where each data center is depl oyed
with a default gateway, hosts will get ARP responses directly from
their local default gateways, rather than fromtheir local PE routers
when sending ARP requests for their default gateways.
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+oo oo +
Fommmm - + PE-3 +------ +
tmmmmmm e eeeaaaas + | R e + | tmmmmmm e eeeaaaas +
| VPN_A: 192. 0. 2. 1/ 24| | | | VPN_A: 192. 0. 2.1/ 24
\ /

I Hom - - + \ +|+---|+-+ +-|+---|++/ Hom - - + I

| | Host At------- + PE-1 | | PE-2 +------ +Host B |

| S +\ +4- +- +- + +- - +- ++ [ +------ +

| 192.0.2.2/24 | | | | | | 192.0. 2.3/ 24

| GW192.0.2.1 | | | | | | GW192.0. 2.1

| |1 |1 |

| DC West | | | P/ MPLS Backbone | | | DC East |

o e e e ee e ae e aaaaa + | | | | +-------mmmm e - +

I R + |
| |

VRF_A \Y VRF_A \Y
o e Fom e o Fomm o + o e Fom e o Fomm o +
| Prefix | Next hop | Protocol | | Prefix | Next hop | Protocol
o e e oo B S B + o e e oo B S B +
| 192.0.2.1/32]127.0.0.1| Direct | | 192.0.2.1/32]127.0.0.1| Direct
S B SR R S + S B SR R S +
| 192.0.2.2/32]192.0.2.2| Direct | | 192.0.2.2/32] PE-1 | 1BGP
o e Fom e o Fomm o + o e Fom e o Fomm o +
| 192. 0. 2. 3/ 32| PE-2 | |IBGP | [ 192.0.2.3/32|192.0.2.3| Direct
o e e oo B S B + o e e oo B S B +
| 192.0.2.0/24]192.0.2.1| Direct | | 192.0.2.0/24]192.0.2.1| Direct
S B SR R S + S B SR R S +
| 0.0.0.0/0 | PE-3 | IBG | | 0.0.0.0/0 | PE-3 | IBG |
o e Fom e o Fomm o + o e Fom e o Fomm o +

Figure 4: Inter-subnet Unicast Exanple (3)

Alternatively, as shown in Figure 4, PE routers thenselves could be
configured as default gateways for their locally connected hosts as
Il ong as these PE routers have routes to reach outside networks.

3.2. Milticast

To support I P nulticast between hosts of the same Virtual Subnet,

Mul ticast VPN (MVPN) technol ogi es [ RFC6513] coul d be used wi thout any
change. For exanple, PE routers attached to a given VPN join a
default provider nulticast distribution tree that is dedicated to
that VPN. Ingress PE routers, upon receiving nmulticast packets from
their local hosts, forward themtowards renote PE routers through the
correspondi ng default provider multicast distribution tree. Wthin
this context, the IP multicast doesn't include link-local nulticast.
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3. 3.

3. 4.

3. 5.

Xu,

Host Di scovery

PE routers should be able to dynamically discover their |ocal hosts
and keep the list of these hosts up-to-date in a tinely nanner to
ensure the availability and accuracy of the correspondi ng host routes
originated fromthem PE routers could acconplish |ocal host

di scovery by sonme traditional host-discovery mechani snms using ARP or
ND protocol s.

ARP/ ND Pr oxy

Acting as an ARP or ND proxy, a PE router should only respond to an
ARP request or Neighbor Solicitation (NS) nessage for a target host
when it has a best route for that target host in the associated VRF
and the outgoing interface of that best route is different fromthe
one over which the ARP request or NS nessage is received. 1In the
scenario where a given VPN site (i.e., a data center) is multihoned
to nore than one PE router via an Ethernet switch or an Ethernet
network, the Virtual Router Redundancy Protocol (VRRP) [RFC5798] is
usual Iy enabl ed on these PE routers. |In this case, only the PE
router being elected as the VRRP Master is allowed to performthe
ARP/ ND proxy function.

Host Mobility

During the VM nigration process, the PE router to which the noving VM
is now attached would create a host route for that host upon
receiving a notification nessage of VM attachnment (e.g., a gratuitous
ARP or unsolicited NA nmessage). The PE router to which the nmoving VM
was previously attached woul d withdraw the correspondi ng host route
when noticing the detachnent of that VM Meanwhile, the latter PE
router could optionally broadcast a gratuitous ARP or send an
unsolicited NA nessage on behal f of that host with the source MAC
address being one of its owmn. In this way, the ARP/ND entry of this
host that noved and that has been cached on any |ocal host would be
updated accordingly. In the case where there is no explicit VM
detachnent notification nmechanism the PE router could also use the
following trick to detect the VM detachnent: upon learning a route
update for a local host froma renote PE router for the first tine,
the PE router could i medi ately check whether that |ocal host is
still attached to it by sonme neans (e.dg., ARP/ND PI NG and/or |CW
PING. It is inportant to ensure that the sanme MAC and I P are
associated to the default gateway active in each data center, as the
VM woul d nost likely continue to send packets to the sane default

gat eway address after having migrated fromone data center to
another. One possible way to achieve this goal is to configure the
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same VRRP group on each location to ensure that the default gateway
active in each data center shares the sane virtual MAC and virtual |IP
addr esses.

3.6. Forwarding Table Scal ability on Data-Center Sw tches

In a Virtual Subnet environnment, the MAC | earni ng donai n associ at ed
with a given Virtual Subnet that has been extended across multiple
data centers is partitioned into segnments, and each segnent is
confined within a single data center. Therefore, data-center
switches only need to | earn | ocal MAC addresses, rather than | earning
both | ocal and renote MAC addresses

3.7. ARP/ND Cache Table Scalability on Default Gateways

When default gateway functions are inplenented on PE routers as shown
in Figure 4, the ARP/ND cache table on each PE router only needs to
contain ARP/ND entries of local hosts. As a result, the ARP/ND cache
tabl e size would not grow as the nunber of data centers to be
connect ed increases.

3.8. ARP/ND and Unknown Uni cast Fl ood Avoi dance

In a Virtual Subnet environment, the flooding donmain associated with
a given Virtual Subnet that was extended across nultiple data
centers, is partitioned into segnents and each segnent is confined
within a single data center. Therefore, the performance i npact on
net wor ks and servers inposed by the flooding of ARP/ND broadcast/
mul ti cast and unknown unicast traffic is mnimzed.

3.9. Path Optimzation

As shown in Figure 4, to optinmize the forwarding path for the traffic
bet ween cl oud users and cloud data centers, PE routers located in
cloud data centers (i.e., PE-1 and PE-2), which are also acting as
default gateways, propagate host routes for their own local hosts to
renote PE routers that are attached to cloud user sites (i.e., PE-3).
As such, traffic fromcloud user sites to a given server on the
Virtual Subnet that has been extended across data centers would be
forwarded directly to the data-center |ocation where that server
resides, since traffic is now forwarded according to the host route
for that server, rather than the subnet route. Furthernore, for
traffic coming fromcloud data centers and forwarded to cl oud user
sites, each PE router acting as a default gateway would forward
traffic according to the longest-match route in the correspondi ng
VRF. As aresult, traffic fromdata centers to cloud user sites is
forwarded al ong an optinmal path as well.

Xu, et al. I nf or mat i onal [ Page 10]



RFC 7814 Vi rtual Subnet March 2016

4.

Lim tations

4.1. Non-support of Non-IP Traffic

4. 2.

4. 3.

Xu,

Al t hough nost traffic within and across data centers is IP traffic,
there may still be a few |l egacy clustering applications that rely on
non-| P comuni cations (e.g., heartbeat nessages between cl uster
nodes). Since Virtual Subnet is strictly based on L3 forwarding,

t hose non-1P comuni cations cannot be supported in the Virtual Subnet

solution. In order to support those few non-IP traffic (if present)
in the environnment where the Virtual Subnet sol ution has been

depl oyed, the approach following the idea of "route all IP traffic,

bridge non-1P traffic" could be considered. |In other words, all IP

traffic including both intra- and inter-subnet, would be processed
according to the Virtual Subnet design, while non-IP traffic would be
forwarded according to a particular Layer 2 VPN approach. Such a

uni fied L2/L3 VPN approach requires ingress PE routers to classify
packets received fromhosts before distributing themto the
corresponding L2 or L3 VPN forwardi ng processes. Note that nore and
nmore cluster vendors are offering clustering applications based on
Layer 3 interconnection

Non- support of |P Broadcast and Link-Local Milticast

As illustrated before, intra-subnet traffic across PE routers is
forwarded at Layer 3 in the Virtual Subnet solution. Therefore, IP
broadcast and link-local nulticast traffic cannot be forwarded across
PE routers in the Virtual Subnet solution. In order to support the

| P broadcast and link-local nulticast traffic in the environnent
where the Virtual Subnet solution has been deployed, the unified L2/
L3 overlay approach as described in Section 4.1 could be consi dered
as well. That is, IP broadcast and link-local mnulticast nessages
woul d be forwarded at Layer 2 while routable IP traffic would be
processed according to the Virtual Subnet design

TTL and Traceroute

As mentioned before, intra-subnet traffic is forwarded at Layer 3 in
the Virtual Subnet context. Since it doesn't require any change to
the Tine-To-Live (TTL) handling nechani sm of the BGP/ MPLS | P VPN
when doing a traceroute operation on one host for another host
(assuning that these two hosts are within the sane subnet but are
attached to different sites), the traceroute output would reflect the
fact that these two hosts within the same subnet are actually
connected via a Virtual Subnet, rather than a Layer 2 connection
since the PE routers to which those two hosts are connected woul d be
di splayed in the traceroute output. |In addition, for any other
applications that generate intra-subnet traffic with TTL set to 1,
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6.

6.

1

Xu,

these applications nay not work properly in the Virtual Subnet
context, unless special TTL processing and | oop-prevention nechani sns
for such context have been inplenented. Details about such special
TTL processing and | oop-prevention nmechani sns are outside the scope
of this docunent.

Security Considerations

Since the BGP/ MPLS I P VPN signaling is reused without any change,
those security considerations as described in [RFC4364] are
applicable to this docunment. Meanwhile, since security issues
associated with the NDP are inherited due to the use of NDP proxy,
those security considerations and reconmmendati ons as described in
[ RFC6583] are applicable to this docunent as well.

Inter-data-center traffic often carries highly sensitive information
at higher layers that is not directly understood (parsed) within an
egress or ingress PE. For exanple, mgrating a VMwi |l often nean
nmovi ng private keys and other sensitive configuration infornmation.

For this reason, inter-data-center traffic should always be protected
for both confidentiality and integrity using a strong security
mechani sm such as I Psec [RFC4301]. In the future, it nay be feasible
to protect that traffic within the MPLS | ayer [ MPLS-SEC] though at
the tine of witing, the nechanismfor that is not sufficiently
mature to recomend. Exactly how such security mechanisns are

depl oyed will vary fromcase to case, so securing the inter-data-
center traffic may or nmay not invol ve depl oying security mechani sns
on the ingress/egress PEs or further "inside" the data centers
concerned. Note though that if security is not deployed on the
egress/ingress PEs, there is a substantial risk that sone sensitive
traffic may be sent in the clear and will therefore be vulnerable to
pervasi ve nonitoring [ RFC7258] or other attacks.
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