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Thi s menorandum defines the Real -Tinme Stream ng Protocol (RTSP)
version 2.0, which obsoletes RTSP version 1.0 defined in RFC 2326.

RTSP i s an application-layer protocol for the setup and control of
the delivery of data with real-tine properties. RTSP provides an
extensi ble franework to enable controlled, on-denmand delivery of

real -tine data, such as audio and video. Sources of data can include
both Iive data feeds and stored clips. This protocol is intended to
control multiple data delivery sessions; provide a neans for choosing
delivery channels such as UDP, multicast UDP, and TCP; and provide a
means for choosing delivery nechani sns based upon RTP (RFC 3550).
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and how to provide feedback on it nmay be obtai ned at
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1

I ntroduction

This meno defines version 2.0 of the Real-Tinme Stream ng Protoco
(RTSP 2.0). RITSP 2.0 is an application-layer protocol for the setup
and control over the delivery of data with real-tinme properties,
typically streanming nedia. Streanming nedia is, for instance, video
on demand or audio live streaming. Put sinply, RTSP acts as a
"network renote control™ for multinedia servers

The protocol operates between RTSP 2.0 clients and servers, but it

al so supports the use of proxies placed between clients and servers.
dients can request infornmation about streami ng nedia from servers by
asking for a description of the nedia or use nedia description
provided externally. The media delivery protocol is used to
establish the nedia streans described by the nmedia description
Cients can then request to play out the nmedia, pause it, or stop it
completely. The requested nedia can consist of nultiple audio and
video streans that are delivered as tinme-synchroni zed streans from
servers to clients.

RTSP 2.0 is a replacenent of RTSP 1.0 [RFC2326] and this docunent
obsol etes that specification. This protocol is based on RTSP 1.0 but
i s not backwards conpatible other than in the basic version

negoti ati on nechanism The changes between the two docunents are
listed in Appendix |I. There are nany reasons why RTSP 2.0 can't be
backwards conpatible with RTSP 1.0; sone of the main ones are as
fol | ows:

0 Most headers that needed to be extensible did not define the
al | oned syntax, preventing safe depl oynent of extensions;

o the changed behavi or of the PLAY nethod when received in Pl ay
state;

o the changed behavior of the extensibility nodel and its nmechani sm
and

o the change of syntax for sone headers.

There are so many snall updates that changi ng versi ons becane
necessary to enable clarification and consistent behavior. Anyone

i npl enenting RTSP for a new use case in which they have not installed
RTSP 1.0 should only inplenent RTSP 2.0 to avoid having to deal with
RTSP 1.0 inconsi stenci es.

This docunent is structured as follows. It begins with an overview
of the protocol operations and its functions in an infornmal way.
Then, a set of definitions of terms used and docunment conventions is
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i ntroduced. These are followed by the actual RTSP 2.0 core protoco
specification. The appendi ces describe and define sone
functionalities that are not part of the core RTSP specification, but
which are still inportant to enable sonme usages. Anong them the RTP
usage is defined in Appendix C, the Session Description Protoco

(SDP) usage with RTSP is defined in Appendix D, and the "text/
paraneters" file format Appendix F, are three nornative specification
appendi ces. O her appendices include a nunber of informational parts
di scussi ng the changes, use cases, different considerations or

not i vati ons.

2. Protocol Overview

Thi s section provides an informative overview of the different
nmechani snms in the RTSP 2.0 protocol to give the reader a high-1eve
under st andi ng before getting into all the specific details. |In case
of conflict with this description and the later sections, the later
sections take precedence. For nore information about use cases
consi dered for RTSP, see Appendi x E

RTSP 2.0 is a bidirectional request and response protocol that first
est abli shes a context including content resources (the nedia) and
then controls the delivery of these content resources fromthe
provider to the consunmer. RTSP has three fundanental parts: Session
Establ i shnent, Media Delivery Control, and an extensibility nodel
descri bed below. The protocol is based on sonme assunptions about
existing functionality to provide a conplete solution for client-
controlled real-tinme nedia delivery.

RTSP uses text-based nessages, requests and responses, that may
contain a binary nessage body. An RTSP request starts with a nethod
line that identifies the nethod, the protocol, and version and the
resource on which to act. The resource is identified by a URI and
the hostnane part of the URI is used by RTSP client to resolve the
| Pv4 or |1 Pv6 address of the RTSP server. Follow ng the nethod Iine
are a nunber of RTSP headers. These lines are ended by two
consecutive carriage return line feed (CRLF) character pairs. The
message body, if present, follows the two CRLF character pairs, and
the body’s length is described by a message header. RTSP responses
are simlar, but they start with a response line with the protocol
and version followed by a status code and a reason phrase. RTSP
nmessages are sent over a reliable transport protocol between the
client and server. RITSP 2.0 requires clients and servers to

i mpl enent TCP and TLS over TCP as mandatory transports for RTSP
nmessages.
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2.1. Presentation Description

RTSP exists to provide access to nultinmedia presentations and content
but tries to be agnostic about the nmedia type or the actual nedia
delivery protocol that is used. To enable a client to inplenent a
conpl ete system an RTSP-external nechani smfor describing the
presentation and the delivery protocol (s) is used. RTSP assunes that
this description is either delivered conpletely out of band or as a
data object in the response to a client’s request using the DESCRI BE
met hod (Section 13.2).

Paraneters that comonly have to be included in the presentation
description are the foll ow ng:

0 The nunber of nedia streans;

o the resource identifier for each nedia streanfresource that is to
be controlled by RTSP

o the protocol that will be used to deliver each nedia stream

o the transport protocol paraneters that are not negotiated or vary
with each client;

o the nedi a-encoding information enabling a client to correctly
decode the nedia upon reception; and

0 an aggregate control resource identifier.

RTSP uses its own URI schenes ("rtsp" and "rtsps") to reference nedia
resources and aggregates under comon control (see Section 4.2).

This specification describes in Appendi x D how one uses SDP [ RFC4566]
for describing the presentation

2.2. Session Establishnment

The RTSP client can request the establishnment of an RTSP session
after having used the presentation description to deternine which
medi a streans are avail able, which nmedia delivery protocol is used
and the resource identifiers of the nmedia streans. The RTSP session
is a comon context between the client and the server that consists
of one or nore nedia resources that are to be under conmon nedia
delivery control

The client creates an RTSP session by sending a request using the

SETUP nethod (Section 13.3) to the server. 1In the Transport header
(Section 18.54) of the SETUP request, the client also includes al
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the transport paraneters necessary to enable the nedia delivery
protocol to function. This includes paraneters that are
preestablished by the presentation description but necessary for any
m ddl ebox to correctly handle the nedia delivery protocols. The
Transport header in a request may contain nultiple alternatives for
medi a delivery in a prioritized list, which the server can sel ect
from These alternatives are typically based on information in the
presentation description.

When receiving a SETUP request, the server deternmines if the nedia
resource is available and if one or nore of the of the transport
paraneter specifications are acceptable. |If that is successful, an
RTSP session context is created and the rel evant paranmeters and state
is stored. An identifier is created for the RTSP session and
included in the response in the Session header (Section 18.49). The
SETUP response includes a Transport header that specifies which of
the alternatives has been selected and rel evant paraneters.

A SETUP request that references an existing RTSP session but
identifies a new nedia resource is a request to add that nedia
resource under comon control with the already-present nedia
resources in an aggregated session. A client can expect this to work
for all nedia resources under RTSP control within a multinmedia
content container. However, a server will likely refuse to aggregate
resources fromdifferent content containers. Even if an RTSP session
contains only a single nedia stream the RTSP session can be

ref erenced by the aggregate control URI.

To avoid an extra round trip in the session establishnent of
aggregat ed RTSP sessions, RTSP 2.0 supports pipelined requests; i.e.
the client can send nultiple requests back-to-back w thout waiting
first for the conpletion of any of them The client uses a client-
selected identifier in the Pipelined-Requests header (Section 18.33)
to instruct the server to bind nmultiple requests together as if they
i ncluded the session identifier

The SETUP response al so provides additional information about the

est abl i shed sessions in a couple of different headers. The Medi a-
Properti es header (Section 18.29) includes a nunber of properties
that apply for the aggregate that is val uabl e when doi ng nedi a
delivery control and configuring user interface. The Accept-Ranges
header (Section 18.5) infornms the client about range formats that the
server supports for these nedia resources. The Media- Range header
(Section 18.30) infornms the client about the tinme range of the nmedia
currently avail abl e.
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2.3. Media Delivery Control

After having established an RTSP session, the client can start
controlling the nmedia delivery. The basic operations are "begin

pl ayback", using the PLAY nethod (Section 13.4) and "suspend (pause)
pl ayback" by using the PAUSE net hod (Section 13.6). PLAY also allows
for choosing the starting nedia position fromwhich the server should
deliver the nedia. The positioning is done by using the Range header
(Section 18.40) that supports several different tinme formats: Norna
Play Time (NPT) (Section 4.4.2), Society of Mtion Picture and
Tel evi si on Engi neers (SMPTE) Ti nestanps (Section 4.4.1), and absolute
time (Section 4.4.3). The Range header also allows the client to
specify a position where delivery should end, thus allow ng a
specific interval to be delivered

The support for positioning/searching within nedia content depends on
the content’s nedia properties. Content exists in a nunber of
different types, such as on-denand, live, and live with sinultaneous
recording. Even within these categories, there are differences in
how the content is generated and distributed, which affect how it can
be accessed for playback. The properties applicable for the RTSP
session are provided by the server in the SETUP response using the
Medi a- Properties header (Section 18.29). These are expressed using
one or several independent attributes. A first attribute is Random
Access, which indicates whether positioning is possible, and with
what granularity. Another aspect is whether the content will change
during the lifetime of the session. Wile on-demand content will be
provided in full fromthe beginning, a |ive stream being recorded
results in the length of the accessible content growi ng as the
session goes on. There also exists content that is dynamically built
by a protocol other than RTSP and, thus, also changes in steps during
t he session, but maybe not continuously. Furthernore, when content
is recorded, there are cases where the conplete content is not

mai nt ai ned, but, for exanple, only the last hour. Al of these
properties result in the need for mechanisnms that will be discussed
bel ow.

Wien the client accesses on-denand content that allows random access,
the client can issue the PLAY request for any point in the content
between the start and the end. The server will deliver nedia from
the cl osest random access point prior to the requested point and
indicate that in its PLAY response. |If the client issues a PAUSE,
the delivery will be halted and the point at which the server stopped
will be reported back in the response. The client can later resune
by sending a PLAY request wi thout a Range header. \When the server is
about to conplete the PLAY request by delivering the end of the
content or the requested range, the server will send a PLAY_NOTI FY
request (Section 13.5) indicating this.
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When playing live content with no extra functions, such as recording,
the client will receive the live nedia fromthe server after having
sent a PLAY request. Seeking in such content is not possible as the
server does not store it, but only forwards it fromthe source of the
session. Thus, delivery continues until the client sends a PAUSE
request, tears down the session, or the content ends.

For live sessions that are being recorded, the client will need to
keep track of how the recording progresses. Upon session
establishnent, the client will learn the current duration of the
recording fromthe Medi a- Range header. Because the recording is
ongoi ng, the content grows in direct relation to the tine passed.
Therefore, each server’'s response to a PLAY request will contain the
current Medi a- Range header. The server should also regularly send
(approximately every 5 nminutes) the current nedia range in a
PLAY_NOTI FY request (Section 13.5.2). |If the live transm ssion ends,
the server nust send a PLAY_NOTI FY request with the updated Medi a-
Properties indicating that the content stopped being a recorded live
session and instead becane on-denmand content; the request also
contains the final nedia range. Wiile the Iive delivery continues,
the client can request to play the current live point by using the
NPT timescal e synbol "now', or it can request a specific point in the

avai l abl e content by an explicit range request for that point. |If
the requested point is outside of the available interval, the server
will adjust the position to the cl osest available point, i.e., either

at the beginning or the end.

A special case of recording is that where the recording is not
retained |l onger than a specific time period; thus, as the live
delivery continues, the client can access any nedia within a noving
wi ndow t hat covers, for exanple, "now' to "now' nminus 1 hour. A
client that pauses on a specific point within the content may not be

able to retrieve the content anynore. |If the client waits too |ong
bef ore resumnmi ng the pause point, the content may no | onger be
available. 1In this case, the pause point will be adjusted to the

cl osest point in the avail able nedia.
2.4. Session Paraneter Manipul ations

A session may have additional state or functionality that affects how
the server or client treats the session or content, how it functions,
or feedback on how well the session works. Such extensions are not
defined in this specification, but they may be covered in various
extensions. RTSP has two nethods for retrieving and setting
paraneter values on either the client or the server: CGET_PARAMETER
(Section 13.8) and SET_PARAMETER (Section 13.9). These nmethods carry
the paraneters in a nmessage body of the appropriate format. One can
al so use headers to query state with the GET_PARAMETER nethod. As an
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exanpl e, clients needing to know the current nedia range for a tine-
progressi ng session can use the GET_PARAMETER net hod and incl ude the
nmedi a range. Furthernore, synchronization information can be
requested by using a conbination of RTP-Info (Section 18.45) and
Range (Section 18.40).

RTSP 2.0 does not have a strong nmechani sm for negotiating the headers
or paraneters and their formats. However, responses will indicate
request - headers or paraneters that are not supported. A priori
determ nati on of what features are avail able needs to be done through
out - of - band nechani sns, |ike the session description, or through the
usage of feature tags (Section 4.5).

2.5. Media Delivery

Thi s docunent specifies how nedia is delivered with RTP [ RFC3550]
over UDP [ RFC768], TCP [RFC793], or the RTSP connection. Additiona
protocols nay be specified in the future as needed.

The usage of RTP as a nedia delivery protocol requires somne
additional information to function well. The PLAY response contains
information to enable reliable and tinely delivery of how a client
shoul d synchroni ze different sources in the different RTP sessions.
It al so provides a mappi ng between RTP tinestanps and the content-
time scale. When the server wants to notify the client about the
conmpl etion of the nmedia delivery, it sends a PLAY _NOTIFY request to
the client. The PLAY_NOTIFY request includes information about the
stream end, including the |ast RTP sequence nunber for each stream
thus enabling the client to enpty the buffer snpothly.

2.5.1. Media Delivery Manipul ations

The basic playback functionality of RTSP enabl es delivery of a range
of requested content to the client at the pace intended by the
content’s creator. However, RTSP can also nmanipul ate the delivery to
the client in two ways.

Scale: The ratio of media-content tinme delivered per unit of
pl ayback time

Speed: The ratio of playback tinme delivered per unit of wallclock
time.

Both affect the nedia delivery per tinme unit. However, they

mani pul ate two i ndependent tinescales and the effects are possible to
comnbi ne.
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Scal e (Section 18.46) is used for fast-forward or slow notion contro
as it changes the anobunt of content tinescale that should be played
back per tinme unit. Scale > 1.0, neans fast forward, e.g., scale =
2.0 results in that 2 seconds of content being played back every
second of playback. Scale = 1.0 is the default value that is used if
no scale is specified, i.e., playback at the content’s original rate.
Scal e val ues between 0 and 1.0 provide for slow notion. Scale can be
negative to allow for reverse playback in either regular pace

(scale = -1.0), fast backwards (scale < -1.0), or slownotion
backwards (-1.0 < scale < 0). Scale = 0 would be equal to pause and
is not allowed.

In nmost cases, the realization of scale neans server-side
mani pul ation of the nedia to ensure that the client can actually play
it back. The nature of these nedia nmani pul ati ons and when they are
needed i s highly nmedi a-type dependent. Let’s consider two comon
medi a types, audi o and vi deo.

It is very difficult to nodify the playback rate of audio.

Typically, no nore than a factor of two is possible while naintaining
intelligibility by changing the pitch and rate of speech. Misic goes
out of tune if one tries to mani pul ate the playback rate by
resanpling it. This is a well-known problem and audio is comonly
nmut ed or played back in short segnents with skips to keep up with the
current playback point.

For video, it is possible to nmanipulate the frane rate, although the
rendering capabilities are often limted to certain frame rates.

Al so, the allowed bitrates in decoding, the structure used in the
encodi ng, and the dependency between franes and ot her capabilities of
the rendering device linmts the possible manipul ations. Therefore,
the basic fast-forward capabilities often are inplenented by
selecting certain subsets of franes

Due to the nedia restrictions, the possible scale values are conmonly
restricted to the set of realizable scale ratios. To enable the
clients to select fromthe possible scale values, RTSP can signal the
supported scale ratios for the content. To support aggregated or
dynami c content, where this may change during the ongoi ng session and
dependent on the location within the content, a nechanismfor
updating the nmedia properties and the scale factor currently in use,
exi sts.

Speed (Section 18.50) affects how nmuch of the playback tineline is
delivered in a given wallclock period. The default is Speed =1

whi ch nmeans to deliver at the sanme rate the nedia is consuned

Speed > 1 nmeans that the receiver will get content faster than it
regularly would consune it. Speed < 1 neans that delivery is slower
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than the regular nmedia rate. Speed values of 0 or |ower have no
neani ng and are not allowed. This nechani smenables two genera
functionalities. One is client-side scale operations, i.e., the
client receives all the franes and nakes the adjustnent to the

pl ayback locally. The second is delivery control for the buffering
of media. By specifying a speed over 1.0, the client can build up
t he amount of playback time it has present in its buffers to a | eve
that is sufficient for its needs.

A naive inplenmentation of Speed would only affect the transm ssion
schedul e of the nmedia and has a clear inpact on the needed bandwi dt h.
This would result in the data rate being proportional to the speed
factor. Speed = 1.5, i.e., 50%faster than normal delivery, would
result in a 50%increase in the data-transport rate. Wether or not
that can be supported depends solely on the underlying network path.
Scal e may al so have sone inmpact on the required bandwi dth due to the
mani pul ati on of the content in the new playback schedule. An exanple
is fast forward where only the independently decodable intra-franes
are included in the nmedia stream This usage of solely intra-franes
increases the data rate significantly conpared to a nornmal sequence
with the same nunber of franmes, where nost frames are encoded using
prediction.

This potential increase of the data rate needs to be handl ed by the
medi a sender. The client has requested that the nedia be delivered
in a specific way, which should be honored. However, the nedia
sender cannot ignore if the network path between the sender and the
receiver can’t handle the resulting nedia stream In that case, the
medi a stream needs to be adapted to fit the avail able resources of
the path. This can result in a reduced nedia quality.

The need for bitrate adaptati on becones especially problematic in

connection with the Speed semantics. |If the goal is to fill up the
buffer, the client may not want to do that at the cost of reduced
quality. If the client wants to make | ocal playout changes, then it

may actually require that the requested speed be honored. To resolve
this issue, Speed uses a range so that both cases can be supported.
The server is requested to use the hi ghest possible speed val ue
within the range, which is conpatible with the avail abl e bandw dth

As long as the server can maintain a speed value within the range, it
shal | not change the nedia quality, but instead nodify the actua
delivery rate in response to available bandwidth and reflect this in
the Speed value in the response. However, if this is not possible,
the server should instead nodify the nedia quality to respect the

| owest speed val ue and the avail abl e bandwi dt h.
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This functionality enables the local scaling inplenentation to use a
tight range, or even a range where the | ower bound equal s the upper
bound, to identify that it requires the server to deliver the
requested anount of nedia tine per delivery tinme, independent of how
much it needs to adapt the nedia quality to fit within the available

pat h bandwi dth. For buffer filling, it is suitable to use a range
with a reasonable span and with a | ower bound at the nom nal nedia
rate 1.0, such as 1.0 - 2.5. |If the client wants to reduce the

buffer, it can specify an upper bound that is below 1.0 to force the
server to deliver slower than the nonminal nedia rate.

2.6. Session Mintenance and Term nati on

The session context that has been established is kept alive by having
the client show liveness. This is done in two main ways:

0 Media-transport protocol keep-alive. RTP Control Protocol (RTCP)
may be used when using RTP.

0 Any RTSP request referencing the session context.

Section 10.5 di scusses the nethods for showing liveness in nore
depth. If the client fails to show |liveness for nore than the

est abl i shed session tineout value (nornally 60 seconds), the server
may termnate the context. Oher values nay be selected by the
server through the inclusion of the tineout paraneter in the session
header.

The session context is normally terminated by the client sending a
TEARDOWN request (Section 13.7) to the server referencing the

aggregated control URI. An individual nedia resource can be renoved
froma session context by a TEARDOM request referencing that
particular nmedia resource. |If all nmedia resources are renoved froma

sessi on context, the session context is tern nated.

A client may keep the session alive indefinitely if allowed by the
server; however, a client is advised to rel ease the session context
when an extended period of tine without nedia delivery activity has
passed. The client can re-establish the session context if required
later. What constitutes an extended period of tine is dependent on
the client, server, and their usage. It is recommended that the
client term nate the session before ten tines the session tinmeout

val ue has passed. A server nmay terninate the session after one
session tineout period without any client activity beyond keep-alive.
When a server term nates the session context, it does so by sending a
TEARDOWN request indicating the reason
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A server can also request that the client tear down the session and
re-establish it at an alternative server, as nmay be needed for

mai ntenance. This is done by using the REDI RECT net hod

(Section 13.10). The Term nat e- Reason header (Section 18.52) is used
to indicate when and why. The Location header indicates where it
shoul d connect if there is an alternative server available. Wen the
deadl i ne expires, the server sinply stops providing the service. To
achieve a clean closure, the client needs to initiate session

term nation prior to the deadline. |In case the server has no other
server to redirect to, and it wants to close the session for

mai nt enance, it shall use the TEARDOM nethod with a Term nat e- Reason
header .

2.7. Extending RTSP

RTSP is quite a versatile protocol that supports extensions in nmany
different directions. Even this core specification contains severa
bl ocks of functionality that are optional to inplenent. The use case
and need for the protocol deploynment should deternine what parts are
i mpl emented. Allowing for extensions makes it possible for RTSP to
address additional use cases. However, extensions will affect the
interoperability of the protocol; therefore, it is inportant that
they can be added in a structured way.

The client can learn the capability of a server by using the OPTI ONS
met hod (Section 13.1) and the Supported header (Section 18.51). It
can also try and possibly fail using new nethods or require that
particul ar features be supported using the Require (Section 18.43) or
Proxy- Require (Section 18.37) header.

The RTSP, in itself, can be extended in three ways, listed here in
i ncreasing order of the magnitude of changes supported:

0 Existing nethods can be extended with new paraneters, for exanple,
headers, as long as these paraneters can be safely ignored by the
recipient. |If the client needs negative acknow edgnent when a
met hod extension is not supported, a tag corresponding to the
extension may be added in the field of the Require or Proxy-

Requi re headers.

0 New nethods can be added. |If the recipient of the nmessage does
not understand the request, it nust respond with error code 501
(Not Inpl enented) so that the sender can avoid using this nethod
again. Aclient may al so use the OPTIONS nethod to inquire about
nmet hods supported by the server. The server nust |ist the nethods
it supports using the Public response-header.
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o A new version of the protocol can be defined, allow ng al nost al
aspects (except the position of the protocol version number) to
change. A new version of the protocol nust be registered through
a Standards Track docunent.

The basic capability discovery nechani smcan be used to both di scover
support for a certain feature and to ensure that a feature is
avai | abl e when perfornming a request. For a detail ed explanation of
this, see Section 11.

New nedi a delivery protocols may be added and negotiated at session
establishnent, in addition to extensions to the core protocol

Certain types of protocol nmanipul ations can be done through paraneter
formats using SET_PARAMETER and GET_PARAMETER.

3. Docunment Conventi ons
3.1. Notational Conventions

Al'l the mechani sms specified in this docunent are described in both
prose and the Augnmented Backus- Naur form (ABNF) described in detai
in [ RFC5234].

I ndent ed paragraphs are used to provide informative background and
nmotivation. This is intended to give readers who were not involved
with the formulation of the specification an understandi ng of why
things are the way they are in RTSP

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in

[ RFC2119] .

The word, "unspecified" is used to indicate functionality or features
that are not defined in this specification. Such functionality
cannot be used in a standardi zed manner w thout further definition in
an extension specification to RTSP

3.2. Termi nol ogy

Aggregate control: The concept of controlling nultiple streans using
a single tineline, generally one naintained by the server. A
client, for exanple, uses aggregate control when it issues a
singl e play or pause nessage to sinultaneously control both the
audio and video in a novie. A session that is under aggregate
control is referred to as an "aggregated session".
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Aggregate control URI: The URI used in an RTSP request to refer to
and control an aggregated session. It nornally, but not always,
corresponds to the presentation URI specified in the session
description. See Section 13.3 for nore information

Cient: The client is the requester of nedia service fromthe nedia
server.

Connection: A transport-layer virtual circuit established between
two prograns for the purpose of comunication.

Container file: Afile that may contain nultiple nedia streans that
often constitute a presentation when played together. The concept
of a container file is not enbedded in the protocol. However,
RTSP servers nay of fer aggregate control on the media streans
within these files.

Continuous nedia: Data where there is a tining relationship between
source and sink; that is, the sink needs to reproduce the tinng
relationship that existed at the source. The nost comon exanpl es
of continuous nedia are audi o and notion video. Continuous nedi a
can be real tine (interactive or conversational), where there is a
"tight" timng relationship between source and sink or it can be
streanm ng where the relationship is less strict.

Feature tag: A tag representing a certain set of functionality,
i.e., a feature.

IRI: An Internationalized Resource ldentifier is simlar to a UR
but all ows characters fromthe whol e Uni versal Character Set
(Uni code/ | SO 10646), rather than the US-ASCII only. See [ RFC3987]
for nore information.

Live: A live presentation or session originates media froman event
taking place at the same tinme as the nedia delivery. Live
sessions often have an unbound or only | oosely defined duration
and seek operations may not be possible.

Media initialization: The datatype- or codec-specific
initialization. This includes such things as clock rates, color
tables, etc. Any transport-independent information that is
required by a client for playback of a nedia streamoccurs in the
media initialization phase of stream setup

Medi a paraneter: A paraneter specific to a nedia type that nay be
changed before or during streamdelivery.
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Medi a server: The server providing nedia-delivery services for one
or nore media streans. Different nedia streams within a
presentation may originate fromdifferent nmedia servers. A nmedia
server may reside on the sane host or on a different host from
whi ch the presentation is invoked.

(Media) Stream A single nedia instance, e.g., an audio streamor a
video streamas well as a single whiteboard or shared application
group. Wen using RTP, a stream consists of all RTP and RTCP
packets created by a nmedia source within an RTP session

Message: The basic unit of RTSP communication, consisting of a
structured sequence of octets matching the syntax defined in
Section 20 and transnitted over a transport between RTSP agents.
A nmessage is either a request or a response.

Message body: The information transferred as the payl oad of a
message (request or response). A nessage body consists of neta-
information in the formof nessage body headers and content in the
formof an arbitrary nunber of data octets, as described in
Section 9.

Non- aggregated control: Control of a single nedia stream

Presentation: A set of one or nore streams presented to the client
as a conplete nedia feed and described by a presentation
description as defined below Presentations with nore than one
medi a stream are often handl ed in RTSP under aggregate control

Presentation description: A presentation description contains
i nformati on about one or nore nedia streans within a presentation
such as the set of encodi ngs, network addresses, and information
about the content. Oher |ETF protocols, such as SDP ([ RFC4566]),
use the term"session" for a presentation. The presentation
description may take several different formats, including but not
limted to SDP fornat.

Response: An RTSP response to a request. One type of RTSP nessage
If an HTTP response is nmeant, it is indicated explicitly.

Request: An RTSP request. One type of RTSP nmessage. |If an HITP
request is neant, it is indicated explicitly.

Request-URI: The URI used in a request to indicate the resource on
whi ch the request is to be perforned.
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RTSP agent: Either an RTSP client, an RTSP server, or an RTSP proxy.
In this specification, there are many capabilities that are comon
to these three entities such as the capability to send requests or
recei ve responses. This termw |l be used when descri bing
functionality that is applicable to all three of these entities.

RTSP session: A stateful abstraction upon which the main contro
met hods of RTSP operate. An RTSP session is a conmon context; it
is created and naintained on a client’s request and can be
destroyed by either the client or server. It is established by an
RTSP server upon the conpletion of a successful SETUP request
(when a 200 OK response is sent) and is |labeled with a session
identifier at that time. The session exists until tinmed out by
the server or explicitly renoved by a TEARDOM request. An RTSP
session is a stateful entity; an RTSP server maintains an explicit
session state machi ne (see Appendi x B) where nost state
transitions are triggered by client requests. The existence of a
session inplies the existence of state about the session’s nedia
streans and their respective transport nechani sns. A given
session can have one or nore nmedia streans associated with it. An
RTSP server uses the session to aggregate control over nultiple
medi a streans.

Oigin server: The server on which a given resource resides.

Seeki ng: Requesting playback froma particular point in the content
time line.

Transport initialization: The negotiation of transport information
(e.g., port nunbers, transport protocols) between the client and
t he server.

URI: A Universal Resource ldentifier; see [RFC3986]. The URIs used
in RTSP are generally URLs as they give a location for the
resource. As URLs are a subset of URIs, they will be referred to
as URIs to cover also the cases when an RTSP URI would not be a
URL.

URL: A Universal Resource Locator is a UR that identifies the
resource through its primary access nechani smrather than
identifying the resource by nane or by sone other attribute(s) of
that resource
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4. Protocol Paraneters
4.1. RTSP Version
This specification defines version 2.0 of RTSP

RTSP uses a "<mmj or>. <ni nor>" nunbering schene to indicate versions
of the protocol. The protocol versioning policy is intended to all ow
the sender to indicate the format of a nmessage and its capacity for
under st andi ng further RTSP comunication rather than the features
obt ai ned via that conmunication. No change is nmade to the version
nunber for the addition of nessage conponents that do not affect
communi cati on behavior or that only add to extensible field val ues.

The <mi nor> nunber is increnented when the changes nmade to the
protocol add features that do not change the general nessage parsing
al gorithmbut that may add to the nessage semantics and inply
additional capabilities of the sender. The <mmjor> nunber is

i ncrenented when the format of a nessage within the protocol is
changed. The version of an RTSP nessage is indicated by an RTSP-
Version field in the first Iine of the message. Note that the ngjor
and mi nor nunbers MJST be treated as separate integers and that each
MAY be increnented higher than a single digit. Thus, RTSP/2.4 is a
| ower version than RTSP/2.13, which, in turn, is |lower than

RTSP/ 12. 3. Leadi ng zeros SHALL NOT be sent and MJST be ignored by
recipi ents.

4.2. RTSP IR and UR

RTSP 2.0 defines and registers or updates three URI schenes "rtsp",
"rtsps", and "rtspu". The usage of the last, "rtspu", is unspecified
in RTSP 2.0 and is defined here to register the URI schene that was
defined in RTSP 1.0. The "rtspu" schene indicates unspecified
transport of the RTSP nessages over unreliable transport nmeans (UDP
in RTSP 1.0). An RTSP server MJST respond with an error code

i ndicating the "rtspu" schene is not inplenented (501) to a request
that carries a "rtspu" URl schene.

The details of the syntax of "rtsp" and "rtsps" URI s have been
changed from RTSP 1.0. These changes include the addition of:

0 Support for an IPv6 literal in the host part and future IP
literals through a nechani smdefined in [ RFC3986].

0 Anewrelative format to use in the RTSP elenents that is not
required to start with "/".
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Nei t her shoul d have any significant inpact on interoperability. |If
IPv6 literals are needed in the RTSP URI, then that RTSP server nust
be I Pv6 capable, and RTSP 1.0 is not a fully |IPv6 capabl e protocol
If an RTSP 1.0 client attenpts to process the URI, the URI will not
match the allowed syntax, it will be considered invalid, and
processing will be stopped. This is clearly a failure to reach the
resource; however, it is not a signification issue as RTSP 2.0
support was needed anyway in both server and client. Thus, failure
will only occur in a later step when there is an RTSP version

m smat ch between client and server. The second change will only
occur inside RTSP nmessage headers, as the Request-URI nust be an
absolute URI. Thus, such usages will only occur after an agent has

accepted and started processing RTSP 2.0 nessages, and an agent using
RTSP 1.0 only will not be required to parse such types of relative
URI s.

This specification also defines the format of RTSP IRl s [ RFC3987]
that can be used as RTSP resource identifiers and | ocators on web
pages, user interfaces, on paper, etc. However, the RTSP request
message format only allows usage of the absolute URI format. The
RTSP IRl format MUST use the rules and transformation for IRIs to
URIs, as defined in [RFC3987]. This allows a URI that matches the
RTSP 2.0 specification, and so is suitable for use in a request, to
be created froman RTSP IRI.

The RTSP IRl and URI are both syntax restricted conpared to the
generic syntax defined in [ RFC3986] and [ RFC3987]:

0 An absolute URI requires the authority part; i.e., a host identity
MUST be provi ded.

0 Paraneters in the path elenent are prefixed with the reserved

separ at or ;

The "scheme” and "host" parts of all URIs [RFC3986] and IRI's
[ RFC3987] are case insensitive. Al other parts of RTSP URIs and
IRIs are case sensitive, and they MJUST NOT be case mapped.

The fragment identifier is used as defined in Sections 3.5 and 4.3 of
[ RFC3986], i.e., the fragnent is to be stripped fromthe IR by the
requester and not included in the Request-URI. The user agent needs
to interpret the value of the fragnent based on the nedia type the
request relates to; i.e., the nmedia type indicated in Content-Type
header in the response to a DESCRI BE request.

The syntax of any URI query string is unspecified and responder

(usually the server) specific. The query is, fromthe requester’s
perspective, an opaque string and needs to be handl ed as such
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Pl ease note that relative URIs with queries are difficult to handle
due to the relative URI handling rules of RFC 3986. Any change of
the path element using a relative URI results in the stripping of the
query, which nmeans the relative part needs to contain the query.

The URI schene "rtsp" requires that commands be issued via a reliable
protocol (within the Internet, TCP), while the schene "rtsps"”
identifies a reliable transport using secure transport (TLS

[ RFC5246]); see Section 19.

For the schene "rtsp", if no port number is provided in the authority
part of the URI, the port nunber 554 MJST be used. For the schene
"rtsps", if no port nunber is provided in the authority part of the

URI port number, the TCP port 322 MJST be used.

A presentation or a streamis identified by a textual nedia
identifier, using the character set and escape conventions of URlIs
[RFC3986]. URIs may refer to a streamor an aggregate of streans;
i.e., a presentation. Accordingly, requests described in Section 13
can apply to either the whole presentation or an individual stream
within the presentation. Note that sonme request nethods can only be
applied to streams, not presentations, and vice versa.

For exanple, the RTSP URI:
rtsp:// medi a. exanpl e. com 554/t wi st er/ audi ot r ack
may identify the audio streamwi thin the presentation "tw ster"”,
whi ch can be controlled via RTSP requests issued over a TCP
connection to port 554 of host nedi a. exanpl e. com
Al so, the RTSP URI:
rtsp:// nedia. exanpl e. com 554/t wi ster
identifies the presentation "twister", which nay be conposed of audio
and vi deo streans, but could also be sonething el se, such as a random
nmedi a redirector.
This does not inply a standard way to reference streans in URs.
The presentation description defines the hierarchica
relationships in the presentation and the URIs for the individua
streans. A presentation description may nane a stream"a.nov" and
t he whol e presentation "b. nmov".

The path conponents of the RTSP URI are opaque to the client and do
not inply any particular file systemstructure for the server
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This decoupling also allows presentation descriptions to be used
with non-RTSP nedia control protocols sinply by replacing the
schene in the UR

4.3. Session ldentifiers

Session identifiers are strings of a length between 8-128 characters.
A session identifier MJST be generated using nethods that nake it
cryptographi cally random (see [ RFC4086]). It is RECOVMMENDED that a
session identifier contain 128 bits of entropy, i.e., approxinmately
22 characters froma high-quality generator (see Section 21).
However, note that the session identifier does not provide any
security agai nst session hijacking unless it is kept confidential by
the client, server, and trusted proxies.

4. 4, Medi a- Ti me Formats

RTSP currently supports three different nedia-tine formats defi ned
bel ow. Additional time formats nmay be specified in the future.
These tine formats can be used with the Range header (Section 18.40)
to request playback and specify at which nmedia position protoco
requests actually will or have taken place. They are also used in
description of the nedia s properties using the Media-Range header
(Section 18.30). The unqualified fornmat identifier is used on its
own in Accept-Ranges header (Section 18.5) to declare supported tine
formats and al so in the Range header (Section 18.40) to request the
time format used in the response.

4.4.1. SMPTE-Rel ative Ti mest anps

A timestanp may use a format derived froma Society of Mtion Picture
and Tel evi si on Engi neers (SMPTE) specification and expresses tinme

of fsets anchored at the start of the media clip. Relative tinestanps
are expressed as SMPTE tine codes [SMPTE-TC] for frame-level access
accuracy. The tine code has the fornmat:

hour s: m nut es: seconds: f r anes. subf ranes

with the origin at the start of the clip. The default SMPTE fornat
is "SMPTE 30 drop" format, with a frame rate of 29.97 franes per
second. O her SMPTE codes MAY be supported (such as "SMPTE 25")

t hrough the use of "snpte-type". For SMPTE 30, the "frames" field in
the tine value can assune the values 0 through 29. The difference
bet ween 30 and 29.97 franes per second is handl ed by dropping the
first two frame indices (values 00 and 01) of every mnute, except

every tenth minute. |If the frame and the subfrane values are zero,
they may be omitted. Subfranmes are neasured in hundredths of a
frane.
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Exanpl es:

snpt e=10: 12: 33: 20-

snpt e=10: 07: 33-

snpt e=10: 07: 00- 10: 07: 33: 05. 01
snpt e- 25=10: 07: 00- 10: 07: 33: 05. 01

4.4.2. Nornmal Play Tinme

Normal Play Tinme (NPT) indicates the streanm absol ute position
relative to the beginning of the presentation. The tinestanp
consists of two parts: The nmandatory first part nay be expressed in
ei ther seconds only or in hours, minutes, and seconds. The optiona
second part consists of a decinal point and decinmal figures and

i ndi cates fractions of a second.

The begi nning of a presentation corresponds to 0.0 seconds. Negative
val ues are not defi ned.

The special constant "now' is defined as the current instant of a
live event. It MAY only be used for live events and MJUST NOT be used
for on-demand (i.e., non-live) content.

NPT is defined as in Digital Storage Media Command and Contro
(DSMo; CC) [ SO 13818-6. 1995]:

Intuitively, NPT is the clock the viewer associates with a
program It is often digitally displayed on a DVD player. NPT
advances normally when in nornmal play node (scale = 1), advances
at a faster rate when in fast-scan forward (high positive scale
rati o), decrenments when in scan reverse (negative scale ratio) and
is fixed in pause node. NPT is (logically) equivalent to SMPTE

ti me codes.

Exanpl es:
npt =123. 45- 125

npt =12: 05: 35. 3-
npt =now-
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The syntax is based on | SO 8601 [| SO 8601.2000] and expresses the
tinme el apsed since presentation start, with two different notations
al | owed:

o The npt-hhmss notation uses an | SO 8601 extended conpl ete
representation of the tinme of the day format (Section 5.3.1.1 of
[1SO 8601.2000] ) using colons (":") as separators between hours,
m nutes, and seconds (hh:mmss). The hour counter is not linited
to 0-24 hours; up to nineteen (19) hour digits are all owed.

* In accordance with the requirements of the |1SO 8601 tine
format, the hours, mnutes, and seconds MJUST all be present,
with two digits used for mnutes and for seconds and with at
| east two digits for hours. An NPT of 7 minutes and 0 seconds
is represented as "00:07:00", and an NPT of 392 hours, O
m nutes, and 6 seconds is represented as "392: 00: 06"

* RTSP 1.0 allowed NPT in the npt-hhnmss notation w thout any
| eadi ng zeros to ensure that inplenentations don't fail; for
backward conpatibility, all RTSP 2.0 inplenentations are
REQUI RED t o support receiving NPT val ues, hours, minutes, or
seconds, wi thout |eading zeros.

0 The npt-sec notation expresses the tine in seconds, using between
one and nineteen (19) digits.

Both notations allow decimal fractions of seconds as specified in
Section 5.3.1.3 of [I1SO 8601.2000], using at nost nine digits, and
allowing only "." (full stop) as the deci mal separator

The npt-sec notation is optinized for autonmatic generation; the npt-
hhnmss notation is optinized for consunption by human readers. The
"now' constant allows clients to request to receive the live feed
rather than the stored or tine-delayed version. This is needed since
neither absolute tinme nor zero tine are appropriate for this case.

4.4.3. Absolute Tinme

Absolute tine is expressed using a tinestanp based on | SO 8601

[1SO 8601.2000]. The date is a conplete representation of the

cal endar date in basic format (YYYYMVDD) without separators (per
Section 5.2.1.1 of [I1SO 8601.2000]). The tine of day is provided in
the conplete representation basic format (hhmss) as specified in
Section 5.3.1.1 of [I1SO 8601.2000], allow ng decinmal fractions of

seconds following Section 5.3.1.3 requiring "." (full stop) as
deci mal separator and limting the nunber of digits to no nore than
nine. The time expressed MJST use UTC (GMI), i.e., no tine zone

of fsets are allowed. The full date and tine specification is the
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eight-digit date followed by a "T" followed by the six-digit tine
val ue, optionally followed by a full stop followed by one to nine
fractions of a second and ended by "Z", e.g., YYYYMMDDThhnmss. ssZ.

The reasons for this tinme format rather than using "Date and Ti ne
on the Internet: Tinestanps" [RFC3339] are historic. W continue
to use the fornmat specified in RTSP 1.0. The notivations raised
in RFC 3339 apply to why a selection from| SO 8601 was nade;
however, a different and even nore restrictive selection was
applied in this case.

Bel ow are three exanples of nedia tine formats, first, a request for
a clock format range request for a starting tine of Novenber 8, 1996
at 14 h 37 min and 20 1/4 seconds UTC playing for 10 min and 5
seconds, followed by a Medi a-Properties header’s "Tinme-Linited" UTC
property for the 24th of Decenmber 2014 at 15 hours and 00 mi nutes,
and finally a Term nate-Reason header "time" property for the 18th of
June 2013 at 16 hours, 12 minutes, and 56 seconds:

cl 0ck=19961108T143720. 25Z- 19961108T144725. 25Z
Ti me- Li m t ed=20141224T1500Z
ti me=20130618T161256Z

4.5, Feature Tags

Feature tags are unique identifiers used to designate features in
RTSP. These tags are used in Require (Section 18.43), Proxy-Require
(Section 18.37), Proxy-Supported (Section 18.38), Supported

(Section 18.51), and Unsupported (Section 18.55) header fields.

A feature tag definition MJST indicate which conbi nation of clients,
servers, or proxies to which it applies.

The creator of a new RTSP feature tag should either prefix the
feature tag with a reverse donmain nane (e.g.

"com exanpl e. nynewf eature" is an apt nanme for a feature whose

i nventor can be reached at "exanple.con') or register the new feature
tag with the Internet Assigned Nunmbers Authority (IANA). (See
Section 22, "I ANA Considerations".)

The usage of feature tags is further described in Section 11, which
deals with capability handling.
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4.6. Message Body Tags

Message body tags are opaque strings that are used to compare two
nmessage bodies fromthe same resource, for exanple, in caches or to
optimze setup after a redirect. Message body tags can be carried in
the Mrag header (see Section 18.31) or in SDP (see Appendix D.1.9).
Mrag is simlar to ETag in HITP/ 1.1 (see Section 3.11 of [RFC2068]).

A nmessage body tag MJST be uni que across all versions of all nessage
bodi es associated with a particular resource. A given nmessage body
tag val ue MAY be used for nessage bodi es obtained by requests on
different URIs. The use of the sane nessage body tag value in
conjunction with nessage bodi es obtained by requests on different
URI' s does not inply the equival ence of those nessage bodi es.

Message body tags are used in RTSP to nmake sone net hods conditional
The met hods are made conditional through the inclusion of headers;
see Section 18.24 and Section 18.26 for information on the If-Mtch
and | f-None-Match headers, respectively. Note that RTSP nessage body
tags apply to the conplete presentation, i.e., both the presentation
description and the individual media streans. Thus, nmessage body
tags can be used to verify at setup time after a redirect that the
same session description applies to the nedia at the new | ocation
using the If-Match header

4.7. Media Properties

When an RTSP server handles nedia, it is inportant to consider the
different properties a nmedia instance for delivery and playback can
have. This specification considers the nmedia properties |isted bel ow
inits protocol operations. They are derived fromthe differences
bet ween a nunber of supported usages.

On-demand: Media that has a fixed (given) duration that doesn’t
change during the lifetime of the RTSP session and is known at the
tinme of the creation of the session. It is expected that the
content of the media will not change, even if the representation,
such as encoding, or quality, nay change. Generally, one can
seek, i.e., request any range, wthin the nedia.

Dynam ¢ On-denand: This is a variation of the on-denmand case where
external nethods are used to mani pul ate the actual content of the
medi a setup for the RTSP session. The nain exanple is content
defined by a playlist.
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Live: Live nedia represents a progressing content stream (such as

broadcast TV) where the duration nay or may not be known. It is
not seekable, only the content presently being delivered can be
accessed.

Live with Recording: A live streamthat is conbined with a server-
side capability to store and retain the content of the live
session and all ow for random access delivery within the part of
the already-recorded content. The actual behavior of the nedia
streamis very much dependent on the retention policy for the
medi a stream either the server will be able to capture the
conplete nedia streamor it will have a limtation in how nuch
will be retained. The nedia range will dynamically change as the
session progress. For servers with a limted anount of storage
avai l able for recording, there will typically be a sliding wi ndow
that nmoves forward while new data is nade avail abl e and ol der data
i s discarded

To cover the above usages, the follow ng nedia properties with
appropriate val ues are specified.

4.7.1. Random Access and Seeki ng

Random access is the ability to specify and get nedia delivered

starting fromany tinme (instant) within the content, an operation
call ed "seeking". The Media-Properties header will indicate the
general capability for a media resource to performrandom access.

Random Access: The nedia is seekable to any out of a |arge nunber of
points within the nedia. Due to nedia-encoding limtations, a
particul ar point may not be reachable, but seeking to a point
close by is enabled. A floating-point nunber of seconds nmay be
provided to express the worst-case di stance between random access
poi nt s.

Begi nning-Only: Seeking is only possible to the begi nning of the
content.

No- Seeki ng: Seeking is not possible at all
I f random access is possible, as indicated by the Medi a-Properties

header, the actual behavior policy when seeking can be controlled
usi ng the Seek-Style header (Section 18.47).
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4.7.2. Retention

The following retention policies are used by nedia to limt possible
pr ot ocol operations:

Unlimted: The nedia will not be renpved as |Iong as the RTSP session
is in existence.

Time-Linmited: The nedia will not be renoved before the given
wal I clock time. After that tinme, it may or may not be avail able
anynor e.

Tinme-Duration: The nedia (on fragnent or unit basis) will be
retained for the specified duration

4.7.3. Content Modifications

The nmedia content and its tineline can be of different types, e.g.
pre-produced content on denmand, a |ive source that is being generated
as time progresses, or sonething that is dynamically altered or
reconposed during playback. Therefore, a nmedia property for content
nmodi fications is needed and the following initial values are defined:

I mut able: The content of the nedia will not change, even if the
representation, such as encoding or quality changes.

Dynanmi c: The content can change due to external methods or triggers,

such as playlists, but this will be announced by explicit updates

Ti me-Progressing: As tine progresses, new content will becone
available. If the content is also retained, it will beconme |onger
as everything between the start point and the point currently
bei ng made avail abl e can be accessed. |If the nmedia server uses a
sl i di ng-wi ndow policy for retention, the start point will also

change as tine progresses.
4.7.4. Supported Scale Factors

A particular nmedia content itemoften supports only a linited set or
range of scal es when delivering the nedia. To enable the client to
know what val ues or ranges of scal e operations that the whol e content
or the current position supports, a nmedia properties attribute for
this is defined that contains a list with the values or ranges that
are supported. The attribute is nanmed "Scal es". The "Scal es"
attribute may be updated at any point in the content due to content
consi sting of spliced pieces or content being dynam cally updated by
out - of - band nechani sns.
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4.7.5. Mapping to the Attributes

This section shows exanpl es of how one would nap the above usages to
the properties and their val ues.

Exanpl e of On- Denand:
Random Access: Random Access=5.0, Content Modifications:
I mut abl e, Retention: Unlimted or Tine-Linted.

Exanpl e of Dynami ¢ On- Denand:
Random Access: Random Access=3.0, Content Modifications: Dynamc
Retention: Unlimited or Tine-Limnted.

Exanpl e of Live:
Random Access: No- Seeki ng, Content Modifications: Tine-
Progressing, Retention: Tine-Duration=0.0

Exanpl e of Live with Recording:
Random Access: Random Access=3.0, Content Mdifications: Tine-
Progressing, Retention: Tinme-Duration=7200.0

5. RTSP Message

RTSP is a text-based protocol that uses the | SO 10646 character set
in UTF-8 encodi ng per RFC 3629 [ RFC3629]. Lines MJST be term nated
by a CRLF.

Text-based protocols nmake it easier to add optional paraneters in
a self-describing manner. Since the nunber of paraneters and the
frequency of commands is |ow, processing efficiency is not a
concern. Text-based protocols, if used carefully, also allow easy
i mpl enent ati on of research prototypes in scripting |anguages such
as Python, PHP, Perl and TCL.

The 1 SO 10646 character set avoids character-set switching, but is
invisible to the application as long as US-ASCI| is being used. This
is also the encoding used for text fields in RTCP [ RFC3550].

A request contains a nethod, the object the nmethod is operating upon
and paraneters to further describe the method. Methods are

i dempot ent unl ess otherwi se noted. Methods are al so designed to
require little or no state nmi ntenance at the nedia server

Schul zrinne, et al. St andards Track [ Page 35]



RFC 7826 RTSP 2.0 Decenber 2016

5.1. Message Types

RTSP nessages are either requests fromclient to server or from
server to client, and responses in the reverse direction. Request
(Section 7) and response (Section 8) nessages use a format based on
the generic nessage format of RFC 5322 [ RFC5322] for transferring
bodi es (the payl oad of the nessage). Both types of nessages consi st
of a start-line, zero or nore header fields (al so known as
"headers"), an enpty line (i.e., aline with nothing preceding the
CRLF) indicating the end of the headers, and possibly the data of the
message body. The ABNF [ RFC5234] below is for illustration only; the
formal nessage specification is presented in Section 20.2.2.

generi c-nmessage = start-line
*(rtsp-header CRLF)
CRLF
[ nessage- body-data ]
start-line = Request-Line / Status-Line

In the interest of robustness, agents MJST ignore any enpty l|ine(s)
recei ved where a Request-Line or Status-Line is expected. In other
words, if the agent is reading the protocol stream at the begi nning
of a message and receives any nunber of CRLFs first, it MJST ignore
all of the CRLFs.

5.2. Message Headers

RTSP header fields (see Section 18) include general -header, request-
header, response-header, and nmessage body header fi el ds.

The order in which header fields with differing field nanes are
received is not significant. However, it is "good practice" to send
general - header fields first, followed by a request-header or
response- header field, and ending with the nessage body header
fields.

Multiple header fields with the sane fiel d-nanme MAY be present in a
message if and only if the entire field-value for that header field
is defined as a conma-separated list. It MJST be possible to conbine
the multiple header fields into one "field-nane: field-value" pair,

wi t hout changi ng the semantics of the nmessage, by appendi ng each
subsequent field-value to the first, each separated by a conma. The
order in which header fields with the sane field-name are received is
therefore significant to the interpretation of the conbined field

val ue; thus, a proxy MJST NOT change the order of these field-val ues
when a nmessage is forwarded
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Unknown nessage headers MJST be ignored (skipping over the header to
t he next protocol elenent, and not causing an error) by an RTSP
server or client. An RTSP proxy MJST forward unknown nessage
headers. Message headers defined outside of this specification that
are required to be interpreted by the RTSP agent will need to use
feature tags (Section 4.5) and include themin the appropriate
Require (Section 18.43) or Proxy-Require (Section 18.37) header

5.3. Message Body

The message body (if any) of an RTSP nessage is used to carry further
information for a particular resource associated with the request or
response. An exanple of a nessage body is an SDP nessage.

The presence of a nmessage body in either a request or a response MJST
be signaled by the inclusion of a Content-Length header (see

Section 18.17) and Content-Type header (see Section 18.19). A
message body MUST NOT be included in a request or response if the
specification of the particular nethod (see Method Definitions
(Section 13)) does not allow sending a nessage body. In case a
nmessage body is received in a nessage when not expected, the nessage
body data SHOULD be discarded. This is to allow future extensions to
define optional use of a nessage body.

5.4. Message Length

An RTSP nessage that does not contain any nessage body is term nated
by the first enpty line after the header fields (note: an enpty line
is aline with nothing preceding the CRLF.). In RTSP nessages that
contai n nessage bodies, the enpty line is followed by the nessage
body. The length of that body is deternined by the value of the
Content-Lengt h header (Section 18.17). The value in the header
represents the length of the nmessage body in octets. |If this header
field is not present, a value of zero is assuned, i.e., no nmessage
body present in the nessage. Unlike an HTTP nessage, an RTSP nessage
MUST contain a Content-Length header whenever it contains a nessage
body. Note that RTSP does not support the HTTP/ 1.1 "chunked"
transfer coding (see Section 4.1 of [RFC7230]).

G ven the noderate | ength of presentation descriptions returned,
the server should always be able to determne its length, even if

it is generated dynamically, making the chunked transfer encoding
unnecessary.

6. GCeneral - Header Fiel ds

Ceneral headers are headers that may be used in both requests and
responses. The general -headers are listed in Table 1

Schul zrinne, et al. St andards Track [ Page 37]



RFC 7826

Schul zri nne,

Accept - Ranges
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7. Request

A request nessage uses the format outlined bel ow regardl ess of the
direction of a request, whether client to server or server to client:

0 Request line, containing the nethod to be applied to the resource,
the identifier of the resource, and the protocol version in use;

0 Zero or nore Header lines, which can be of the follow ng types:
gener al - headers (Section 6), request-headers (Section 7.2), or
message body headers (Section 9.1);

0 One enpty line (CRLF) to indicate the end of the header section

o Optionally, a nessage body, consisting of one or nore lines. The

| ength of the message body in octets is indicated by the Content-
Lengt h message header
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7.1. Request Line

The request

nmet hod, on what
that are defined by this specification are listed in Table 2.

resources,

RTSP

DESCRI BE
GET_PARAMETER
OPTI ONS

PAUSE

PLAY
PLAY_NOTI FY
REDI RECT

SETUP

Tabl e 2: The

The syntax of the RTSP request lin

<Met hod> SP <Request-URl > SP <RTSP- Ver si on> CRLF

2.0

Secti
Sect i
Sect i
Secti
Sect i
Sect i
Secti
Sect i

Sect i

RTSP

e has

on

on

on

on

on

on

on

on

on

13.

13.

13.

13.

Met hods

the foll ow ng:

Decenber 2016

line provides the key infornmati on about the request: what
and using which RTSP version

The net hods

Note: This syntax cannot be freely changed in future versions of

RTSP. This line needs to remain parsabl e by ol der

i mpl ementations since it indicates the RTSP version of the nessage.

In contrast to HITP/ 1.1 [ RFC7230],

resource through an absol ute RTSP URI
port) (see Section 4.2)

RTSP

RTSP requests identify the

(i ncluding schene, host, and
rat her than just the absol ute path.

HTTP/ 1.1 requires servers to understand the absolute URI, but
clients are supposed to use the Host
purely needed for backward conpatibility with HTTP/ 1.0 servers, a
consi deration that does not apply to RTSP
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request - header.
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An asterisk "*" can be used instead of an absolute URl in the
Request-URI part to indicate that the request does not apply to a
particul ar resource but to the server or proxy itself, and is only
al | oned when the request nethod does not necessarily apply to a
resource.

For exanpl e:

OPTIONS * RTSP/ 2.0
An OPTIONS in this formw Il determ ne the capabilities of the server
or the proxy that first receives the request. |f the capability of
the specific server needs to be determ ned, without regard to the
capability of an intervening proxy, the server should be addressed
explicitly with an absolute URI that contains the server’s address.
For exanpl e:

OPTI ONS rtsp://exanple.com RTSP/ 2.0
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7.2. Request-Header Fields

The RTSP headers in Table 3 can be included in a request, as request-
headers, to nodify the specifics of the request.

Section 18.1
Accept -Credential s Section 18.2
Accept - Encodi ng Section 18.3
Accept - Language Section 18.4

Aut hori zati on Section 18.8

Bandwi dt h Section 18.9
Bl ocksi ze Section 18.10
From Section 18.23
| f-Match Section 18. 24

| f-Mdified-Since Section 18.25

| f - None- Mat ch Section 18. 26
Not i f y- Reason Section 18. 32
Proxy- Aut hori zati on Section 18. 36
Proxy- Require Section 18. 37
Referrer Section 18.41
Request - St at us Section 18. 42
Require Section 18. 43

Ter mi nat e- Reason

Tabl e 3: The RTSP Request - Headers

Det ai | ed header definitions are provided in Section 18.
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New request - headers may be defined. |If the receiver of the request
is required to understand the request-header, the request MJST

i nclude a corresponding feature tag in a Require or Proxy-Require
header to ensure the processing of the header.

8. Response

After receiving and interpreting a request nessage, the recipient
responds with an RTSP response nessage. Nornally, there is only one,
final, response. Responses using the response code class 1xx is the
only class for which there MAY be sent one or nore responses prior to
the final response nessage.

The valid response codes and the nethods they can be used with are
listed in Table 4.

8.1. Status-Line

The first line of a response nessage is the Status-Line, consisting
of the protocol version followed by a numeric status code and the
textual phrase associated with the status code, with each el enent
separated by SP characters. No CR or LF is allowed except in the
final CRLF sequence

<RTSP- Ver si on> SP <St at us- Code> SP <Reason Phrase> CRLF
8.1.1. Status Code and Reason Phrase

The Status-Code elenent is a 3-digit integer result code of the
attenpt to understand and satisfy the request. These codes are fully
defined in Section 17. The reason phrase is intended to give a short
textual description of the Status-Code. The Status-Code is intended
for use by autormata and the reason phrase is intended for the human
user. The client is not required to exam ne or display the reason
phr ase.

The first digit of the Status-Code defines the class of response.
The last two digits do not have any categorization role. There are
five values for the first digit:

1xx: Informational - Request received, continuing process

2xX: Success - The action was successfully received, understood, and
accepted

3rr: Redirection - Further action needs to be taken in order to

complete the request (3rr rather than 3xx is used as 304 is
excl uded; see Section 17.3)
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4xx: Cient Error - The request contains bad syntax or cannot be
fulfilled

5xx: Server Error - The server failed to fulfill an apparently valid
request

The individual values of the nuneric status codes defined for RTSP
2.0, and an exanple set of correspondi ng reason phrases, are
presented in Table 4. The reason phrases listed here are only
recommended; they may be replaced by | ocal equival ents w thout
affecting the protocol. Note that RTSP adopted nost HTTP/ 1.1

[ RFC2068] status codes and then added RTSP-specific status codes
starting at x50 to avoid conflicts with future HTTP status codes that
are desirable to inport into RTSP. All these codes are RTSP specific
and RTSP has its own registry separate from HTTP for status codes

RTSP status codes are extensible. RTSP applications are not required
to understand the nmeaning of all registered status codes, though such
understandi ng i s obviously desirable. However, applications MJST
understand the class of any status code, as indicated by the first
digit, and treat any unrecogni zed response as being equivalent to the
x00 status code of that class, with an exception for unknown 3xx
codes, which MJST be treated as a 302 (Found). The reason for that
exception is that the status code 300 (Miultiple Choices in HITP) is
not defined for RTSP. A response with an unrecogni zed status code
MUST NOT be cached. For exanple, if an unrecogni zed status code of
431 is received by the client, it can safely assune that there was
sonmet hing wong with its request and treat the response as if it had
recei ved a 400 status code. In such cases, user agents SHOULD
present to the user the nessage body returned with the response,
since that nessage body is likely to include hunman-readabl e
information that will explain the unusual status.

[ e o +
| Code | Reason | Met hod |
[ e oo e e e oo oo - +
| 100 | Continue | all |
| | | |
| 200 | XK | all |
| | | |
| 301 | Moved Pernmanently | all |
| | | |
| 302 | Found | all |
| | | |
| 303 | See O her | n/a |
| | | |
| 304 | Not Modified | all |
| | | |
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| 305 | Use Proxy | all |
I 400 I Bad Request I al | I
I 401 I Unaut hori zed I al | I
I 402 I Paynent Required I al | I
I 403 I For bi dden I al | I
I 404 I Not Found I al | I
I 405 I Met hod Not Al | owed I al | I
I 406 I Not Acceptable I al | I
I 407 I Proxy Authentication Required I al | I
I 408 I Request Ti nmeout I al | I
I 410 I Gone I al | I
I 412 I Precondition Fail ed I DESCRI BE, SETUP I
I 413 I Request Message Body Too Large I al | I
I 414 I Request - URI Too Long I al | I
I 415 I Unsupported Media Type I al | I
I 451 I Par anet er Not Under st ood I SET_PARAMETER, I
| | | GET_PARAMETER |
I 452 I reserved I n/ a I
I 453 I Not Enough Bandwi dt h I SETUP I
I 454 I Sessi on Not Found I al | I
I 455 I Met hod Not Valid in This State I al | I
I 456 I Header Field Not Valid for I al | I
| | Resource | |
I 457 I I nval i d Range I PLAY, PAUSE I
i 458 i Paraneter Is Read-Only i SET_PARAMETER i
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| 459 | Aggregate Operation Not Allowed | all
I 460 I Only Aggregate Operation I al
| | Al owed
I 461 I Unsupported Transport I al |
I 462 I Desti nati on Unreachabl e I al |
I 463 I Desti nati on Prohibited I SETUP
I 464 I Data Transport Not Ready Yet I PLAY
I 465 I Noti ficati on Reason Unknown I PLAY_NOTI FY
I 466 I Key Managenent Error I al |
I 470 I Connecti on Aut horization I al |
| | Required
I 471 I Connection Credentials Not I al |
| | Accepted
I 472 I Failure to Establish Secure I al |
| | Connection
I 500 I Internal Server Error I al |
I 501 I Not | npl ement ed I al |
I 502 I Bad Gat eway I al |
I 503 I Servi ce Unavail abl e I al
I 504 I Gat eway Ti meout I al
I 505 I RTSP Versi on Not Supported I al |
I 551 I Option Not Supported I al |
I 553 I Proxy Unavai l abl e I al |
Ho- oo oo e e e e e e e e emmeooo- o e oo

Tabl e 4: Status Codes and Their
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8.2. Response Headers

The response-headers allow the request recipient to pass additiona
i nformati on about the response that cannot be placed in the Status-
Line. This header gives information about the server and about
further access to the resource identified by the Request-URI. Al
headers currently classified as response-headers are listed in
Tabl e 5.

Aut hentication-Info

Connection-Credential s

Locati on Section 18.28
Mrag Section 18. 31
Publ i c Section 18. 39

Retry-After

I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
| Proxy-Authenticate | Section 18.34

I I I
I I I
I I I
I I I
I I I
| Unsupported | |
I I I
I I I

WAV Aut hent i cat e

Tabl e 5: The RTSP Response Headers

Response- header nanes can be extended reliably only in conbination
with a change in the protocol version. However, the usage of feature
tags in the request allows the responding party to learn the
capability of the receiver of the response. A new or experinental
header can be given the semantics of response-header if all parties
in the comunication recognize themto be a response-header

Unr ecogni zed headers in responses MJST be ignored.

9. Message Body
Some request and response nessages include a nmessage body, if not
otherwi se restricted by the request nmethod or response status code.

The message body consists of the content data itself (see also
Section 5.3).
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The SET_PARAMETER and GET_PARAMETER requests and responses, and the
DESCRI BE response as defined by this specification, can have a
nmessage body; the purpose of the nessage body is defined in each
case. All 4xx and 5xx responses MAY al so have a nmessage body to
carry additional response information. Cenerally, a nmessage body NAY
be attached to any RTSP 2.0 request or response, but the content of

t he message body MAY be ignored by the receiver. Extensions to this
speci fication can specify the purpose and content of nessage bodi es,
including requiring their inclusion

In this section, both sender and recipient refer to either the client
or the server, depending on who sends and who receives the nessage
body.

9.1. Message Body Header Fields
Message body header fields define neta-information about the content

data in the nessage body. The nessage body header fields are listed
in Table 6.

Cont ent - Base

Cont ent - Encodi ng Section 18.15
Cont ent - Language Section 18.16
Cont ent - Locat i on Section 18.18
Cont ent - Type

Expires

|
|
|
|
|
|
|
Cont ent - Lengt h | Section 18.17
|
|
|
|
|
|
|
|

Last - Modi fi ed

Tabl e 6: The RTSP Message Body Headers
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The extensi on- header nechani sm all ows additional nessage body header
fields to be defined wi thout changing the protocol, but these fields
cannot be assuned to be recogni zable by the recipient. Unrecognized
header fields MJST be ignored by the recipient and forwarded by

pr oxi es.

9.2. Message Body

An RTSP nessage with a nmessage body MJST incl ude the Content-Type and
Content - Lengt h headers. Wen a nmessage body is included with a
message, the data type of that content data is deternmined via the
Cont ent - Type and Cont ent - Encodi ng header fi el ds.

Cont ent - Type specifies the nedia type of the underlying data. There
is no default nmedia format and the actual format used in the body is
required to be explicitly stated in the Content-Type header. By
being explicit and always requiring the inclusion of the Content-Type
header with accurate information, one avoids the nany pitfalls in a
heuri stic-based interpretation of the body content. The user
experience of HTTP and email have suffered fromrelying on such
heuri sti cs.

Cont ent - Encodi ng may be used to indicate any additional content-
codings applied to the data, usually for the purpose of data
conpression, that are a property of the requested resource. The
default encoding is 'identity', i.e. no transformation of the nessage
body.

The Content-Length of a nessage is the length of the content,
neasured in octets.

9.3. Message Body Fornmat Negotiation

The content format of the nmessage body is provided using the Content-
Type header (Section 18.19). To enable the responder of a request to
determ ne which nedia type it should use, the requester may include
the Accept header (Section 18.1) in a request to identify supported
medi a types or nedia type ranges suitable to the response. |n case
the responder is not supporting any of the specified formats, then
the request response will be a 406 (Not Acceptable) error code.

The nedia types that may be used on requests with nessage bodi es need
to be determ ned through the use of feature tags, specification

requi renent, or trial and error. Trial and error works because when
t he responder does not support the nedia type of the nessage body, it
will respond with a 415 (Unsupported Media Type).
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10.

10.

The formats supported and their negotiation is done individually on a
per nethod and direction (request or response body) direction

Requi rements on supporting particular nedia types for use as nessage
bodi es in requests and response SHALL al so be specified on a per-

met hod and per-direction basis.

Connecti ons

RTSP nessages are transferred between RTSP agents and proxies using a
transport connection. This transport connection uses TCP or TCP/TLS.
This transport connection is referred to as the "connection"” or "RTSP
connection” within this docunent.

RTSP requests can be transmtted using the two different connection
scenarios |listed bel ow

0 persistent - a transport connection is used for several request/
response transactions;

0o transient - a transport connection is used for each single
request/response transaction

RFC 2326 attenpted to specify an optional nechanismfor transmtting
RTSP nessages i n connectionl ess node over a transport protocol such
as UDP. However, it was not specified in sufficient detail to allow
for interoperable inplementations. |In an attenpt to reduce

conpl exity and scope, and due to lack of interest, RTSP 2.0 does not
attenpt to define a nmechani smfor supporting RTSP over UDP or other
connectionl ess transport protocols. A side effect of this is that
RTSP requests MJST NOT be sent to nulticast groups since no
connection can be established with a specific receiver in nulticast
envi ronment s.

Certain RTSP headers, such as the CSeq header (Section 18.20), which
may appear to be relevant only to connectionless transport scenari os,
are still retained and MJUST be inplenented according to this
specification. |In the case of CSeq, it is quite useful for matching
responses to requests if the requests are pipelined (see Section 12).
It is also useful in proxies for keeping track of the different
requests when aggregating several client requests on a single TCP
connecti on.

1. Reliability and Acknow edgenents
Since RTSP nmessages are transmitted using reliable transport

protocol s, they MJUST NOT be retransmitted at the RTSP | evel
Instead, the inplenentation nmust rely on the underlying transport to
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10.

provide reliability. The RTSP inpl enentati on nmay use any indication
of reception acknow edgnent of the nessage fromthe underlying
transport protocols to optinize the RTSP behavi or

If both the underlying reliable transport, such as TCP, and the
RTSP application retransnit requests, each packet |oss or nessage
loss may result in two retransm ssions. The receiver typically
cannot take advantage of the application-layer retransm ssion
since the transport stack will not deliver the application-Iayer
retransm ssion before the first attenpt has reached the receiver.
If the packet |oss is caused by congestion, nultiple

retransm ssions at different layers will exacerbate the
congesti on.

Lack of acknow edgnent of an RTSP request should be handled within
the constraints of the connection tineout considerations described
bel ow (Section 10.4).

2. Using Connections

A TCP transport can be used for both persistent connections (for
several nessage exchanges) and transient connections (for a single
message exchange). Inplenentations of this specification MIJST
support RTSP over TCP. The schene of the RTSP URI (Section 4.2)
allows the client to specify the port it will contact the server on
and defines the default port to use if one is not explicitly given.

In addition to the registered default ports, i.e., 554 (rtsp) and 322
(rtsps), there is an alternative port 8554 registered. This port may
provi de sone benefits over non-registered ports if an RTSP server is
unable to use the default ports. The benefits may include
preconfigured security policies as well as classifiers in network
noni toring tools.

An RTSP client opening a TCP connection to access a particul ar
resource as identified by a URI uses the I P address and port derived
fromthe host and port parts of the URI. The IP address is either
the explicit address provided in the URI or any of the addresses
provi ded when perfornming A and AAAA record DNS | ookups of the
hostnanme in the URI

A server MJST handl e both persistent and transi ent connections.
Transi ent connections facilitate nechanisns for fault tol erance.

They also allow for application-layer nobility. A server-and-
client pair that supports transient connections can survive the
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| oss of a TCP connection; e.g., due to a NAT tinmeout. Wen the
client has discovered that the TCP connection has been lost, it
can set up a new one when there is need to comuni cate agai n.

A persistent connection is RECOWENDED to be used for al
transacti ons between the server and client, including nessages for
mul ti ple RTSP sessions. However, a persistent connection MAY be
closed after a few nessage exchanges. For exanple, a client may use
a persistent connection for the initial SETUP and PLAY nessage
exchanges in a session and then close the connection. Later, when
the client wishes to send a new request, such as a PAUSE for the
session, a new connection would be opened. This connection nmay be
either transient or persistent.

An RTSP agent MAY use one connection to handle nmultiple RTSP sessions
on the sane server. The RTSP agent SHALL NOT use nore than one
connection per RTSP session at any given point.

Havi ng only one connection in use at any tinme avoi ds confusion
regardi ng on which connection any server-to-client requests shal
be sent. Using a single connection for multiple RTSP sessions

al so saves conplexity by enabling the server to naintain |ess
state about its connection resources on the server. Not using
nore than one connection at a tine for a particular RTSP session
avoi ds wasting connection resources and allows the server to track
only the nost recently used client-to-server connection for each
RTSP session as being the currently valid server-to-client
connecti on.

RTSP allows a server to send requests to a client. However, this can
be supported only if a client establishes a persistent connection
with the server. |n cases where a persistent connection does not
exi st between a server and its client, due to the lack of a signaling
channel , the server may be forced to silently discard RTSP nessages,
and it may even drop an RTSP session w thout notifying the client.

An exanpl e of such a case is when the server desires to send a

REDI RECT request for an RTSP session to the client but is not able to
do so because it cannot reach the client. A server that attenpts to
send a request to a client that has no connection currently to the
server SHALL di scard the request.

W thout a persistent connection between the client and the server
the nmedi a server has no reliable way of reaching the client.
Because of the likely failure of server-to-client established
connections, the server will not even attenpt establishing any
connecti on.
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Queui ng of server-to-client requests has been consi dered.

However, a security issue exists as to how it mght be possible to
authorize a client establishing a new connection as being a
legitimate receiver of a request related to a particular RTSP
session, without the client first issuing requests related to the
pendi ng request. Thus, it would be likely to nake any such
requests even nore del ayed and | ess usef ul

The sending of client and server requests can be asynchronous events.
To avoi d deadl ock situations, both client and server MJUST be able to
send and receive requests simultaneously. As an RTSP response may be
queued up for transm ssion, reception or processing behind the peer
RTSP agent’s own requests, all RTSP agents are required to have a
certain capability of handling outstandi ng nessages. A potentia

i ssue is that outstanding requests may tine out despite being
processed by the peer; this can be due to the response bei ng caught
in the queue behind a nunmber of requests that the RTSP agent is
processing but that take sone tine to conplete. To avoid this
problem an RTSP agent should buffer incom ng nessages locally so
that any response nessages can be processed i mredi ately upon
reception. |If responses are separated fromrequests and directly
forwarded for processing, not only can the result be used

i medi ately, the state associated with that outstanding request can
al so be rel eased. However, buffering a nunber of requests on the
recei ving RTSP agent consunes resources and enabl es a resource
exhaustion attack on the agent. Therefore, this buffer should be
limted so that an unreasonabl e nunber of requests or total nessage
size is not allowed to consunme the receiving agent’s resources. In
nmost APlIs, having the receiving agent stop reading fromthe TCP
socket will result in TCP s wi ndow being clanped, thus forcing the
buffering onto the sending agent when the load is larger than
expected. However, as both RTSP nessage sizes and frequency may be
changed in the future by protocol extensions, an agent should be
careful about taking harsher measurenments against a potential attack
When under attack, an RTSP agent can cl ose TCP connections and

rel ease state associated with that TCP connection

To provi de sonme gui dance on what is reasonable, the follow ng
guidelines are given. It is RECOMVENDED t hat:

o an RTSP agent should not have nore than 10 outstandi ng requests
per RTSP session;

0 an RTSP agent should not have nore than 10 outstandi ng requests

that are not related to an RTSP session or that are requesting to
create an RTSP session.
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In light of the above, it is RECOWENDED that clients use persistent
connecti ons whenever possible. A client that supports persistent
connections MAY "pipeline" its requests (see Section 12).

RTSP agents can send requests to nmultiple different destinations,
either server or client contexts over the sane connection to a proxy.
Then, the proxy forks the nessage to the different destinations over
proxy-to-agent connections. |n these cases when nultiple requests
are outstandi ng, the requesting agent MJUST be ready to receive the
responses out of order conpared to the order they where sent on the
connection. The order between multiple nessages for each destination
wi || be naintai ned; however, the order between response from

di fferent destinations can be different.

The reason for this is to avoid a head-of-1ine blocking situation
In a sequence of requests, an early outstanding request may take
time to be processed at one destination. Simultaneously, a
response fromany other destination that was later in the sequence
of requests nay have arrived at the proxy; thus, allow ng out-of-
order responses avoids forcing the proxy to buffer this response
and instead deliver it as soon as possible. Note, this will not
affect the order in which the nessages sent to each separate
destination were processed at the request destination

This scenario can occur in two cases involving proxies. The first is
a client issuing requests for sessions on different servers using a
comon client-to-proxy connection. The second is for server-to-

client requests, |ike REDI RECT being sent by the server over a comon
transport connection the proxy created for its different connecting
clients.

10.3. d osing Connections

The client MAY cl ose a connection at any point when no outstandi ng
request/response transacti ons exist for any RTSP session being
managed t hrough the connection. The server, however, SHOULD NOT
close a connection until all RTSP sessions bei ng nanaged through the
connection have been tinmed out (Section 18.49). A server SHOULD NOT
cl ose a connection inmedi ately after responding to a session-|eve
TEARDOWN request for the | ast RTSP session being controlled through
the connection. Instead, the server should wait for a reasonable
anmount of tine for the client to receive and act upon the TEARDOMW
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response and then initiate the connection closing. The server SHOULD
wait at |least 10 seconds after sending the TEARDOM response before
cl osi ng the connection

This is to ensure that the client has tine to issue a SETUP for a
new sessi on on the existing connection after having torn the | ast

one down. Ten seconds should give the client anple opportunity to
get its nessage to the server.

A server SHOULD NOT cl ose the connection directly as a result of
responding to a request with an error code.

Certain error responses such as 460 (Only Aggregate Qperation

Al'l oned) (Section 17.4.24) are used for negotiating capabilities
of a server with respect to content or other factors. |In such
cases, it is inefficient for the server to cl ose a connection on
an error response. Also, such behavior would prevent

i npl enent ati on of advanced or special types of requests or result
in extra overhead for the client when testing for new features.

On the other hand, keeping connections open after sending an error
response poses a Denial -of - Service (DoS) security risk

(Section 21).

The server MAY close a connection if it receives an inconplete
message and if the nessage is not conpleted within a reasonable
amount of time. It is RECOMMENDED that the server wait at |east 10
seconds for the conpletion of a message or for the next part of the
message to arrive (which is an indication that the transport and the
client are still alive). Servers believing they are under attack or
that are otherwi se starved for resources during that event MAY

consi der using a shorter tineout.

If a server closes a connection while the client is attenpting to
send a new request, the client will have to close its current
connection, establish a new connection, and send its request over the
new connecti on

An RTSP nessage SHOULD NOT be termi nated by closing the connection
Such a nessage MAY be considered to be inconplete by the receiver and
di scarded. An RTSP nessage is properly term nated as defined in
Section 5.
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10. 4. Timing Qut Connections and RTSP Messages

Recei vers of a request (responders) SHOULD respond to requests in a
timely manner even when a reliable transport such as TCP i s used.
Simlarly, the sender of a request (requester) SHOULD wait for a
sufficient tine for a response before concludi ng that the responder
will not be acting upon its request.

A responder SHOULD respond to all requests within 5 seconds. |f the
responder recogni zes that the processing of a request will take

| onger than 5 seconds, it SHOULD send a 100 (Continue) response as
soon as possible. It SHOULD continue sending a 100 response every 5
seconds thereafter until it is ready to send the final response to
the requester. After sending a 100 response, the responder MJST send
a final response indicating the success or failure of the request.

A requester SHOULD wait at |east 10 seconds for a response before
concl udi ng that the responder will not be responding to its request.
After receiving a 100 response, the requester SHOULD continue waiting
for further responses. |If nore than 10 seconds el apse wi t hout
receiving any response, the requester MAY assune that the responder

i s unresponsive and abort the connection by closing the TCP
connecti on.

In sone cases, multiple RTSP sessions share the sane transport
connection; abandoni ng a request and closing the connection may have
significant inmpact on those other sessions. First of all, other RTSP
requests may have beconme queued up due to the request taking a |ong
time to process. Secondly, those sessions also |ose the possibility
to receive server-to-client requests. To nitigate that situation
the RTSP client or server SHOULD establish a new connection and send
any requests that are queued up or that haven't received a response
on this new connection. Thirdly, to ensure that the RTSP server
knows whi ch connection is valid for a particular RTSP session, the
RTSP agent SHOULD send a keep-alive request, if no other request wll
be sent imediately for that RTSP session, for each RTSP session on
the old connection. The keep-alive request will normally be a
SET_PARAMETER with a session header to informthe server that this
agent cares about this RTSP session.

A requester SHOULD wait |onger than 10 seconds for a response if it

i s experiencing significant transport delays on its connection to the
responder. The requester is capable of deternining the Round-Trip
Time (RTT) of the request/response cycle using the Tinestanp header
(Section 18.53) in any RTSP request.
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10.

The 10-second wait was chosen for the follow ng reasons. It gives
TCP time to performa couple of retransnissions, even if operating
on default values. It is short enough that users may not abandon

the process thensel ves. However, it should be noted that 10
seconds can be aggressive on certain types of networks. The
5-second val ue for 1xx nessages is half the tinmeout giving a
reasonabl e chance of successful delivery before tinmeout happens on
t he requester side.

5.  Showi ng Liveness

RTSP requires the client to periodically showits |iveness to the
server or the server nay term nate any session state. Severa

di fferent protocol nechanisminclude in their usage a |iveness proof
fromthe client. These nechanisns are RTSP requests with a Session
header to the server; if RTP & RTCP is used for nedia data transport
and the transport is established, the RTCP nessage proves |iveness;
or through any other used nedi a-transport protocol capable of

i ndicating liveness of the RTSP client. It is RECOWENDED that a
client not wait to the | ast second of the tinmeout before trying to
send a |liveness nmessage. The RTSP nessage nay take sone tine to
arrive safely at the receiver, due to packet |oss and TCP

retransm ssions. To show |iveness between RTSP requests being issued
to acconplish other things, the followi ng nechanisns can be used, in
descendi ng order of preference:

RTCP: If RTP is used for nedia transport, RTCP SHOULD be used. |If
RTCP is used to report transport statistics, it wll
necessarily also function as a keep-alive. The server can
determne the client by network address and port together with
the fact that the client is reporting on the server’'s RTP
sender sources (synchronization source (SSRCs)). A downside of
using RTCP is that it only gives statistical guarantees of
reaching the server. However, the probability of a fal se
client tineout is so lowthat it can be ignored in nost cases.
For exanple, assune a session with a 60-second tineout and
enough bitrate assigned to RTCP nessages to send a nessage from
client to server on average every 5 seconds. That client has,
for a network with 5% packet |oss, a probability of failing to
confirmliveness within the tineout interval for that session
of 2.4*E-16. Sessions with shorter tinmeouts, mnuch higher
packet |oss, or small RTCP bandw dt hs SHOULD al so i npl enent one
or nore of the mechani sms bel ow
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10.

10.

SET_PARAMETER: When using SET_PARAMETER for keep-alives, a body
SHOULD NOT be included. This nethod is the RECOMWENDED RTSP
nmet hod to use for a request intended only to perform keep-
alives. RTSP servers MJST support the SET_PARAMETER net hod, so
that clients can always use this nmechani sm

CET_PARAMETER:  When using GET_PARAMETER for keep-alives, a body
SHOULD NOT be incl uded, dependent on inplenentation support in
the server. Use the OPTIONS nethod to determine if there is
nmet hod support or sinply try.

OPTIONS: This nmethod is al so usable, but it causes the server to
perform nore unnecessary processing and results in bigger
responses than necessary for the task. The reason is that the
server needs to determine the capabilities associated with the
medi a resource to correctly populate the Public and All ow
headers.

The tineout paraneter of the Session header (Section 18.49) MAY be

i ncluded in a SETUP response and MJUST NOT be included in requests.
The server uses it to indicate to the client how |l ong the server is
prepared to wait between RTSP commands or other signs of life before
closing the session due to |lack of activity (see Appendix B). The
timeout is nmeasured in seconds, with a default of 60 seconds. The

I ength of the session tinmeout MJUST NOT be changed in an established
sessi on.

6. Use of | Pv6

Explicit 1 Pv6 [ RFC2460] support was not present in RTSP 1.0. RTSP
2.0 has been updated for explicit |Pv6 support. |nplenmentations of
RTSP 2.0 MUST understand literal |1Pv6 addresses in URIs and RTSP
headers. Although the general URI format envisages potential future
new versions of the literal |IP address, usage of any such new version
woul d require other nodifications to the RTSP specification (e.g.
address fields in the Transport header (Section 18.54)).

7. Overload Control

Overload in RTSP can occur when servers and proxies have insufficient
resources to conplete the processing of a request. An inproper
handl i ng of such an overload situation at proxies and servers can

i mpact the operation of the RTSP depl oynent, and probably worsen the
situation. RTSP defines the 503 (Service Unavail abl e) response
(Section 17.5.4) to let servers and proxies notify requesting proxies
and RTSP clients about an overload situation. |In conjunction wth
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the Retry-After header (Section 18.44), the server or proxy can
indicate the tine after which the requesting entity can send anot her
request to the proxy or server.

There are two scopes of such 503 answers. The first scope is for an
est abl i shed RTSP session, where the request resulting in the 503
response as well as the response itself carries a Session header
identifying the session that is suffering overload. This response
only applies to this particular session. The other scope is the
general RTSP server as identified by the host in the Request-UR

Such a 503 answer with any Retry-After header applies to all requests
that are not session specific to that server, including a SETUP
request intended to create a new RTSP session

Anot her scope for overload situations exists: the RTSP proxy. To
enabl e an RTSP proxy to signal that it is overloaded, or otherw se
unavai l abl e and unabl e to handl e the request, a 553 response code has
been defined with the nmeaning "Proxy Unavailable". As with servers,
there is a separation in response scopes between requests associ ated
with existing RTSP sessions and requests to create new sessions or
general proxy requests.

Simply inplenenting and using the 503 (Service Unavail abl e) and 553
(Proxy Unavail abl e) response codes is not sufficient for properly
handl i ng overl oad situations. For instance, a sinplistic approach
woul d be to send the 503 response with a Retry-After header set to a
fixed value. However, this can cause a situation in which nmultiple
RTSP clients again send requests to a proxy or server at roughly the
same tinme, which nmay again cause an overload situation. Another
situation would be if the "ol d" overload situation is not yet
resolved, i.e., the length indicated in the Retry-After header was
too short for the overload situation to subside.

An RTSP server or proxy in an overload situation nmust select the

val ue of the Retry-After header carefully, bearing in mnd its
current load situation. It is REQJURED to increase the tinmeout
period in proportion to the current |oad on the server, i.e., an

i ncreasi ng workload should result in an increased |length of the

i ndi cated unavailability. It is REQU RED not to send the same val ue
in the Retry-After header to all requesting proxies and clients, but
to add a variation to the mean value of the Retry-After header

A nore conpl ex case nmay arise when a | oad-bal ancing RTSP proxy is in
use. This is the case when an RTSP proxy is used to sel ect anongst a
set of RTSP servers to handle the requests or when nultiple server
addresses are available for a given server nanme. The proxy or client
may receive a 503 (Service Unavail able) or 553 (Proxy Unavail abl e)
response code fromone of its RTSP servers or proxies, or a TCP
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timeout (if the server is even unable to handle the request nessage).
The proxy or client sinply retries the other addresses or configured
proxies, but it may also receive a 503 (Service Unavail able) or 553
(Proxy Unavail abl e) response or TCP tineouts fromthose addresses.

In such a situation, where none of the RTSP servers/proxies/addresses
can handl e the request, the RTSP agent has to wait before it can send
any new requests to the RTSP server. Any additional request to a
specific address MUST be del ayed according to the Retry-After headers
received. For addresses where no response was received or TCP

ti meout occurred, an initial wait timer SHOULD be set to 5 seconds.
That timer MJST be doubled for each additional failure to connect or
recei ve response until the value exceeds 30 ninutes when the tinmer’'s
mean val ue nmay be set to 30 nminutes. It is REQURED not to set the
same value in the timer for each scheduling, but instead to add a
variation to the nmean value, resulting in picking a random val ue
within the range of 0.5 to 1.5 times the nean val ue.

11. Capability Handling

This section describes the avail abl e capability-handling nmechani sm
that allows RTSP to be extended. Extensions to this version of the
protocol are basically done in two ways. Firstly, new headers can be
added. Secondly, new nethods can be added. The capability-handling
mechani smis designed to handl e both cases.

When a nethod is added, the involved parties can use the OPTIONS

nmet hod to di scover whether it is supported. This is done by issuing
an OPTIONS request to the other party. Depending on the URI, it wll
either apply in regard to a certain nedia resource, the whole server
in general, or sinply the next hop. The OPTIONS response MJST
contain a Public header that declares all nethods supported for the

i ndi cated resource.

It is not necessary to use OPTIONS to discover support of a nethod,
as the client could sinply try the nethod. |If the receiver of the
request does not support the method, it will respond with an error
code indicating the method is either not inplenmented (501) or does
not apply for the resource (405). The choice between the two
di scovery net hods depends on the requirenents of the service.

Feature tags are defined to handle functionality additions that are
not new nmet hods. Each feature tag represents a certain block of
functionality. The anount of functionality that a feature tag
represents can vary significantly. For exanple, a feature tag can
represent the functionality a single RTSP header provides. Another
feature tag can represent much nore functionality, such as the
"play. basic" feature tag (Section 11.1), which represents the mninm
medi a delivery for playback inplenentation.
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Feature tags are used to deternine whether the client, server, or
proxy supports the functionality that is necessary to achieve the
desired service. To deternine support of a feature tag, severa
di fferent headers can be used, each expl ai ned bel ow

Supported: This header is used to determ ne the conplete set of
functionality that both client and server have, in general, and
is not dependent on a specific resource. The intended usage is
to determine before one needs to use a functionality that it is
supported. 1t can be used in any nethod, but OPTIONS is the
nost suitable as it sinultaneously determnes all methods that
are inplenented. Wen sending a request, the requester
declares all its capabilities by including all supported
feature tags. This results in the receiver |earning the
requester’s feature support. The receiver then includes its
set of features in the response.

Proxy- Supported: This header is used in a sinlar fashion as the
Supported header, but instead of giving the supported
functionality of the client or server, it provides both the
requester and the responder a view of the conmon functionality
supported in general by all menbers of the proxy chain between
the client and server; it does not depend on the resource.
Proxies are required to add this header whenever the Supported
header is present, but proxies nay also add it independently of
t he requester.

Require: This header can be included in any request where the
endpoint, i.e., the client or server, is required to understand
the feature to correctly performthe request. This can, for
exanpl e, be a SETUP request, where the server is required to
understand a certain paraneter to be able to set up the nedia
delivery correctly. Ignoring this parameter woul d not have the
desired effect and is not acceptable. Therefore, the endpoint
receiving a request containing a Require MJST negatively
acknow edge any feature that it does not understand and not
performthe request. The response in cases where features are
not supported is 551 (Option Not Supported). Al so, the
features that are not supported are given in the Unsupported
header in the response.

Proxy- Require: This header has the sane purpose and behavi or as
Require except that it only applies to proxies and not the
endpoi nt. Features that need to be supported by both proxies
and endpoints need to be included in both the Require and
Pr oxy- Requi r e header.
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12.

Unsupported: This header is used in a 551 (Option Not Supported)
error response, to indicate which features were not supported.
Such a response is only the result of the usage of the Require
or Proxy-Require headers where one or nore features were not
supported. This information allows the requester to make the
best of situations as it knows which features are not
support ed.

1. Feature Tag: play.basic

An inmpl enentation supporting all normative parts of this
specification for the setup and control of playback of nedia uses the
feature tag "play.basic" to indicate this support. The appendices
(starting with letters) are not part of the functionality included in
the feature tag unless the appendix is explicitly specified in a nmain
section as being a required appendi x.

Note: This feature tag does not nmandate any nedia delivery
protocol, such as RTP.

In RTSP 1.0, there was a mininmal inplenentation section. However,
that was not consistent with the rest of the specification. So,
rat her than making an attenpt to explicitly enunmerate the features
for play.basic, this specification has to be taken as a whol e and
the necessary features normatively defined as being required are

i ncl uded.

Pi pel i ni ng Support

Pipelining is a general nethod to inprove perfornmance of request/
response protocols by allow ng the requesting agent to have nore than
one request outstanding and to send them over the same persistent
connection. For RTSP, where the relative order of requests wll
matter, it is inportant to nmaintain the order of the requests.
Because of this, the respondi ng agent MJST process the incomn ng
requests in their sending order. The sending order can be determ ned
by the CSeq header and its sequence nunber. For TCP, the delivery
order will be the same, between two agents, as the sending order

The processing of the request MJST al so have been finished before
processing the next request fromthe sanme agent. The responses MJST
be sent in the order the requests were processed.

RTSP 2.0 has extended support for pipelining beyond the capabilities
in RTSP 1.0. As a nmmjor inprovenent, all requests involved in
setting up and initiating nedia delivery can now be pipelined,

i ndi cated by the Pipelined-Request header (see Section 18.33). This
header allows a client to request that two or nore requests be
processed in the sane RTSP session context that the first request
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creates. In other words, a client can request that two or nore nedia
streans be set up and then played w thout needing to wait for a
single response. This speeds up the initial start-up tine for an
RTSP session by at | east one RITT.

If a pipelined request builds on the successful conpletion of one or
nore prior requests, the requester nmust verify that all requests were
executed as expected. A comon exanple will be two SETUP requests
and a PLAY request. In case one of the SETUP requests fails
unexpectedly, the PLAY request can still be successfully executed.
However, the resulting presentation will not be as expected by the
requesting client, as only a single nedia instead of two will be
played. In this case, the client can send a PAUSE request, correct
the failing SETUP request, and then request it be played.

13. Met hod Definitions

The nmet hod indicates what is to be perforned on the resource
identified by the Request-URI. The nethod nane is case sensitive.
New net hods may be defined in the future. Method nanes MJST NOT
start with a $ character (decimal 36) and MJST be a token as defined
by the ABNF [ RFC5234] in Section 20. The methods are summari zed in
Table 7.
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S R R R S S +
| method | direction | object | Server req. | Cient req.
o S —_ R R o o +
| DESCRI BE | C€C->S | PS | recomrended | recomended

I GET_PARAMETER I CcC->5S I P, S I opti onal I opti onal

I I S->C I P, S I optional I optional

I OPTI ONS I CcC->5S I P, S I required I required

I I S->C I P, S I opti onal I opti onal

I PAUSE I CcC->5S I P, S I required I required

I PLAY I CcC->5S I P, S I required I required

I PLAY_NOTI FY I S->C I P, S I required I required

I REDI RECT I S->C I P, S I opti onal I required

I SETUP I CcC->5S I S I required I required

I SET_PARAMETER I CcC->5S I P, S I required I opti onal I
I I S->C I P, S I optional I optional

I TEARDOWN I CcC->5S I P, S I required I required

I I S->C I P I required I required
o R R R S S +

Table 7: Overview of RTSP Met hods

Note on Table 7: This table covers RTSP net hods, their direction
and on what objects (P: presentation, S: strean) they operate.
Further, it indicates whether a server or a client inplenentation
is required (nmandatory), reconmmended, or optional

Further note on Table 7: the GET_PARAMETER is optional. For
exanple, a fully functional server can be built to deliver nedia
wi t hout any paraneters. However, SET PARAVETER is required, i.e.
mandatory to inplenent for the server; this is due to its usage
for keep-alive. PAUSE is required because it is the only way of
| eaving the Play state without terminating the whole session
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If an RTSP agent does not support a particular nethod, it MJST return
a 501 (Not I nplenmented) response code and the requesting RTSP agent,
in turn, SHOULD NOT try this method again for the given agent/
resource conbi nation. An RTSP proxy whose main function is to |log or
audit and not nodify transport or nedia handling in any way NAY
forward RTSP nessages wi th unknown nethods. Note that the proxy
still needs to performthe mninmal required processing, |ike adding
the Via header.

1. OPTIONS

The semantics of the RTSP OPTIONS nmethod is simlar to that of the
HTTP OPTI ONS net hod described in Section 4.3.7 of [RFC7231].

However, in RTSP, OPTIONS is bidirectional in that a client can send
the request to a server and vice versa. A client MJST inplenment the
capability to send an OPTIONS request and a server or a proxy MJST

i npl ement the capability to respond to an OPTIONS request. In
addition to this "MJST-inplenment” functionality, clients, servers and
proxi es MAY provi de support both for sending OPTIONS requests and for
generating responses to the requests.

An OPTI ONS request nmay be issued at any tinme. Such a request does
not nodify the session state. However, it may prolong the session
|ifespan (see below). The URI in an OPTIONS request determ nes the
scope of the request and the correspondi ng response. |f the Request-
URI refers to a specific nmedia resource on a given host, the scope is
limted to the set of methods supported for that nedia resource by
the indicated RTSP agent. A Request-URI with only the host address
limts the scope to the specified RTSP agent’s general capabilities
wi thout regard to any specific nedia. |If the Request-URl is an
asterisk ("*"), the scope is linmted to the general capabilities of
the next hop (i.e., the RTSP agent in direct comunication with the
request sender).

Regardl ess of the scope of the request, the Public header MJST al ways
be included in the OPTIONS response, listing the nethods that are
supported by the responding RTSP agent. 1In addition, if the scope of
the request is linmted to a media resource, the Al ow header MJST be
included in the response to enunerate the set of nethods that are

all owed for that resource unless the set of methods conpletely

mat ches the set in the Public header. |If the given resource is not
avai | abl e, the RTSP agent SHOULD return an appropriate response code,
such as 3rr or 4xx. The Supported header MAY be included in the
request to query the set of features that are supported by the
respondi ng RTSP agent .
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The OPTI ONS net hod can be used to keep an RTSP session alive.
However, this is not the preferred way of session keep-alive
signaling; see Section 18.49. An OPTIONS request intended for
keepi ng alive an RTSP session MJIST include the Session header with
the associ ated session identifier. Such a request SHOULD al so use
the nmedia or the aggregated control URI as the Request-UR

Exanpl e:

C->S: OPTIONS rtsp://server. exanpl e.com RTSP/ 2. 0
CSeq: 1
User - Agent: Phonydient/1.2
Pr oxy- Requi re: gzi pped- nessages
Supported: play. basic

S->C. RTSP/2.0 200 K
CSeq: 1
Publ i c: DESCRI BE, SETUP, TEARDOWN, PLAY, PAUSE, OPTI ONS
Supported: play.basic, setup.rtp.rtcp.nux, play.scale
Server: PhonyServer/1.1

Note that the "gzi pped-nmessages” feature tag in the Proxy-Require is
a fictitious feature.

13. 2. DESCRI BE

The DESCRIBE nethod is used to retrieve the description of a
presentation or media object froma server. The Request-UR of the
DESCRI BE request identifies the nmedia resource of interest. The
client MAY include the Accept header in the request to list the
description formats that it understands. The server MJST respond
with a description of the requested resource and return the
description in the nessage body of the response, if the DESCRI BE
met hod request can be successfully fulfilled. The DESCRI BE reply-
response pair constitutes the nedia initialization phase of RTSP

The DESCRI BE response SHOULD contain all nedia initialization
informati on for the resource(s) that it describes. Servers SHOULD
NOT use the DESCRIBE response as a neans of nedia indirection by
havi ng the description point at another server; instead, using the
3rr responses i s RECOMVENDED.

By forcing a DESCRI BE response to contain all nmedia initialization
information for the set of streams that it describes, and

di scouragi ng the use of DESCRIBE for nedia indirection, any

| oopi ng probl ens can be avoided that m ght have resulted from

ot her approaches.
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Exanpl e:

C->S: DESCRIBE rtsp://server.exanple.conlfizzle/foo RTSP/ 2.0
CSeq: 312
User - Agent: PhonyCient/1.2
Accept: application/sdp, application/exanple

S->C. RTSP/2.0 200 K
CSeq: 312
Date: Thu, 23 Jan 1997 15:35:06 GVI
Server: PhonyServer/1.1
Content-Base: rtsp://server.exanple.conlfizzlel/fool
Cont ent - Type: application/sdp
Content - Lengt h: 358

v=0

o=MNobody 2890844526 2890842807 I N I P4 192.0. 2. 46
s=SDP Semi nar

i =A Semi nar on the session description protoco
u=htt p: // ww. exanpl e. com | ect ur es/ sdp. ps

e=sem nar @xanpl e. com ( Seni nar Managenent)
c=INI1P4 0.0.0.0

a=control : *

t =2873397496 2873404696

mFaudi o 3456 RTP/ AVP 0O

a=control :audio

mevi deo 2232 RTP/ AVP 31

a=control :vi deo

Media initialization is a requirenent for any RTSP-based system but
the RTSP specification does not dictate that this is required to be
done via the DESCRI BE nethod. There are three ways that an RTSP
client may receive initialization information

0 via an RTSP DESCRI BE request

0 via sone other protocol (HTTP, enmil attachnent, etc.)

o via some formof user interface

If aclient obtains a valid description froman alternate source, the
client MAY use this description for initialization purposes w thout

i ssuing a DESCRI BE request for the sane nedia. The client should use

any Mrag to either validate the presentation description or nmake the
sessi on establishment conditional on being valid.
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It is RECOWENDED that m nimal servers support the DESCRI BE net hod,
and highly recommended that ninimal clients support the ability to
act as "hel per applications" that accept a nedia initialization file
froma user interface, or other neans that are appropriate to the
operating environnent of the clients.

13.3. SETUP

The description bel ow uses the following states in a protocol state
machine that is related to a specific session when that session has
been created. The state transitions are driven by protoco
interactions. For additional information about the state nachi ne,
see Appendi x B.

Init: Initial state. No session exists.
Ready: Session is ready to start playing.

Play: Session is playing, i.e., sending nedia-streamdata in the
direction S->C

The SETUP request for a URI specifies the transport mechanismto be
used for the streaned nedia. The SETUP net hod may be used in two

di fferent cases, nanely, creating an RTSP session and changi ng the
transport paraneters of nedia streans that are already set up. SETUP
can be used in all three states, Init, Ready, and Play, to change the
transport paraneters. Additionally, Init and Ready can al so be used
for the creation of the RTSP session. The usage of the SETUP mnet hod
inthe Play state to add a nedia resource to the session is
unspeci fi ed.

The Transport header, see Section 18.54, specifies the nedia-
transport paraneters acceptable to the client for data transm ssion
the response will contain the transport paraneters selected by the
server. This allows the client to enunerate, in descending order of
preference, the transport nmechani sns and paraneters acceptable to it,
so the server can select the nost appropriate. It is expected that
the session description format used will enable the client to select
a limted nunmber of possible configurations that are offered as
choices to the server. All transport-related paranmeters SHALL be
included in the Transport header; the use of other headers for this
purpose is NOT RECOMVENDED due to ni ddl eboxes, such as firewalls or
NATS.

For the benefit of any intervening firewalls, a client MJST indicate
the known transport paraneters, even if it has no influence over
these paraneters, for exanple, where the server advertises a fixed-
nul ti cast address as destination.
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Since SETUP includes all transport initialization information,
firewalls and other internmedi ate network devices (which need this
i nformati on) are spared the nore arduous task of parsing the
DESCRI BE response, which has been reserved for nedia
initialization.

The client MUST include the Accept-Ranges header in the request,
indicating all supported unit formats in the Range header. This

all ows the server to know which formats it nay use in future session-
rel ated responses, such as a PLAY response wi thout any range in the
request. If the client does not support a tinme format necessary for
the presentation, the server MJST respond using 456 (Header Field Not
Valid for Resource) and include the Accept-Ranges header with the
range unit formats supported for the resource.

In a SETUP response, the server MJST include the Accept-Ranges header
(see Section 18.5) to indicate which time formats are acceptable to
use for this media resource

The SETUP 200 OK response MJUST include the Medi a- Properti es header
(see Section 18.29). The conbination of the paraneters of the Media-
Properties header indicates the nature of the content present in the

session (see also Section 4.7). For exanple, a live streamwth tinme
shifting is indicated by

0 Random access set to Random Access,
o Content Mbodifications set to Tinme-Progressing, and

0 Retention set to Tine-Duration (with specific recordi ng wi ndow
tinme val ue).

The SETUP 200 OK response MJST include the Medi a- Range header (see
Section 18.30) if the nedia is Tine-Progressing.
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A basic exanple for SETUP

C->S: SETUP rtsp://exanpl e. com foo/ bar/baz.rm RTSP/ 2.0
CSeq: 302
Transport: RTP/ AVP; uni cast; dest _addr=":4588"/":4589"
RTP/ AVP/ TCP; uni cast ;i nterl eaved=0-1
Accept - Ranges: npt, clock
User - Agent: PhonyCient/1.2

S->C. RTSP/2.0 200 K

CSeq: 302

Date: Thu, 23 Jan 1997 15:35:06 GMI

Server: PhonyServer/1.1

Sessi on: Kyj N8nt 2WgbWwt | Yof 52; t i meout =60

Transport: RTP/ AVP; uni cast; dest _addr="192. 0. 2. 53: 4588"/
"192. 0. 2.53:4589"; src_addr="198.51. 100. 241: 6256"/
"198.51.100. 241: 6257"; ssrc=2A3F93ED

Accept - Ranges: npt

Medi a- Properties: Random Access=3. 2, Tine-Progressing,

Ti me- Dur at i on=3600. 0
Medi a- Range: npt =0- 2893. 23

In the above exanple, the client wants to create an RTSP session
containing the nmedia resource "rtsp://exanpl e. com foo/ bar/baz. rni.
The transport paraneters acceptable to the client are either RTP/ AVP/
UDP (UDP per default) to be received on client port 4588 and 4589 at
the address the RTSP setup connection cones from or RTP/ AVP

interl eaved on the RTSP control channel. The server selects the

RTP/ AVP/ UDP transport and adds the address and ports it will send and
receive RTP and RTCP from and the RTP SSRC that will be used by the
server.

The server MJST generate a session identifier in response to a
successful SETUP request unless a SETUP request to a server includes
a session identifier or a Pipelined-Requests header referencing an
exi sting session context. |In that latter case, the server MJST
bundl e this SETUP request into the existing session (aggregated
session) or return a 459 (Aggregate Operation Not Allowed) error code
(see Section 17.4.23). An aggregate control URI MJST be used to
control an aggregated session. This URI MJST be different fromthe
stream control URI's of the individual nedia streanms included in the
aggregate (see Section 13.4.2 for aggregated sessions and for the
particular URIs see Appendix D.1.1). The aggregate control URl is to
be specified by the session description if the server supports
aggregated control and aggregated control is desired for the session.
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13.

However, even if aggregated control is offered, the client MAY choose
not to set up the session in aggregated control. |If an aggregate
control URI is not specified in the session description, it is
normal |y an indication that non-aggregated control should be used.

The SETUP of nedia streans in an aggregate that has not been given an
aggregated control URI is unspecified.

Whil e the session I D sonetines carries enough information for
aggregate control of a session, the aggregate control URI is stil

i nportant for some nethods such as SET_PARAMETER where the contro
URI enables the resource in question to be easily identified. The
aggregate control URlI is also useful for proxies, enabling themto
route the request to the appropriate server, and for |ogging,
where it is useful to note the actual resource on which a request
was operating.

A session will exist until it is either renoved by a TEARDOMW request
or is tinmed out by the server. The server MAY renpve a session that
has not denonstrated |iveness signs fromthe client(s) within a
certain tineout period. The default tinmeout value is 60 seconds; the
server MAY set this to a different value and indicate so in the
timeout field of the Session header in the SETUP response. For
further discussion, see Section 18.49. Signs of |liveness for an RTSP
session include any RTSP requests froma client that contain a
Session header with the ID for that session, as well as RTCP sender
or receiver reports if RTP is used to transport the underlying nedia
stream RTCP sender reports may, for exanple, be received in session
where the server is invited into a conference session and are thus
valid as a liveness indicator

If a SETUP request on a session fails for any reason, the session
state, as well as transport and other paraneters for associated
streams, MUST remai n unchanged fromtheir values as if the SETUP
request had never been received by the server

3.1. Changing Transport Paraneters

A client MAY issue a SETUP request for a streamthat is already set
up or playing in the session to change transport paraneters, which a
server MAY allow. If it does not allow the changi ng of paraneters,

it MJUST respond with error 455 (Method Not Valid in This State). The
reasons to support changi ng transport paraneters include allow ng
application-layer nobility and flexibility to utilize the best
avai l abl e transport as it becones available. |If a client receives a
455 error when trying to change transport parameters while the server
isin Play state, it MAY try to put the server in Ready state using
PAUSE before issuing the SETUP request again. |If that also fails,

Schul zrinne, et al. St andards Track [ Page 71]



RFC 7826 RTSP 2.0 Decenber 2016

13.

13.

t he changi ng of transport parameters will require that the client
performa TEARDOMN of the affected nedia and then set it up again

For an aggregated session, not tearing down all the nedia at the sane
time will avoid the creation of a new session

Al'l transport paraneters MAY be changed. However, the prinmary usage
expected is to either change the transport protocol conpletely, like
switching fromlinterl eaved TCP node to UDP or vice versa, or to
change the delivery address.

In a SETUP response for a request to change the transport paraneters
while in Play state, the server MJST include the Range header to

i ndi cate at what point the new transport paraneters will be used.
Further, if RTP is used for delivery, the server MJST al so incl ude
the RTP-Info header to indicate at what tinestanp and RTP sequence
nunber the change will take place. |If both RTP-Info and Range are
included in the response, the "rtp_time" paraneter and start point in
t he Range header MJST be for the corresponding tinme, i.e., be used in
the sane way as for PLAY to ensure the correct synchronization
information is avail abl e.

If the transport-paraneters change that happened while in Play state
results in a change of synchronization-related information, for
exanpl e, changi ng RTP SSRC, the server MJST include the necessary
synchroni zation information in the SETUP response. However, the
server SHOULD avoi d changi ng the synchronization information if
possi bl e.

4. PLAY

This section describes the usage of the PLAY nethod in general, for
aggregat ed sessions, and in different usage scenari os.

4.1. Ceneral Usage

The PLAY nethod tells the server to start sending data via the
mechani sm specified in SETUP and which part of the nmedia should be

pl ayed out. PLAY requests are valid when the session is in Ready or
Play state. A PLAY request MJST include a Session header to indicate
to which session the request applies.

Upon recei pt of the PLAY request, the server MJST position the nornal
play tine to the beginning of the range specified in the received
Range header, within the limts of the nedia resource and in
accordance with the Seek-Style header (Section 18.47). It MJST
deliver streamdata until the end of the range if given, until a new
PLAY request is received, until a PAUSE request (Section 13.5) is
received, or until the end of the nedia is reached. |f no Range
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header is present in the PLAY request, the server SHALL play from
current pause point until the end of media. The pause point defaults
at session start to the beginning of the media. For nedia that is

ti me-progressing and has no retention, the pause point will always be
set equal to NPT "now', i.e., the current delivery point. The pause
point nmay al so be set to a particular point in the nedia by the PAUSE
nmet hod; see Section 13.6. The pause point for nmedia that is
currently playing is equal to the current nedia position. For tinme-
progressing nedia with tinme-limted retention, if the pause point
represents a position that is older than what is retained by the
server, the pause point will be noved to the ol dest retained

posi tion.

What range val ues are valid depends on the type of content. For
content that isn't time-progressing, the range value is valid if the

given range is part of any nedia within the aggregate. In other
words, the valid nmedia range for the aggregate is the union of all of
the nmedi a conponents in the aggregate. |If a given range val ue points

outside of the nedia, the response MIST be the 457 (lnvalid Range)
error code and include the Media- Range header (Section 18.30) with
the valid range for the nedia. Except for tine-progressing content
where the client requests a start point prior to what is retained,
the start point is adjusted to the oldest retained content. For a
start point that is beyond the nedia front edge, i.e., beyond the
current value for "now', the server SHALL adjust the start value to
the current front edge. The Range header’s stop point value nmay
poi nt beyond the current nedia edge. |In that case, the server SHALL
deliver nmedia fromthe requested (and possibly adjusted) start point
until the first of either the provided stop point or the end of the
medi a. Please note that if one sinply wants to play froma
particular start point until the end of nedia, using a Range header
with an inplicit stop point is RECOMVENDED.

If aclient requests to start playing at the end of nedia, either
explicitly with a Range header or inplicitly with a pause point that
is at the end of nedia, a 457 (lnvalid Range) error MJST be sent and
i ncl ude the Medi a- Range header (Section 18.30). It is specified
bel ow t hat the Range header al so nust be included in the response and
that it will carry the pause point in the nedia, in the case of the
session being in Ready State. Note that this also applies if the
pause point or requested start point is at the beginning of the nedia
and a Scal e header (Section 18.46) is included with a negative val ue
(pl ayi ng backwar ds) .

For media with random access properties, a client may indicate which

policy for start point selection the server should use. This is done
by including the Seek-Styl e header (Section 18.47) in the PLAY
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request. The Seek-Style applied will affect the content of the Range
header as it will be adjusted to indicate fromwhat point the nedia
actually is delivered

A client desiring to play the nedia fromthe begi nning MIST send a
PLAY request with a Range header pointing at the beginning, e.g.

"npt=0-". |If a PLAY request is received w thout a Range header and
medi a delivery has stopped at the end, the server SHOULD respond with
a 457 (lnvalid Range) error response. |In that response, the current

pause point MJST be included in a Range header.

Al'l range specifiers in this specification allow for ranges with an
inmplicit start point (e.g., "npt=-30"). Wen used in a PLAY request,
the server treats this as a request to start or resume delivery from
the current pause point, ending at the end tine specified in the
Range header. |If the pause point is located |ater than the given end
val ue, a 457 (lnvalid Range) response MJST be returned.

The exanple below will play seconds 10 through 25. It al so requests
that the server deliver nedia fromthe first random access point
prior to the indicated start point.

C->S: PLAY rtsp://audio. exanpl e. com audi o RTSP/ 2.0
CSeq: 835
Sessi on: ULEXwWZCXh2pdOxuFgkgZJW
Range: npt=10-25
Seek- Styl e: RAP
User- Agent: Phonydient/1.2

Servers MJST include a Range header in any PLAY response, even if no
Range header was present in the request. The response MJST use the

same format as the request’s Range header contained. |f no Range
header was in the request, the format used in any previous PLAY
request within the session SHOULD be used. If no format has been

indicated in a previous request, the server MAY use any tine fornmat
supported by the nedia and indicated in the Accept-Ranges header in
the SETUP request. It is RECOMWENDED that NPT is used if supported
by the nedia.

For any error response to a PLAY request, the server’s response
depends on the current session state. |If the session is in Ready
state, the current pause point is returned using a Range header with
the pause point as the explicit start point and an inplicit stop
point. For time-progressing content, where the pause-point noves
with real-tinme due to linmted retention, the current pause point is
returned. For sessions in Play state, the current playout point and
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the renmaining parts of the range request are returned. For any nedi a
with retention longer than 0 seconds, the currently valid Media-Range
header SHALL al so be included in the response.

A PLAY response MAY include a header carrying synchronization
information. As the information necessary is dependent on the nedi a-
transport format, further rules specifying the header and its usage
are needed. For RTP the RTP-Info header is specified, see

Section 18.45, and used in the foll ow ng exanpl e.

Here is a sinple exanple for a single audio streamwhere the client
requests the nedia starting from 3.52 seconds and to the end. The
server sends a 200 OK response with the actual play time, which is 10
ms prior (3.51), and the RTP-Info header that contains the necessary
paraneters for the RTP stack

C->S: PLAY rtsp://exanpl e.confaudio RTSP/ 2.0
CSeq: 836
Sessi on: ULEXwWZCXh2pdOxuFgkgZJW
Range: npt=3. 52-
User - Agent: PhonyClient/1.2

S->C. RTSP/ 2.0 200 K

CSeq: 836

Date: Thu, 23 Jan 1997 15:35:06 GVl

Server: PhonyServer/1.0

Range: npt=3.51-324. 39

Seek-Style: First-Prior
Session: ULExwZCXh2pdOxuFgkgZJW

RTP-1nfo:url ="rtsp://exanpl e. conl audi 0"
ssrc=0D12F123: seq=14783; rt pti me=2345962545

S->C. RTP Packet TS=2345962545 => NPT=3.51
Medi a durati on=0.16 seconds

The server replies with the actual start point that will be
delivered. This nay differ fromthe requested range if alignnent of
the requested range to valid frane boundaries is required for the
nmedi a source. Note that sonme nedia streans in an aggregate may need
to be delivered fromeven earlier points. Al so, sonme nedia formats
have a very long duration per individual data unit; therefore, it

m ght be necessary for the client to parse the data unit, and sel ect
where to start. The server SHALL al so indicate which policy it uses
for selecting the actual start point by including a Seek-Style
header.
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In the followi ng exanple, the client receives the first nedi a packet
that stretches all the way up and past the requested playtinme. Thus,
it is the client’s decision whether to render to the user the tine
between 3.52 and 7.05 or to skip it. In nbst cases, it is probably
nost suitable not to render that tine period.

C->S: PLAY rtsp://exanpl e.confaudio RTSP/ 2.0
CSeq: 836
Session: ZGGyCJ0s8xalLkdNK2dnmx QO
Range: npt=7.05-
User - Agent: PhonyCient/1.2

S->C. RTSP/ 2.0 200 K

CSeq: 836

Date: Thu, 23 Jan 1997 15:35:06 GMI

Server: PhonyServer/1.0
Session: ZGGyCJ0s8xalLkdNK2dnmx QO

Range: npt=3. 52-

Seek-Style: First-Prior

RTP-1nfo:url ="rtsp://exanpl e. conl audi 0"
ssrc=0D12F123: seq=14783; rt pti me=2345962545

S->C. RTP Packet TS=2345962545 => NPT=3. 52
Dur ati on=4. 15 seconds

After playing the desired range, the presentation does NOT change to
the Ready state, nedia delivery sinply stops. |If it is necessary to
put the streaminto the Ready state, a PAUSE request MJST be issued.
A PLAY request while the streamis still in the Play state is |ega
and can be issued wthout an intervening PAUSE request. Such a
request MJST replace the current PLAY action with the new one
requested, i.e., being handled in the sane way as if as the request
was received in Ready state. |In the case that the range in the Range
header has an inplicit start tine ("-endtinme"), the server MJIST
continue to play fromwhere it currently was until the specified
endpoint. This is useful to change the end to at another point than
in the previous request.

The foll owi ng exanpl e plays the whole presentation starting at SMPTE
time code 0:10:20 until the end of the clip. Note: the RTP-Info
headers have been broken into several |ines, where subsequent |ines
start with whitespace as all owed by the syntax.
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C->S: PLAY rtsp://audi o. exanple.conftw ster.en RTSP/2.0
CSeq: 833
Sessi on: N465WsvOcj Uy6t Lgl Nkcf
Range: snpte=0:10: 20-
User - Agent: PhonyCient/1.2

S->C. RTSP/2.0 200 K
CSeq: 833
Date: Thu, 23 Jan 1997 15:35:06 GMI
Session: NA65W/svOcj Uy6t Lgl Nkcf
Server: PhonyServer/1.0
Range: snpte=0: 10: 22-0: 15: 45
Seek- Styl e: Next
RTP-Info:url="rtsp://exanpl e.comtw ster.en"
ssrc=0D12F123: seq=14783; rt pti me=2345962545

For playing back a recording of a live presentation, it may be
desirable to use clock units:

C->S: PLAY rtsp://audi o. exanpl e. conf neeting.en RTSP/ 2.0
CSeq: 835
Session: N4A65W/svOcj Uy6t Lgl Nkcf
Range: cl ock=19961108T142300Z-19961108T143520Z
User - Agent: Phonydient/1.2

S->C. RTSP/ 2.0 200 K
CSeq: 835
Date: Thu, 23 Jan 1997 15:35:06 GVI
Session: NA65W/svOcj Uy6t Lgl Nkcf
Server: PhonyServer/1.0
Range: c¢l ock=19961108T142300Z-19961108T143520Z
Seek- Styl e: Next
RTP-1nfo:url ="rtsp://exanpl e. com neeti ng. en"
ssrc=0D12F123: seq=53745; rt pt i me=484589019

13.4.2. Aggregated Sessions

PLAY requests can operate on sessions controlling a single nedia
stream and on aggregated sessions controlling nultiple nmedia streans.

In an aggregated session, the PLAY request MJST contain an aggregated
control URI. A server MJST respond with a 460 error (Only Aggregate
Qperation Allowed) if the client PLAY Request-URI is for a single
nmedia. The nedia in an aggregate MJUST be played in sync. |If a
client wants individual control of the nmedia, it needs to use
separate RTSP sessions for each nedia.
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For aggregated sessions where the initial SETUP request (creating a
session) is followed by one or nore additional SETUP requests, a PLAY
request MAY be pipelined (Section 12) after those additional SETUP
requests without awaiting their responses. This procedure can reduce
the delay fromthe start of session establishnent until media playout
has started with one RTT. However, a client needs to be aware that
using this procedure will result in the playout of the server state
established at the time of processing the PLAY, i.e., after the
processing of all the requests prior to the PLAY request in the

pi peline. This state may not be the intended one due to failure of
any of the prior requests. A client can easily determ ne this based
on the responses fromthose requests. |n case of failure, the client
can halt the nedia playout using PAUSE and try to establish the

i ntended state again before issuing anot her PLAY request.

4.3. Updating Current PLAY Requests

Cients can issue PLAY requests while the streamis in Play state and
thus updating their request.

The inportant difference conpared to a PLAY request in Ready state is
the handling of the current play point and how t he Range header in
the request is constructed. The session is actively playing nedia
and the play point will be noving, naking the exact tine a request
will take effect hard to predict. Depending on how the PLAY header
appears, two different cases exist: total replacenent or
continuation. A total replacenent is signaled by having the first
range specification have an explicit start value, e.g., "npt=45-" or
"npt =45-60", in which case the server stops playout at the current

pl ayout point and then starts delivering nedia according to the Range
header. This is equivalent to having the client first send a PAUSE
and then a new PLAY request that isn't based on the pause point. In
the case of continuation, the first range specifier has an inplicit
start point and an explicit stop value (2), e.g., "npt=-60", which
indicate that it MJST convert the range specifier being played prior
to this PLAY request (X to Y) into (Xto Z) and continue as if this
was the request originally played. |f the current delivery point is
beyond the stop point, the server SHALL i mredi ately pause delivery.
As the request has been conpleted successfully, it shall be responded
to with a 200 OK response. A PLAY_NOTIFY with end-of-streamis al so
sent to indicate the actual stop point. The pause point is set to
the requested stop point.

The following is an exanple of this behavior: The server has received
requests to play ranges 10 to 15. |If the new PLAY request arrives at
the server 4 seconds after the previous one, it will take effect
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while the server still plays the first range (10-15). The server
changes the current play to continue to 25 seconds, i.e., the
equi val ent single request would be PLAY with "range: npt=10-25"

C->S: PLAY rtsp://exanple.comfizzle/foo RTSP/2.0
CSeq: 834
Sessi on: apzA8Lnj GKWIdwOk Uki Rh
Range: npt=10-15
User - Agent: PhonyClient/1.2

S->C. RTSP/ 2.0 200 K

CSeq: 834

Date: Thu, 23 Jan 1997 15:35:06 GVl

Sessi on: apzA8Lnj QGBKWIdwOkUki Rh

Server: PhonyServer/1.0

Range: npt=10-15

Seek- Styl e: Next

RTP-Info:url ="rtsp://exanpl e. com fi zzl e/ audi ot r ack"
ssrc=0D12F123: seq=5712; rt pti ne=934207921
url ="rtsp://exanpl e.com fizzl e/ vi deot rack"
Ssrc=789DAF12: seq=57654; rt pti me=2792482193

C->S: PLAY rtsp://exanple.confizzle/foo RTSP/2.0
CSeq: 835
Sessi on: apzA8Lnj GKWIdwOk Uki Rh
Range: npt=-25
User- Agent: Phonydient/1.2

S->C. RTSP/ 2.0 200 &K

CSeq: 835

Date: Thu, 23 Jan 1997 15:35:09 GVl

Session: apzA8Lnj GKWIdwOk Uki Rh

Server: PhonyServer/1.0

Range: npt=14-25

Seek- Styl e: Next

RTP-Info:url ="rtsp://exanpl e. com fi zzl e/ audi ot r ack"
ssrc=0D12F123: seq=5712; rt pti mne=934239921
url ="rtsp://exanpl e.com fizzl e/ vi deotrack"
Ssrc=789DAF12: seq=57654; rt pti me=2792842193

A common use of a PLAY request while in Play state is changing the
scale of the nedia, i.e., entering or leaving fast forward or fast
rewi nd. The client can issue an updating PLAY request that is either
a continuation or a conplete replacenent, as discussed above this
section. Belowis an exanple of a client that is requesting a fast
forward (scale = 2) without giving a stop point and then a change
fromfast forward to regular playout (scale = 1). In the second PLAY
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request, the tine is set explicitly to be wherever the server
currently plays out (npt=now) and the server responds with the
actual playback point where the new scale actually takes effect
(npt=02:17: 27.144-).

C->S: PLAY rtsp://exanple.confizzlel/foo RTSP/2.0
CSeq: 2034
Sessi on: apzA8Lnj GKWIdwOk Uki Rh
Range: npt=now
Scale: 2.0
User - Agent: PhonyCient/1.2

S->C. RTSP/ 2.0 200 K

CSeq: 2034

Date: Thu, 23 Jan 1997 15:35:06 GMI

Session: apzA8Lnj GKWIdwOk Uki Rh

Server: PhonyServer/1.0

Range: npt=02:17:21. 394-

Seek- Styl e: Next

Scale: 2.0

RTP-Info:url ="rtsp://exanpl e.com fi zzl e/ audi ot r ack"
ssrc=0D12F123: seq=5712; rt pti me=934207921
url ="rtsp://exanpl e.com fizzl e/ vi deot rack"
ssrc=789DAF12: seq=57654; rt pti mne=2792482193

[playing in fast forward and now returning to scale = 1]

C->S: PLAY rtsp://exanple.comfizzle/foo RTSP/2.0
CSeq: 2035
Sessi on: apzA8Lnj GKWIdwOk Uki Rh
Range: npt=now-
Scale: 1.0
User- Agent: Phonydient/1.2

S->C. RTSP/2.0 200 K

CSeq: 2035

Date: Thu, 23 Jan 1997 15:35:09 GVl

Session: apzA8Lnj GKWIdwOk Uki Rh

Server: PhonyServer/1.0

Range: npt=02:17:27. 144-

Seek- Styl e: Next

Scale: 1.0

RTP-Info:url ="rtsp://exanpl e. com fi zzl e/ audi ot r ack"
ssrc=0D12F123: seq=5712; rt pti mne=934239921
url ="rtsp://exanpl e.com fizzl e/ vi deot rack"
Ssrc=789DAF12: seq=57654; rt pti me=2792842193
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13.

13.

13.

4.4, Playing On-Denand Media

On-demand nmedia is indicated by the content of the Media-Properties
header in the SETUP response when (see al so Section 18.29):

o the Random Access property is set to Random Access
o the Content Modifications property is set to |Inmutable;
0 the Retention property is set to Unlimted or Tine-Linited.

Pl ayi ng on-denand nedia foll ows the general usage as described in
Section 13.4.1.

4.5. Playing Dynanic On-Demand Medi a

Dynami ¢ on-denand nedia is indicated by the content of the Media-
Properties header in the SETUP response when (see al so
Section 18.29):

o the Random Access property is set to Random Access
o the Content Modifications property is set to Dynamc
0 the Retention property is set to Unlimted or Tine-Linited.

Pl ayi ng on-denand nedia foll ows the general usage as described in
Section 13.4.1 as long as the nedia has not been changed.

There are two ways for the client to be inforned about changes of
medi a resources in Play state. The first being that the client will
receive a PLAY_NOTIFY request with the Notify-Reason header set to
nmedi a- properties-update (see Section 13.5.2). The client can use the
val ue of the Medi a- Range header to decide further actions, if the
Medi a- Range header is present in the PLAY_NOTIFY request. The second
way is that the client issues a GET_PARAMETER request wi thout a body
but including a Medi a- Range header. The 200 OK response MJST i ncl ude
the current Medi a- Range header (see Section 18. 30).

4.6. Playing Live Media

Live nedia is indicated by the content of the Medi a-Properties header
in the SETUP response when (see al so Section 18.29):

o the Random Access property is set to No- Seeking;

o the Content Modifications property is set to Time-Progressing;
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o0 the Retention property’'s Tine-Duration is set to 0.0.

For live nmedia, the SETUP 200 OK response MJST include the Media-
Range header (see Section 18.30).

A client MAY send PLAY requests without the Range header. |f the
request includes the Range header, it MJST use a synbolic val ue

representing "now'. For NPT, that range specification is "npt=now".
The server MJIST include the Range header in the response, and it MJST
indicate an explicit tine value and not a synbolic value. In other
words, "npt=now" cannot be used in the response. Instead, the tinme
since session start is recomended, expressed as an open interval
e.g., "npt=96.23-". An absolute tine value (clock) for the

corresponding time MAY be given, i.e., "clock=20030213T1432052-".
The Absolute Tinme format can only be used if the client has shown
support for it using the Accept-Ranges header.

13.4.7. Playing Live with Recording

Certain nedia servers nmay offer recording services of |ive sessions
to their clients. This recording would normally be fromthe

begi nning of the nmedia session. dients can randomy access the
medi a between now and the begi nning of the nedia session. This live
media with recording is indicated by the content of the Media-
Properties header in the SETUP response when (see al so

Section 18.29):

o the Random Access property is set to Random Access;
o the Content Modifications property is set to Tinme-Progressing;
o0 the Retention property is set to Tine-Linited or Unlinited

The SETUP 200 OK response MJST include the Medi a- Range header (see
Section 18.30) for this type of media. For live nedia with
recordi ng, the Range header indicates the current delivery point in
the nmedi a and t he Medi a- Range header indicates the currently
avai |l abl e nedi a wi ndow around the current tinme. This w ndow can
cover recorded content in the past (seen fromcurrent tine in the
medi a) or recorded content in the future (seen fromcurrent tine in
the media). The server adjusts the delivery point to the requested
border of the window. If the client requests a delivery point that
is |located outside the recording window, e.g., if the requested point
is too far in the past, the server selects the oldest point in the
recording. The considerations in Section 13.5.3 apply if a client
requests delivery with scale (Section 18.46) values other than 1.0
(normal playback rate) while delivering live nmedia with recording.
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13.

13.

4.8. Playing Live with Tinme-Shift

Certain nmedia servers nmay offer tinme-shift services to their clients.

This time shift records a fixed interval in the past, i.e., a sliding
wi ndow recordi ng nmechani sm but not past this interval. dients can
randonly access the nedia between now and the interval. This live

media with recording is indicated by the content of the Mdia-
Properties header in the SETUP response when (see al so
Section 18.29):

o the Random Access property is set to Random Access
o the Content Modifications property is set to Tinme-Progressing;

0 the Retention property is set to Tine-Duration and a val ue
i ndi cating the recording interval (>0).

The SETUP 200 OK response MJST include the Medi a- Range header (see
Section 18.30) for this type of nmedia. For live nedia with
recordi ng, the Range header indicates the current tine in the nmedia
and t he Medi a- Range header indicates a wi ndow around the current
time. This wi ndow can cover recorded content in the past (seen from
current time in the nedia) or recorded content in the future (seen
fromcurrent tine in the nmedia). The server adjusts the play point
to the requested border of the window, if the client requests a play
point that is |ocated outside the recording wi ndows, e.g., if
requested too far in the past, the server selects the ol dest range in
the recording. The considerations in Section 13.5.3 apply if a
client requests delivery using a scale (Section 18.46) val ue ot her
than 1.0 (normal playback rate) while delivering live nedia with
time-shift.

5.  PLAY_NOTI FY

The PLAY_NOTI FY nethod is issued by a server to informa client about
an asynchronous event for a session in Play state. The Session
header MUST be presented in a PLAY _NOTIFY request and indicates the
scope of the request. Sending of PLAY NOTIFY requests requires a
persi stent connection between server and client; otherwi se, there is
no way for the server to send this request method to the client.

PLAY_NOTI FY requests have an end-to-end (i.e., server-to-client)
scope, as they carry the Session header, and apply only to the given
session. The client SHOULD i medi ately return a response to the
server.
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13.

PLAY_NOTI FY requests MAY use both an aggregate control URI and

i ndi vidual nedia resource URI's, depending on the scope of the
notification. This scope nmay have inportant distinctions for
aggregat ed sessions, and each reason for a PLAY_NOTI FY request needs
to specify the interpretation as well as if aggregated control URlIs
or individual URIs may be used in requests.

PLAY _NOTI FY requests can be used with a nmessage body, depending on
the value of the Notify-Reason header. It is described in the
particul ar section for each Notify-Reason if a nmessage body is used.
However, currently there is no Notify-Reason that allows the use of a
message body. In this case, there is a need to obey sone linitations
when addi ng new Notify-Reasons that intend to use a nessage body: the
server can send any type of nessage body, but it is not ensured that
the client can understand the received nessage body. This is related
to DESCRI BE (see Section 13.2 ); but, in this particular case, the
client can state its acceptabl e nmessage bodi es by using the Accept
header. In the case of PLAY_NOTIFY, the server does not know which
message bodi es are understood by the client.

The Notify-Reason header (see Section 18.32) specifies the reason why
the server sends the PLAY_NOTIFY request. This is extensible and new
reasons can be added in the future (see Section 22.8). |In case the
client does not understand the reason for the notification, it MJST
respond with a 465 (Notification Reason Unknown) (Section 17.4.29)
error code. This docunent defines how servers can send PLAY_NOTI FY
with Notify-Reason val ues of these types:

0o end-of-stream (see Section 13.5.1);

o nedia-properties-update (see Section 13.5.2);
o0 scal e-change (see Section 13.5.3).

5.1. End-of-Stream

A PLAY_NOTI FY request with the Notify-Reason header set to end-of -
streamindicates the conpletion or near conpletion of the PLAY
request and the ending delivery of the nedia stream(s). The request
MUST NOT be issued unless the server is in the Play state. The end
of the nmedia streamdelivery notification may be used either to

i ndi cate a successful conpletion of the PLAY request currently being
served or to indicate sone error resulting in failure to conplete the
request. The Request-Status header (Section 18.42) MJST be incl uded
to indicate which request the notification is for and its conpletion
status. The nessage response status codes (Section 8.1.1) are used
to indicate how the PLAY request concluded. The sender of a
PLAY_NOTI FY MAY issue an updated PLAY _NOTIFY, in the case of a
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PLAY_NOTI FY sent with wong information. For instance, a PLAY_NOTIFY
was i ssued before reaching the end-of-stream but sone error occurred
resulting in that the previously sent PLAY_NOTIFY contained a wong
time when the streamwill end. |In this case, a new PLAY _NOTIFY MJST
be sent including the correct status for the conpletion and al

addi tional information.

PLAY_NOTI FY requests with the Notify-Reason header set to end-of-
stream MUST include a Range header and the Scal e header if the scale
value is not 1. The Range header indicates the point in the stream
or streans where delivery is ending with the tinmescale that was used
by the server in the PLAY response for the request being ful filled.
The server MUST NOT use the "now' constant in the Range header; it
MJUST use the actual numeric end position in the proper tinescale.
When end-of -stream notifications are issued prior to having sent the
| ast nedi a packets, this is nade evident because the end tine in the
Range header is beyond the current tinme in the nedia being received
by the client, e.g., "npt=-15", if npt is currently at 14.2 seconds.
The Scal e header is to be included so that it is evident if the nedia
ti mescal e i s noving backwards or has a non-default pace. The end- of -
stream notification does not prevent the client fromsending a new
PLAY request.

If RTP is used as nedia transport, an RTP-I1nfo header MJUST be
i ncl uded, and the RTP-Info header MJST indicate the | ast sequence
nunber in the sequence paraneter.

For an RTSP Session where nedia resources are under aggregated
control, the nmedia resources will normally end at approxi mately the
sanme tinme, although sone snall differences nay exist, on the scal e of
a few hundred nmilliseconds. |In those cases, an RTSP session under
aggregat ed control SHOULD send only a single PLAY_NOTIFY request. By
usi ng the aggregate control URI in the PLAY_NOTIFY request, the RTSP
server indicates that this applies to all nmedia resources within the
session. In cases in which RTP is used for nedia delivery,
correspondi ng RTP-1nfo needs to be included for all nedia resources.
In cases where one or nore nmedia resources have a significantly
shorter duration than sonme other resources in the aggregated session
the server MAY send end-of -stream notifications using individua

medi a resource URIs to indicate to agents that there will be no nore
media for this particular nedia resource related to the current
active PLAY request. In such cases, when the renmai ni ng nedia
resources cone to the end of the stream they MJST send a PLAY_NOTI FY
request using the aggregate control URI to indicate that no nore
resources remain.

A PLAY_NOTI FY request with Notify-Reason header set to end-of-stream
MUST NOT carry a nessage body.
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This exanple request notifies the client about a future end-of-stream
event:

S->C. PLAY_NOTI FY rtsp://exanmple.conlfizzle/foo RTSP/2.0

CSeq: 854

Not i f y- Reason: end- of - stream

Request - St at us: cseq=853 status=200 reason=""

Range: npt=-145

RTP-Info:url ="rtsp://exanpl e.com fizzl e/ foo/ audi 0"
ssrc=0D12F123: seq=14783; rt pti me=2345962545,
url ="rtsp://exanple.comfizzl e/ video"
ssrc=789DAF12: seq=57654; rt pti mne=2792482193

Session: CDt UJf DQXIJW J71 qua2xQ

Date: Mon, 08 Mar 2010 13:37:16 GV

C->S. RTSP/2.0 200 K
CSeq: 854
User - Agent: Phonydient/1.2
Session: CDt UJf DQXIJW J71 qua2xQ

13.5.2. Media-Properties-Update

A PLAY_NOTI FY request with a Notify-Reason header set to nedi a-
properties-update indicates an update of the nedia properties for the
gi ven session (see Section 18.29) or the avail able nedia range that
can be played as indicated by the Medi a- Range header (Section 18.30).
PLAY_NOTI FY requests with Notify-Reason header set to nedia-
properties-update MJST include a Media-Properties and Date header and
SHOULD i ncl ude a Medi a- Range header. The Medi a- Properti es header has
session scope; thus, for aggregated sessions, the PLAY _NOTIFY request
MUST use the aggregated control URI

This notification MIST be sent for nedia that are time-progressing
every time an event happens that changes the basis for making
estimates on how the available for play-back nedia range wl|l
progress with wall clock tinme. |In addition, it is RECOMVENDED t hat
the server send these notifications approxinmately every 5 mnutes for
time-progressing content to ensure the long-termstability of the
client estimation and allow for clock skew detection by the client.
The tine between notifications should be greater than 1 ninute and

| ess than 2 hours. For the reasons just explained, requests MJST

i nclude a Medi a- Range header to provide current Media duration and a
Range header to indicate the current playing point and any renaining
parts of the requested range.
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The recomendation for sending updates every 5 minutes is due to
any clock skew issues. In 5 mnutes, the clock skew should not
beconme too significant as this is not used for nedia playback and
synchroni zation, it is only for determ ning which content is
avai l able to the user.

A PLAY_NOTI FY request with Notify-Reason header set to nedia-
properties-update MJUST NOT carry a nessage body.

S->C. PLAY_NOTI FY rtsp://exanmple.conlfizzle/foo RTSP/2.0
Date: Tue, 14 Apr 2008 15:48:06 GVl
CSeq: 854
Not i fy- Reason: nedi a- properties-update
Sessi on: CDt UJf DQXIW J71 qua2xO
Medi a- Properties: Tine-Progressing,
Ti me- Li m t ed=20080415T153919. 36Z, Random Access=5.0
Medi a- Range: npt =00: 00: 00- 01: 37: 21. 394
Range: npt=01: 15: 49. 873-

C->S: RTSP/2.0 200 K
CSeq: 854
User- Agent: Phonydient/1.2
Session: CDt UJf DQXIJW J71 qua2xQO

13.5.3. Scal e- Change

The server may be forced to change the rate of nedia tine per

pl ayback time when a client requests delivery using a scale

(Section 18.46) value other than 1.0 (nornal playback rate). For
time-progressing nmedia with sonme retention, i.e., the server stores
al ready-sent content, a client requesting to play with scal e val ues
larger than 1 may catch up with the front end of the nedia. The
server will then be unable to continue to provide content at scale

| arger than 1 as content is only nmade avail able by the server at
scale = 1. Another case is when scale < 1 and the nedia retention is
Tinme-Duration limted. In this case, the delivery point can reach
the ol dest nedia unit available, and further playback at this scale
becones inpossible as there will be no nedia available. To avoid
having the client |ose any nedia, the scale will need to be adjusted
to the sane rate at which the nedia is removed fromthe storage
buffer, commonly scale = 1.0.

Anot her case is when the content itself consists of spliced pieces or

is dynam cally updated. In these cases, the server may be required
to change from one supported scale value (different than scale = 1.0)
to another. In this case, the server will pick the closest value and
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informthe client of what it has picked. 1In these cases, the nedia
properties will also be sent, updating the supported scal e val ues.
This enables a client to adjust the scal e val ue used.

To m nimze inpact on playback in any of the above cases, the server
MUST nodify the playback properties, set scale to a supportable

val ue, and continue delivery of the nedia. Wen doing this

nodi fication, it MJUST send a PLAY_NOTI FY nessage with the Notify-
Reason header set to "scal e-change". The request MJST contain a
Range header with the nmedia tinme when the change took effect, a Scale
header with the new value in use, a Session header with the
identifier for the session to which it applies, and a Date header
with the server wallclock tinme of the change. For tine-progressing
content, the Medi a- Range and the Medi a-Properties headers at this
point in tine al so MIST be included. The Medi a-Properties header
MUST be included if the scal e change was due to the content changi ng
what scal e val ues ("Scal es") are supported.

For nedia streans delivered using RTP, an RTP-Info header MJST al so
be included. It MJST contain the rtptine paraneter with a val ue
corresponding to the point of change in that nedia and optionally the
sequence numnber.

PLAY_NOTI FY requests for aggregated sessions MJST use the aggregated
control URI in the request. The scal e change for any aggregated
session applies to all nedia streans that are part of the aggregate.

A PLAY_NOTI FY request with Notify-Reason header set to "Scal e- Change"
MUST NOT carry a nessage body.
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S->C. PLAY_NOTI FY rtsp://exanmple.conm fizzle/foo RTSP/2.0
Date: Tue, 14 Apr 2008 15:48:06 GMI
CSeq: 854
Not i fy- Reason: scal e- change
Session: CDt UJf DQXIJW J71 qua2xQO
Medi a- Properties: Tinme-Progressing,
Ti me- Li m t ed=20080415T153919. 36Z, Random Access=5.0
Medi a- Range: npt =00: 00: 00- 01: 37: 21. 394
Range: npt=01:37: 21. 394-
Scale: 1
RTP-1nfo: url="rtsp://exanple.conlfizzlel/foolaudio"
ssrc=0D12F123: rt pti me=2345962545,
url ="rtsp://exanpl e.com fizzl e/ fool/ vi deot rack"
Ssrc=789DAF12: seq=57654; rt pti me=2792482193

C->S. RTSP/2.0 200 K
CSeq: 854
User - Agent: Phonydient/1.2
Session: CDt UJf DQXIJW J71 qua2xQ

13.6. PAUSE

The PAUSE request causes the streamdelivery to i mediately be
interrupted (halted). A PAUSE request MJST be nmde either with the
aggregated control URI for aggregated sessions, resulting in all
medi a being halted, or with the nedia URl for non-aggregated
sessions. Any attenpt to nute a single nedia with a PAUSE request in
an aggregated session MJIST be responded to with a 460 (Only Aggregate
Operation Allowed) error. After resum ng playback, synchronization
of the tracks MJUST be maintained. Any server resources are kept,

t hough servers MAY cl ose the session and free resources after being
paused for the duration specified with the tinmeout paraneter of the
Sessi on header in the SETUP nessage.

Exanpl e:

C->S: PAUSE rtsp://exanple.comfizzlel/foo RTSP/ 2.0
CSeq: 834
Sessi on: CoOUPyUw 0VeY9f FRHUZ6L
User - Agent: Phonydient/1.2

S->C. RTSP/ 2.0 200 K
CSeq: 834
Date: Thu, 23 Jan 1997 15:35:06 GMVI
Sessi on: CoOUPyUw 0VeY9f FRHUZ6L
Range: npt=45.76-75.00
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The PAUSE request causes streamdelivery to be interrupted

i medi ately on recei pt of the nessage, and the pause point is set to
the current point in the presentation. That pause point in the nmedia
stream needs to be maintained. A subsequent PLAY request without a
Range header resunes fromthe pause point and plays until nedia end.

The pause point after any PAUSE request MJUST be returned to the
client by adding a Range header w th what remains unplayed of the
PLAY request’s range. For nmedia with random access properties, if
one desires to resune playing a ranged request, one sinply includes
the Range header fromthe PAUSE response and includes the Seek-Style
header with the Next policy in the PLAY request. For nedia that is
ti me-progressing and has retention duration=0, the follow up PLAY
request to start nedia delivery again MJST use "npt=now" and not the
answer given in the response to PAUSE.

C->S: PLAY rtsp://exanple.comfizzle/foo RTSP/2.0
CSeq: 834
Session: Cccl dOFFq23Kwj YpAnBbUr
Range: npt=10-30
User - Agent: PhonyClient/1.2

S->C. RTSP/ 2.0 200 K

CSeq: 834

Date: Thu, 23 Jan 1997 15:35:06 GMI

Server: PhonyServer/1.0

Range: npt=10-30

Seek-Style: First-Prior

RTP-Info:url ="rtsp://exanpl e.com fi zzl e/ audi ot r ack"
ssrc=0D12F123: seq=5712; rt pti mne=934207921
url ="rtsp://exanpl e. com fizzl e/ vi deot r ack"
ssrc=4FAD8726: seq=57654; rt pti me=2792482193

Sessi on: Cccl dOFFq23Kwj YpAnBbUr
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After 11 seconds, i.e., at 21 seconds into the presentation

C->S: PAUSE rtsp://exanple.comfizzlel/foo RTSP/ 2.0
CSeq: 835
Session: Cccl dOFFq23Kw YpAnBbUr
User - Agent: Phonydient/1.2

S->C. RTSP/ 2.0 200 K
CSeq: 835
Date: 23 Jan 1997 15:35:17 GMI
Server: PhonyServer/1.0
Range: npt=21-30
Session: Cccl dOFFq23Kwj YpAnBbUr

If a client issues a PAUSE request and the server acknow edges and
enters the Ready state, the proper server response, if the player

i ssues anot her PAUSE, is still 200 K. The 200 K response MJST

i nclude the Range header with the current pause point. See exanples
bel ow

C->S: PAUSE rtsp://exanple.comfizzlel/foo RTSP/ 2.0
CSeq: 834
Session: Cccl dOFFq23Kw YpAnBbUr
User - Agent: Phonydient/1.2

S->C. RTSP/ 2.0 200 K
CSeq: 834
Session: Cccl dOFFq23Kw YpAnBbUr
Date: Thu, 23 Jan 1997 15:35:06 GMI
Range: npt =45. 76-98. 36

C->S: PAUSE rtsp://exanple.comfizzlel/foo RTSP/ 2.0
CSeq: 835
Session: Cccl dOFFq23Kwj YpAnBbUr
User - Agent: PhonyCient/1.2

S->C. RTSP/ 2.0 200 &K
CSeq: 835
Sessi on: Cccl dOFFq23Kwj YpAnBbUr
Date: 23 Jan 1997 15:35:07 GMVI
Range: npt=45.76-98. 36
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13. 7. TEARDOVWN
13.7.1. dient to Server

The TEARDOMN client-to-server request stops the streamdelivery for
the given URI, freeing the resources associated with it. A TEARDOMW
request can be perfornmed on either an aggregated or a nedia contro
URI. However, sone restrictions apply depending on the current

state. The TEARDOMN request MJST contain a Session header indicating
to what session the request applies. The TEARDOM request MJST NOT

i ncl ude a Terni nat e- Reason header

A TEARDOWN usi ng the aggregated control URI or the nmedia URI in a
session under non-aggregated control (single nmedia session) MAY be
done in any state (Ready and Play). A successful request MJIST result
in that media delivery being i mediately halted and the session state
bei ng destroyed. This MJST be indicated through the lack of a
Session header in the response.

A TEARDOMN using a nedia URI in an aggregated session can only be
done in Ready state. Such a request only renpves the indicated nedia
stream and associ ated resources fromthe session. This may result in
a session returning to non-aggregated control, because it only
contains a single nedia after the request’s conpletion. A session
that will exist after the processing of the TEARDOM request MJST, in
the response to that TEARDOW request, contain a Session header

Thus, the presence of the Session header indicates to the receiver of
the response if the session is still extant or has been renoved.
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Exanpl e:

C->S: TEARDOWN rtsp://exanple.comfizzle/foo RTSP/ 2.0
CSeq: 892
Session: Cccl dOFFq23Kw YpAnBbUr
User - Agent: Phonydient/1.2

S->C. RTSP/ 2.0 200 K
CSeq: 892
Server: PhonyServer/1.0

13.7.2. Server to dient

The server can send TEARDOM requests in the server-to-client
direction to indicate that the server has been forced to terninate

t he ongoi ng session. This may happen for several reasons, such as
server maintenance w thout avail abl e backup, or that the session has
been inactive for extended periods of tinme. The reason is provided
in the Terni nate- Reason header (Section 18.52).

Wien an RTSP client has maintai ned an RTSP session that otherwise is
i nactive for an extended period of tinme, the server may reclaimthe
resources. That is done by issuing a TEARDOM request with the

Ter m nat e- Reason set to "Session-Tinmeout". This MAY be done when the
client has been inactive in the RTSP session for nore than one
Session Tinmeout period (Section 18.49). However, the server is NOT
RECOMVENDED to performthis operation until an extended period of
inactivity of 10 tinmes the Session-Ti meout period has passed. It is
up to the operator of the RTSP server to actually configure how | ong
this extended period of inactivity is. An operator should take into
account, when doing this configuration, what the served content is
and what this neans for the extended period of inactivity.

In case the server needs to stop providing service to the established
sessions and there is no server to point at in a RED RECT request,

t hen TEARDOWN SHALL be used to terminate the session. This nethod
can al so be used when non-recoverable internal errors have happened
and the server has no other option than to terninate the sessions.

The TEARDOMN request MJIST be made only on the session aggregate
control URI (i.e., it is not allowed to term nate individual nedia
streans, if it is a session aggregate), and it MJST include the

foll owi ng headers: Session and Term nat e- Reason. The request only
applies to the session identified in the Session header. The server
may include a nmessage to the client’s user with the "user-nsg"

par anet er .
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The TEARDOMN request may alternatively be done on the w ldcard UR

"*" and without any session header. The scope of such a request is
limted to the next-hop (i.e., the RTSP agent in direct communication
with the server) and applies, as well, to the RTSP connection between
the next-hop RTSP agent and the server. This request indicates that
all sessions and pendi ng requests bei ng managed via the connection
are ternmnated. Any intervening proxies SHOULD do all of the
following in the order listed

1. respond to the TEARDOM request
2. disconnect the control channel fromthe requesting server

3. pass the TEARDOMN request to each applicable client (typically
those clients with an active session or an unanswered request)

Note: The proxy is responsible for accepti ng TEARDOM responses
fromits clients; these responses MJST NOT be passed on to either
the original server or the target server in the redirect.

13.8. GET_PARAMETER

The GET_PARAMETER request retrieves the value of any specified
paraneter or paraneters for a presentation or streamspecified in the
URI. If the Session header is present in a request, the value of a
paraneter MJST be retrieved in the specified session context. There
are two ways of specifying the paraneters to be retrieved.

The first approach includes headers that have been defined to be
usable for this purpose. Headers for this purpose should all ow
enpty, or stripped value parts to avoid having to specify bogus data
when indicating the desire to retrieve a value. The successfu

conpl etion of the request should al so be evident fromany filled out
values in the response. The headers in this specification that MAY
be used for retrieving their current val ue using GET_PARAMETER are
listed bel ow, additional headers MAY be specified in the future:

0 Accept - Ranges

o Medi a- Range

o Media-Properties
0 Range

o RTP-Info
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The other way is to specify a nessage body that lists the
paraneter(s) that are desired to be retrieved. The Content-Type
header (Section 18.19) is used to specify which format the nmessage
body has. |If the receiver of the request does not support the nmedia
type used for the nessage body, it SHALL respond using the error code
415 (Unsupported Media Type). The responder to a GET_PARAMETER
request MJST use the nedia type of the request for the response. For
addi ti onal considerations regardi ng nessage body negoti ati on, see
Section 9. 3.

RTSP agents inplenmenting support for responding to GET_PARAMETER
requests SHALL i nplenent the "text/paranmeters" fornmat (Appendix F).
This to ensure that at |east one known format for paraneters is

i mpl enented and, thus, prevent paranmeter fornmat negotiation failure.

Paraneters specified within the body of the nessage nust all be

under stood by the request-receiving agent. |If one or nore paranmeters
are not understood a 451 (Paraneter Not Understood) MJST be sent
including a body listing the paraneters that weren't understood. |f

all paraneters are understood, their values are filled in and
returned in the response nessage body.

The met hod can al so be used w thout a message body or any header that
requests paraneters for keep-alive purposes. The keep-alive tiner
has been updated for any request that is successful, i.e., a 200 K
response is received. Any non-required header present in such a
request may or nmay not have been processed. Normally, the presence
of filled-out values in the header will be indication that the header
has been processed. However, for cases when this is difficult to
determine, it is recommended to use a feature tag and the Require
header. For this reason, it is usually easier if any paraneters to
be retrieved are sent in the body, rather than using any header
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Exanpl e:

S->C. GET_PARAMETER rtsp://exanple.comfizzle/foo RTSP/ 2.0
CSeq: 431
User - Agent: PhonyCient/1.2
Session: Cccl dOFFg23Kwj YpAnBbUr
Content-Length: 26
Cont ent - Type: text/parameters

packets_recei ved
jitter

C->S: RTSP/2.0 200 &K
CSeq: 431
Sessi on: Cccl dOFFq23Kwj YpAnBbUr
Server: PhonyServer/1.1
Date: Mon, 08 Mar 2010 13:43:23 GMI
Content-Lengt h: 38
Content - Type: text/paraneters

packets_received: 10
jitter: 0.3838

13.9. SET_PARAMETER

This method requests the setting of the value of a paraneter or a set
of paraneters for a presentation or streamspecified by the URI. |If
the Session header is present in a request, the value of a paraneter
MUST be retrieved in the specified session context. The nethod MAY
al so be used w thout a nessage body. It is the RECOMVENDED net hod to
be used in a request sent for the sole purpose of updating the keep-
alive timer. |If this request is successful, i.e., a 200 K response
is received, then the keep-alive tiner has been updated. Any non-
requi red header present in such a request may or may not have been
processed. To allow a client to determine if any such header has
been processed, it is necessary to use a feature tag and the Require
header. Due to this reason it is RECOWENDED that any paraneters are
sent in the body rather than using any header

When using a nessage body to list the paraneter(s) desired to be set,
the Content-Type header (Section 18.19) is used to specify which
format the nessage body has. |If the receiver of the request is not
supporting the nmedia type used for the nessage body, it SHALL respond
using the error code 415 (Unsupported Media Type). For additiona
consi derati ons regardi ng nessage body negotiation, see Section 9.3.
The responder to a SET_PARAMETER request MJST use the nmedia type of
the request for the response. For additional considerations
regardi ng nessage body negotiation, see Section 9.3.
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RTSP agents inplenenting support for responding to SET_PARAMETER
requests SHALL inplenent the text/paranmeters format (Appendix F).
This is to ensure that at |east one known format for paraneters is

i npl ement ed and, thus, prevent paranmeter format negotiation failure.

A request is RECOMVENDED to only contain a single paraneter to all ow
the client to deternine why a particular request failed. If the
request contains several paraneters, the server MJST only act on the
request if all of the paraneters can be set successfully. A server
MUST all ow a paraneter to be set repeatedly to the same value, but it
MAY di sal | ow changi ng paraneter values. |If the receiver of the
request does not understand or cannot |ocate a paraneter, error 451
(Paraneter Not Understood) MJUST be used. Wen a paranmeter is not

all oned to change, the error code is 458 (Paraneter |s Read-Only).
The response body MJST contain only the paraneters that have errors.
O herwi se, a body MJUST NOT be returned. The response body MJST use
the nmedia type of the request for the response.

Note: transport paraneters for the nmedia stream MJUST only be set with
the SETUP conmand.

Restricting setting transport paraneters to SETUP is for the
benefit of firewalls connected to border RTSP proxies.

The paraneters are split in a fine-grained fashion so that there
can be nore neani ngful error indications. However, it may make
sense to allow the setting of several paraneters if an atonic
setting is desirable. |magine device control where the client
does not want the camera to pan unless it can also tilt to the
right angle at the sanme tine.
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Exanpl e:

C->S: SET_PARAMETER rtsp://exanple.comfizzle/foo RTSP/ 2.0
CSeq: 421
User - Agent: PhonyCient/1.2
Session: 1ixT43KLc
Date: Mon, 08 Mar 2010 14:45:04 GV
Content-1ength: 20
Content-type: text/paraneters

bar param bar st uff

S->C. RTSP/ 2.0 451 Paranmeter Not Understood
CSeq: 421
Session: iixT43KLc
Server: PhonyServer/1.0
Date: Mon, 08 Mar 2010 14:44:56 GMI
Content-1length: 20
Content-type: text/parameters

bar param bar st uf f
13.10. REDI RECT

The REDI RECT nethod is issued by a server to informa client that the
service provided will be term nated and where a correspondi ng service
can be provided instead. This may happen for different reasons. One
is that the server is being adm nistered such that it nust stop
providing service. Thus, the client is required to connect to

anot her server |location to access the resource indicated by the
Request - URI .

The REDI RECT request SHALL contain a Term nate-Reason header
(Section 18.52) to informthe client of the reason for the request.
Addi tional paraneters related to the reason may al so be incl uded

The intention here is to allow a server adninistrator to do a
control |l ed shutdown of the RTSP server. That requires sufficient
time to informall entities having associated state with the server
and for themto performa controlled migration fromthis server to a
fall-back server.

A REDI RECT request with a Session header has end-to-end (i.e.
server-to-client) scope and applies only to the given session. Any

i nterveni ng proxies SHOULD NOT di sconnect the control channel while
there are other remai ning end-to-end sessions. The REQU RED Location
header MUST contain a conplete absolute URI pointing to the resource
to which the client SHOULD reconnect. Specifically, the Location
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MUST NOT contain just the host and port. A client nmay receive a
REDI RECT request with a Session header, if and only if, an end-to-end
sessi on has been establi shed.

A client may receive a RED RECT request without a Session header at
any tinme when it has conmunication or a connection established with a
server. The scope of such a request is limted to the next-hop
(i.e., the RTSP agent in direct comunication with the server) and
applies to all sessions controlled, as well as the connection between
the next-hop RTSP agent and the server. A RED RECT request without a
Session header indicates that all sessions and pending requests being
managed via the connection MJST be redirected. The Location header
if included in such a request, SHOULD contain an absolute URI with
only the host address and the OPTIONAL port nunber of the server to
whi ch the RTSP agent SHOULD reconnect. Any intervening proxies
SHOULD do all of the following in the order listed

1. respond to the REDI RECT request
2. disconnect the control channel fromthe requesting server
3. connect to the server at the given host address

4. pass the REDI RECT request to each applicable client (typically
those clients with an active session or an unanswered request)

Note: The proxy is responsible for accepting REDI RECT responses
fromits clients; these responses MJIST NOT be passed on to either
the original server or the redirected server

A server that needs to ternmnate a session or all its sessions and
|l acks an alternative server to redirect to, SHALL instead use
TEARDOM r equest s.

When no Term nat e- Reason "tinme" paraneter is included in a RED RECT
request, the client SHALL performthe redirection i mediately and
return a response to the server. The server shall consider the
session to be terninated and can free any associated state after it
recei ves the successful (2xx) response. The server MAY cl ose the

si gnal i ng connection upon receiving the response, and the client
SHOULD cl ose the signaling connection after sending the 2xx response.
The exception to this is when the client has several sessions on the
server being nmanaged by the given signaling connection. 1In this
case, the client SHOULD cl ose the connection when it has received and
responded to REDI RECT requests for all the sessions nmanaged by the

si gnal i ng connection
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The Terni nat e- Reason header "tine" parameter MAY be used to indicate
the wallclock time by which the redirecti on MUST have taken pl ace.

To allow a client to deternmine that redirect tinme w thout being tine
synchroni zed with the server, the server MJST include a Date header
in the request. The client should have term nated the session and

cl osed the connection before the redirection tine-line term nated.
The server MAY sinply cease to provide service when the deadline tine
has been reached, or it can issue a TEARDOM requests to the
remai ni ng sessi ons.

If the REDI RECT request tines out following the rules in

Section 10.4, the server MAY termi nate the session or transport
connection that would be redirected by the request. This is a
saf eguard agai nst m sbehaving clients that refuse to respond to a
REDI RECT request. This action renmoves any incentive of not
acknow edgi ng the reception of a REDI RECT request.

After a REDI RECT request has been processed, a client that wants to
continue to receive nedia for the resource identified by the Request-
URI will have to establish a new session with the desi gnated host.

If the URI given in the Location header is a valid resource URI, a
client SHOULD i ssue a DESCRI BE request for the URI

Note: The nedia resource indicated by the Location header can be
identical, slightly different, or totally different. This is the
reason why a new DESCRI BE request SHOULD be i ssued.

If the Location header contains only a host address, the client may
assune that the nmedia on the new server is identical to the nedia on
the old server, i.e., all nedia configuration information fromthe
old session is still valid except for the host address. However, the
usage of conditional SETUP using Mrag identifiers is RECOWENDED as a
means to verify the assunption

This exanpl e request redirects traffic for this session to the new
server at the given absolute tine:

S->C. REDI RECT rtsp://exanple.confizzlel/foo RTSP/2.0
CSeq: 732
Location: rtsp://s2. exanpl e.com 8001/ fizzl e/ foo
Ter m nat e- Reason: Server-Admn ;tinme=19960213T143205Z
Sessi on: uZ3ci OK+Ld-M
Date: Thu, 13 Feb 1996 14:30:43 GMI

C->S: RTSP/2.0 200 &K
CSeq: 732
User - Agent: PhonyCient/1.2
Sessi on: uZ3ci OK+Ld-M
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14. Enbedded (Interl eaved) Binary Data

In order to fulfill certain requirenments on the network side, e.g.

in conjunction with network address translators that bl ock RTP
traffic over UDP, it may be necessary to interleave RTSP nessages and
nmedi a-stream data. This interleaving should generally be avoi ded

unl ess necessary since it conplicates client and server operation and
i mposes additional overhead. Also, head-of-Iine blocking may cause
problens. Interleaved binary data SHOULD only be used if RTSP is
carried over TCP. Interleaved data is not allowed inside RTSP
nessages.

Stream data, such as RTP packets, is encapsul ated by an ASCI| doll ar
sign (36 decinmal) followed by a one-octet channel identifier and the
I ength of the encapsul ated binary data as a binary, two-octet

unsi gned integer in network octet order (Appendix B of [RFC791]).
The stream data follows imediately afterwards, without a CRLF, but

i ncludi ng the upper-I|ayer protocol headers. Each dollar sign block
MUST contain exactly one upper-|ayer protocol data unit, e.g., one
RTP packet.

Note that this mechani sm does not support PDUs | arger than 65535
octets, which matches the maxi num payl oad size of regular, non-
junbo I Pv4 and | Pv6 packets. |f the nedia delivery protoco

i ntended to be used has larger PDUs than that, a definition of a
PDU fragnentati on nechanismw ll be required to support enbedded
bi nary dat a.

0 1 2 3
01234567890123456789012345678901
T T i e i i e T e b s S S SN S

| "$" = 36 | Channel ID | Length in octets

i T i e o e e ik i S i e NN IR R R SR
Bi nary data (Length according to Length field)

B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

Fi gure 1: Enbedded Interleaved Binary Data Fornat

The channel identifier is defined in the Transport header with the
i nterl eaved parameter (Section 18.54).

When the transport choice is RTP, RTCP nessages are also interl eaved

by the server over the TCP connection. The usage of RTCP nessages is
i ndicated by including an interval containing a second channel in the
i nterl eaved paraneter of the Transport header (see Section 18.54).

If RTCP is used, packets MJST be sent on the first avail abl e channe
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that is higher than the RTP channel. The channels are bidirectional,
using the sane Channel IDin both directions; therefore, RTCP traffic
is sent on the second channel in both directions.

RTCP i s sonetimes needed for synchroni zati on when two or nore
streans are interleaved in such a fashion. Also, this provides a
conveni ent way to tunnel RTP/ RTCP packets through the RTSP
connection (TCP or TCP/TLS) when required by the network
configuration and to transfer themonto UDP when possi bl e.

C->S:

S->C

C->S:

S->C

S->C

S->C
S->C

SETUP rtsp://exanple.com bar.file RTSP/ 2.0
CSeq: 2

Transport: RTP/ AVP/ TCP; uni cast ;i nterl eaved=0-1
Accept - Ranges: npt, snpte, clock

User - Agent: PhonyClient/1.2

RTSP/ 2.0 200 &K

CSeq: 2

Date: Thu, 05 Jun 1997 18:57:18 GMI

Transport: RTP/ AVP/ TCP; uni cast;interl eaved=5-6

Sessi on: Cccl dOFFq23Kwj YpAnBbUr

Accept - Ranges: npt

Medi a- Properties: Random Access=0.2, Imutable, Unlimted

PLAY rtsp://exanple.combar.file RTSP/ 2.0
CSeq: 3

Sessi on: Cccl dOFFq23Kwj YpAnBbUr

User- Agent: Phonydient/1.2

RTSP/ 2.0 200 OK

CSeq: 3

Sessi on: Cccl dOFFq23Kwj YpAnBbUr

Date: Thu, 05 Jun 1997 18:57:19 GMI

RTP-1nfo: url="rtsp://exanple.conlbar.file"
ssrc=0D12F123: seq=232433; rt pti ne=972948234

Range: npt =0-56. 8

Seek-Style: RAP

$005{2 octet length}{"length" octets data, w RTP header}
$005{2 octet length}{"length" octets data, w RTP header}
$006{2 octet length}{"length" octets RTCP packet}
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15. Proxies

RTSP Proxi es are RTSP agents that are located in between a client and
a server. A proxy can take on the roles of both client and server
depending on what it tries to acconplish. RTSP proxies use two
transport-layer connections: one fromthe RTSP client to the RTSP
proxy and a second fromthe RTSP proxy to the RTSP server. Proxies
are introduced for several different reasons; those |listed bel ow are
of ten conbi ned.

Caching Proxy: This type of proxy is used to reduce the workload on
servers and connections. By caching the description and nedi a
streans, i.e., the presentation, the proxy can serve a client
with content, but without requesting it fromthe server once it
has been cached and has not become stale. See Section 16.

This type of proxy is also expected to understand RTSP endpoi nt
functionality, i.e., functionality identified in the Require
header in addition to what Proxy-Require demands.

Translator Proxy: This type of proxy is used to ensure that an RTSP
client gets access to servers and content on an externa
network or gets access by using content encodi ngs not supported
by the client. The proxy perforns the necessary transl ation of
addresses, protocols, or encodings. This type of proxy is
expected al so to understand RTSP endpoint functionality, i.e.
functionality identified in the Require header in addition to
what Proxy- Requi re demands

Access Proxy: This type of proxy is used to ensure that an RTSP
client gets access to servers on an external network. Thus,
this proxy is placed on the border between two donmins, e.g., a
private address space and the public Internet. The proxy
perfornms the necessary translation, usually addresses. This
type of proxy is required to redirect the nedia to itself or a
controll ed gateway that perforns the translation before the
nmedi a can reach the client.

Security Proxy: This type of proxy is used to help facilitate
security functions around RTSP. For exanple, in the case of a
firewall ed network, the security proxy requests that the
necessary pinholes in the firewall are opened when a client in
the protected network wants to access nedia streans on the
external side. This proxy can performits function wthout
redirecting the nmedia between the server and client. However,
in deployments with private address spaces, this proxy is
likely to be conbined with the access proxy. The functionality
of this proxy is usually closely tied into understanding al
aspects of the nedia transport.
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Audi ting Proxy: RTSP proxies can also provide network owners with a
| oggi ng and auditing point for RTSP sessions, e.g., for
corporations that track their enpl oyees usage of the network.
This type of proxy can performits function w thout inserting
itself or any other node in the nedia transport. This proxy
type can al so accept unknown nethods as it doesn't interfere
with the clients’ requests.

Al'l types of proxies can also be used when using secured

communi cation with TLS, as RTSP 2.0 allows the client to approve
certificate chains used for connection establishnent froma proxy;
see Section 19.3.2. However, that trust nodel nmay not be suitable
for all types of deploynent. |In those cases, the secured sessions do
bypass the proxies.

Access proxies SHOULD NOT be used in equipnent |ike NATs and
firewalls that aren’t expected to be regularly maintained, |ike hone
or snall office equipnent. 1In these cases, it is better to use the
NAT traversal procedures defined for RTSP 2.0 [RFC7825]. The reason
for these reconmendations is that any extensions of RTSP resulting in
new nedi a-transport protocols or profiles, new paraneters, etc., may
fail in a proxy that isn’t maintained. This would inpede RTSP s
future devel opnent and usage.

15.1. Proxies and Protocol Extensions

The existence of proxies nust always be consi dered when devel opi ng
new RTSP extensions. Mst types of proxies will need to inplenent
any new nethod to operate correctly in the presence of that
extension. New headers can be introduced and will not be bl ocked by
ol der proxies. However, it is inportant to consider if this header
and its function are required to be understood by the proxy or if it
can be sinply forwarded. |If the header needs to be understood, a
feature tag representing the functionality MJST be included in the
Proxy- Requi re header. Below are guidelines for analysis whether the
header needs to be understood. The Transport header and its
paraneters are extensible, which requires handling rules for a proxy
in order to ensure a correct interpretation
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Whet her or not a proxy needs to understand a header is not easy to
determine as they serve a broad variety of functions. Wen
evaluating if a header needs to be understood, one can divide the
functionality into three main categories:

Medi a nodi fying: The caching and transl ator proxies nodify the
actual nedia and therefore need also to understand t he request
directed to the server that affects how the nmedia is rendered.
Thus, this type of proxy also needs to understand the server-side
functionality.

Transport nodi fying: The access and the security proxy both need to
understand how the nedia transport is perforned, either for
openi ng pinholes or translating the outer headers, e.g., IP and
UDP or TCP

Non-nodi fying: The audit proxy is special in that it does not nodify
the nmessages in other ways than to insert the Via header. That
makes it possible for this type to forward RTSP nessages t hat
contain different types of unknown nethods, headers, or header
paraneters

An extension has to be classified as nandatory to be inplenented for
a proxy, if an extension has to be understood by a "Transport
nodi fyi ng" type of proxy.

15.2. Miltiplexing and Denul tipl exi ng of Messages

RTSP proxi es may have to nultipl ex several RTSP sessions fromtheir
clients towards RTSP servers. This requires that RTSP requests from
multiple clients be nultiplexed onto a comon connection for requests
outgoing to an RTSP server, and, on the way back, the responses be
demul ti plexed fromthe server to per-client responses. On the
protocol level, this requires that request and response nessages be
handl ed in both directions, requiring that there be a nechanismto
correl ate which request/response pair exchanged between proxy and
server is mapped to which client (or client request).

This nul tiplexing of requests and demul tipl exi ng of responses is done
by using the CSeq header field. The proxy has to rewite the CSeq in
requests to the server and responses fromthe server and renenber
which CSeq is nmapped to which client. The proxy also needs to ensure
that the order of the nessage related to each client is naintained.
Section 18.20 defines the handling of how requests and responses are
rewitten.
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Cachi ng

In HTTP, request/response pairs are cached. RTSP differs
significantly in that respect. Responses are not cacheable, with the
exception of the presentation description returned by DESCRI BE.
(Since the responses for anything but DESCRI BE and GET_PARAMETER do
not return any data, caching is not really an issue for these
requests.) However, it is desirable for the continuous nedi a data,
typically delivered out-of-band with respect to RTSP, to be cached,
as well as the session description.

On receiving a SETUP or PLAY request, a proxy ascertains whether it
has an up-to-date copy of the continuous nedia content and its
description. It can deternine whether the copy is up to date by

i ssuing a SETUP or DESCRI BE request, respectively, and conparing the
Last - Mbdi fi ed header with that of the cached copy. |If the copy is
not up to date, it nodifies the SETUP transport paraneters as
appropriate and forwards the request to the origin server

Subsequent control commands such as PLAY or PAUSE then pass the proxy
unnmodi fied. The proxy delivers the continuous nedia data to the
client, while possibly making a local copy for later reuse. The
exact all owed behavi or of the cache is given by the cache-response
directives described in Section 18.11. A cache MJST answer any
DESCRI BE requests if it is currently serving the streamto the
requester, as it is possible that | owlevel details of the stream
description may have changed on the origin server

Note that an RTSP cache is of the "cut-through" variety. Rather than
retrieving the whole resource fromthe origin server, the cache
sinmply copies the stream ng data as it passes by on its way to the
client. Thus, it does not introduce additional |atency.

To the client, an RTSP proxy cache appears like a regular nedia
server. To the media origin server, an RTSP proxy cache appears like
a client. Just as an HITP cache has to store the content type,
content |anguage, and so on for the objects it caches, a nedia cache
has to store the presentation description. Typically, a cache
elinmnates all transport references (e.g., multicast information)
fromthe presentation description, since these are independent of the
data delivery fromthe cache to the client. Information on the
encodi ngs remains the same. |If the cache is able to translate the
cached nedia data, it would create a new presentation description
with all the encoding possibilities it can offer.
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16. 1. Validati on Mdel

When a cache has a stale entry that it would Iike to use as a
response to a client’s request, it first has to check with the origin
server (or possibly an internmedi ate cache with a fresh response) to
see if its cached entry is still usable. This is called "validating"
the cache entry. To avoid having to pay the overhead of
retransmtting the full response if the cached entry is good, and at
the sane tine avoiding having to pay the overhead of an extra round
trip if the cached entry is invalid, RTSP supports the use of
condi ti onal nethods.

The key protocol features for supporting conditional nethods are

t hose concerned with "cache validators." Wen an origin server
generates a full response, it attaches sonme sort of validator to it,
which is kept with the cache entry. Wen a client (user agent or
proxy cache) makes a conditional request for a resource for which it
has a cache entry, it includes the associated validator in the
request.

The server then checks that validator against the current validator
for the requested resource, and, if they match (see Section 16.1. 3),
it responds with a special status code (usually, 304 (Not Modified))
and no nessage body. Oherwise, it returns a full response
(including nessage body). Thus, avoiding transnitting the ful
response if the validator matches and avoiding an extra round trip if
it does not match.

In RTSP, a conditional request |ooks exactly the sanme as a norma
request for the sane resource, except that it carries a specia
header (which includes the validator) that inplicitly turns the
met hod (usual Iy DESCRIBE or SETUP) into a conditional

The protocol includes both positive and negative senses of cache-
validating conditions. That is, it is possible to request that a
nmet hod be perforned either if and only if a validator nmatches or if
and only if no validators natch.

Note: a response that lacks a validator may still be cached, and
served fromcache until it expires, unless this is explicitly
prohi bited by a cache directive (see Section 18.11). However, a
cache cannot performa conditional retrieval if it does not have a
validator for the resource, which means it will not be refreshable
after it expires.
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Medi a streans that are being adapted based on the transport capacity
bet ween the server and the cache make caching nore difficult. A
server needs to consider how it views the caching of nedia streans
that it adapts and potentially instruct any caches not to cache such
streans.

1.1. Last-Mbdified Dates

The Last-Modified header (Section 18.27) value is often used as a
cache validator. |In sinple terms, a cache entry is considered to be
valid if the cache entry was created after the Last-Mdified tine.

1.2. Message Body Tag Cache Validators

The Mrag response-header field-value, a nessage body tag, provides
for an "opaque" cache validator. This mght allow nore reliable
validation in situations where it is inconvenient to store

nodi fication dates, where the one-second resolution of RTSP-date
values is not sufficient, or where the origin server wishes to avoid
certain paradoxes that mght arise fromthe use of nodification

dat es.

Message body tags are described in Section 4.6
1.3. Wak and Strong Validators

Si nce both origin servers and caches will conpare two validators to
decide if they represent the same or different entities, one nornmally
woul d expect that if the nessage body (i.e., the presentation
description) or any associ ated nessage body headers changes in any
way, then the associated validator would change as well. If this is
true, then this validator is a "strong validator". The Message body
(i.e., the presentation description) or any associ ated nessage body
headers is nanmed an entity for a better understandi ng.

However, there mi ght be cases when a server prefers to change the

validator only on semantically significant changes and not when

i nsignificant aspects of the entity change. A validator that does
not al ways change when the resource changes is a "weak validator"

Message body tags are normally strong validators, but the protocol
provides a nechanismto tag a nessage body tag as "weak". One can
think of a strong validator as one that changes whenever the bits of
an entity changes, while a weak val ue changes whenever the meani ng of
an entity changes. Alternatively, one can think of a strong
validator as part of an identifier for a specific entity, while a
weak validator is part of an identifier for a set of semantically
equi val ent entities.
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Note: One exanple of a strong validator is an integer that is
increnented in stable storage every tine an entity is changed.

An entity’'s nodification tine, if represented with one-second
resol ution, could be a weak validator, since it is possible that
the resource might be nodified twice during a single second.

Support for weak validators is optional. However, weak validators
all ow for nore efficient caching of equival ent objects.

A "use" of a validator is either when a client generates a request
and includes the validator in a validating header field or when a
server conpares two validators

Strong validators are usable in any context. Wak validators are
only usable in contexts that do not depend on exact equality of an
entity. For exanple, either kind is usable for a conditiona
DESCRI BE of a full entity. However, only a strong validator is
usabl e for a subrange retrieval, since otherwise the client nmight end
up with an internally inconsistent entity.

Cients MAY issue DESCRIBE requests with either weak or strong
validators. dients MJST NOT use weak validators in other formnms of
requests.

The only function that RTSP defines on validators is conparison
There are two validator conparison functions, depending on whether or
not the conparison context allows the use of weak validators

0 The strong conparison function: in order to be considered equal
both validators MJST be identical in every way, and both MJST NOT
be weak.

0 The weak conparison function: in order to be considered equal
both validators MJST be identical in every way, but either or both
of them MAY be tagged as "weak" without affecting the result.
A nmessage body tag is strong unless it is explicitly tagged as weak.
A Last-Mdified time, when used as a validator in a request, is
inplicitly weak unless it is possible to deduce that it is strong,
using the follow ng rules:

0o The validator is being conpared by an origin server to the actua
current validator for the entity and,
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o That origin server reliably knows that the associated entity did
not change nore than once during the second covered by the
presented vali dator.

o The validator is about to be used by a client in an |f-Mdified-
Since, because the client has a cache entry for the associ ated
entity, and

o That cache entry includes a Date val ue, which gives the tine when
the origin server sent the original response, and

0 The presented Last-Mddified tinme is at |east 60 seconds before the
Dat e val ue.

o The validator is being conpared by an internediate cache to the
validator stored in its cache entry for the entity, and

o That cache entry includes a Date val ue, which gives the tine when
the origin server sent the original response, and

0 The presented Last-Mdified tinme is at |east 60 seconds before the
Dat e val ue.

This method relies on the fact that if two different responses were
sent by the origin server during the same second, but both had the
same Last-Modified tinme, then at | east one of those responses woul d
have a Date value equal to its Last-Mddified tinme. The arbitrary
60-second linit guards against the possibility that the Date and
Last - Mbdi fied values are generated fromdifferent clocks or at
somewhat different tinmes during the preparation of the response. An
i npl enent ati on MAY use a value larger than 60 seconds, if it is
bel i eved that 60 seconds is too short.

If a client wishes to performa subrange retrieval on a value for
which it has only a Last-Mdified tine and no opaque validator, it
MAY do this only if the Last-Modified tinme is strong in the sense
descri bed here.

1.4. Rules for Wien to Use Message Body Tags and Last-Modified Dates
Thi s docunent adopts a set of rules and recommendati ons for origin

servers, clients, and caches regardi ng when various validator types
ought to be used, and for what purposes.
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RTSP origin servers

0 SHOULD send a nessage body tag validator unless it is not feasible
to generate one.

o MAY send a weak nessage body tag instead of a strong nessage body
tag, if perfornmance considerations support the use of weak nessage
body tags, or if it is unfeasible to send a strong nessage body
t ag.

0 SHOULD send a Last-Mddified value if it is feasible to send one,
unl ess the risk of a breakdown in senantic transparency that could
result fromusing this date in an |f-Modified-Since header woul d
| ead to serious problens.

In other words, the preferred behavior for an RTSP origin server is

to send both a strong nessage body tag and a Last-Mdified val ue.

In order to be legal, a strong nessage body tag MJST change whenever
the associated entity value changes in any way. A weak nessage body
tag SHOULD change whenever the associated entity changes in a
semantical ly significant way.

Note: in order to provide semantically transparent caching, an
origin server MJIST avoid reusing a specific strong nessage body
tag value for two different entities or reusing a specific weak
message body tag value for two semantically different entities.
Cache entries mght persist for arbitrarily | ong periods,

regardl ess of expiration tinmes, so it mght be inappropriate to
expect that a cache will never again attenpt to validate an entry
using a validator that it obtained at sone point in the past.

RTSP clients:

o |If a nmessage body tag has been provided by the origin server, MJST
use that nmessage body tag in any cache-conditional request (using
| f-Match or |f-None-Match).

o If only a Last-Mdified value has been provided by the origin
server, SHOULD use that val ue in non-subrange cache-conditiona
requests (using |f-Mdified-Since).

o |If both a nessage body tag and a Last-Mdified val ue have been
provided by the origin server, SHOULD use both validators in
cache-conditional requests.

An RTSP origin server, upon receiving a conditional request that

i ncludes both a Last-Mdified date (e.g., in an If-Mdified-Since
header) and one or nore nessage body tags (e.g., in an |f-Match,
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| f-None-Match, or |f-Range header field) as cache validators, MJST
NOT return a response status of 304 (Not Mdified) unless doing so is
consistent with all of the conditional header fields in the request.

Not e: The general principle behind these rules is that RTSP
servers and clients should transnit as much non-redundant
information as is available in their responses and requests. RTSP
systens receiving this information will nake the npbst conservative
assunptions about the validators they receive.

1.5. Non-validating Conditionals

The principl e behind nessage body tags is that only the service

aut hor knows the semantics of a resource well enough to select an
appropriate cache validation mechanism and the specification of any
val i dat or conpari son function nore conplex than octet equality would
open up a can of worns. Thus, conparisons of any other headers are
never used for purposes of validating a cache entry.

2. Invalidation after Updates or Deletions

The effect of certain nethods perfornmed on a resource at the origin
server mght cause one or nore existing cache entries to becone non-
transparently invalid. That is, although they m ght continue to be
"fresh," they do not accurately reflect what the origin server would
return for a new request on that resource.

There is no way for RTSP to guarantee that all such cache entries are
mar ked invalid. For exanple, the request that caused the change at
the origin server mght not have gone through the proxy where a cache
entry is stored. However, several rules help reduce the likelihood
of erroneous behavi or

In this section, the phrase "invalidate an entity" means that the
cache will either renove all instances of that entity fromits
storage or mark these as "invalid" and in need of a nandatory
reval i dation before they can be returned in response to a subsequent
request.

Some RTSP met hods MJST cause a cache to invalidate an entity. This
is either the entity referred to by the Request-URl or by the
Location or Content-Location headers (if present). These nethods
are:

o DESCRI BE

o SETUP

Schul zrinne, et al. St andards Track [ Page 112]



RFC 7826 RTSP 2.0 Decenber 2016

17.

17.

17.

17.

17.

17.

In order to prevent DoS attacks, an invalidation based on the URI in
a Location or Content-Location header MIST only be perforned if the
host part is the sanme as in the Request-URI.

A cache that passes through requests for methods it does not
under stand SHOULD i nvalidate any entities referred to by the Request-
URI .

St atus Code Definitions

VWhere applicable, HTTP status codes (see Section 6 of [RFC7231]) are
reused. See Table 4 in Section 8.1 for a listing of which status
codes may be returned by which requests. Al error nessages, 4xx and
5xx, MAY return a body containing further information about the
error.

1. I nformati onal 1xx
1.1. 100 Conti nue

The requesting agent SHOULD continue with its request. This interim
response is used to informthe requesting agent that the initial part
of the request has been received and has not yet been rejected by the
respondi ng agent. The requesting agent SHOULD conti nue by sendi ng
the renai nder of the request or, if the request has al ready been
conpl eted, continue to wait for a final response (see Section 10.4).
The respondi ng agent MJST send a final response after the request has
been conpl et ed.

2. sSuccess 2xx

This class of status code indicates that the agent’s request was
successfully recei ved, understood, and accepted.

2.1. 200 X

The request has succeeded. The information returned with the
response i s dependent on the nmethod used in the request.

3. Redi recti on 3xx

The notation "3xx" indicates response codes from 300 to 399 inclusive
that are neant for redirection. W use the notation "3rr" to
indicate all 3xx codes used for redirection, i.e., excluding 304.

The 304 response code appears here, rather than a 2xx response code,
whi ch woul d have been appropriate; 304 has al so been used in RTSP 1.0
[ RFC2326] .
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Wthin RTSP, redirection nmay be used for | oad-bal ancing or
redirecting streamrequests to a server topologically closer to the
agent. Mechanisnms to determ ne topological proxinity are beyond the
scope of this specification

A 3rr code MAY be used to respond to any request. The Location
header MUST be included in any 3rr response. It is RECOMVENDED t hat
they are used if necessary before a session is established, i.e., in
response to DESCRI BE or SETUP. However, in cases where a server is
not able to send a REDI RECT request to the agent, the server MAY need
to resort to using 3rr responses to informan agent with an

est abl i shed session about the need for redirecting the session. If a
3rr response is received for a request in relation to an established
session, the agent SHOULD send a TEARDOWN request for the session and
MAY reestablish the session using the resource indicated by the
Locati on.

If the Location header is used in a response, it MJST contain an
absolute URI pointing out the nedia resource the agent is redirected
to; the URI MJST NOT only contain the hostnane.

In the event that an unknown 3rr status code is received, the agent
SHOULD behave as if a 302 response code had been received
(Section 17.3.3).

3.1. 300
The 300 response code is not used in RTSP 2.0.
3.2. 301 Moved Permanently

The requested resource is noved pernanently and resi des now at the
URI given by the Location header. The user agent SHOULD redirect
automatically to the given URI. This response MJUST NOT contain a
message body. The Location header MJST be included in the response.

3.3. 302 Found

The requested resource resides tenporarily at the URl given by the
Location header. This response is intended to be used for many types
of tenmporary redirects, e.g., load balancing. It is RECOMVENDED t hat
the server set the reason phrase to sonething nore neani ngful than
"Found" in these cases. The Location header MJUST be included in the
response. The user agent SHOULD redirect automatically to the given
URI. This response MJST NOT contain a nessage body.
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This exanple shows a client being redirected to a different server

C->S: SETUP rtsp://exanple.comfizzlel/foo RTSP/ 2.0
CSeq: 2
Transport: RTP/ AVP/ TCP; uni cast;interl eaved=0-1
Accept - Ranges: npt, snpte, clock
User - Agent: Phonydient/1.2

S->C. RTSP/2.0 302 Try Other Server
CSeq: 2
Location: rtsp://s2. exanpl e.com 8001/ fizzl e/ foo

3.4. 303 See O her

This status code MJUST NOT be used in RTSP 2.0. However, it was
allowed in RTSP 1.0 [ RFC2326].

3.5. 304 Not Modified

If the agent has performed a conditional DESCRI BE or SETUP (see
Sections 18.25 and 18.26) and the requested resource has not been
nmodi fi ed, the server SHOULD send a 304 response. This response MJST
NOT contain a nmessage body.

The response MJUST include the foll owi ng header fields:
o Date

0 Mrag or Content-Location, if the headers would have been sent in a
200 response to the sane request.

0 Expires and Cache-Control if the field-value mght differ from
that sent in any previous response for the sane variant.

This response is independent for the DESCRI BE and SETUP requests.
That is, a 304 response to DESCRI BE does NOT inply that the resource
content is unchanged (only the session description) and a 304
response to SETUP does NOT inply that the resource description is
unchanged. The Mrag and | f-Match header (Section 18.24) nmay be used
to link the DESCRI BE and SETUP in this manner.

.3.6. 305 Use Proxy

The requested resource MJST be accessed through the proxy given by
the Location header that MJST be included. The Location header
field-value gives the URI of the proxy. The recipient is expected to
repeat this single request via the proxy. 305 responses MJIST only be
generated by origin servers.
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4, dient Error 4xx
4.1. 400 Bad Request

The request could not be understood by the agent due to mal forned
syntax. The agent SHOULD NOT repeat the request w thout

nmodi fications. |f the request does not have a CSeq header, the agent
MJUST NOT include a CSeq in the response.

.4.2. 401 Unaut hori zed

The request requires user authentication using the HITP

aut henti cati on mechani sm [ RFC7235]. The usage of the error code is
defined in [ RFC7235] and any applicable HTTP aut hentication schene,
such as Digest [RFC7616]. The response is to include a WW

Aut henti cate header (Section 18.58) field containing a challenge
applicable to the requested resource. The agent can repeat the
request with a suitable Authorization header field. |f the request
al ready included authorization credentials, then the 401 response

i ndi cates that authorization has been refused for those credentials.
If the 401 response contains the sanme chall enge as the prior
response, and the user agent has already attenpted authentication at
| east once, then the user SHOULD be presented the nessage body t hat
was given in the response, since that nessage body night include

rel evant diagnostic infornation.

4.3. 402 Paynent Required

This code is reserved for future use.

.4.4. 403 Forbi dden

The agent understood the request, but is refusing to fulfill it.

Aut hori zation will not help, and the request SHOULD NOT be repeat ed.
If the agent wi shes to make public why the request has not been
fulfilled, it SHOULD describe the reason for the refusal in the
message body. |If the agent does not wish to nmake this information
available to the agent, the status code 404 (Not Found) can be used
i nst ead.

4.5. 404 Not Found

The agent has not found anything matching the Request-URI. No
indication is given of whether the condition is tenporary or
permanent. The 410 (Gone) status code SHOULD be used if the agent
knows, through sone internally configurable nmechanism that an old
resource is permanently unavail abl e and has no forwardi ng address.
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This status code is commonly used when the agent does not wish to
reveal exactly why the request has been refused, or when no other
response i s applicable.

17.4.6. 405 Method Not All owed

The met hod specified in the request is not allowed for the resource
identified by the Request-URI. The response MJST include an Al ow
header containing a list of valid methods for the requested resource.
This status code is also to be used if a request attenpts to use a
nmet hod not indi cated during SETUP

17.4.7. 406 Not Acceptable

The resource identified by the request is only capable of generating
response nessage bodi es that have content characteristics not
accept abl e according to the Accept headers sent in the request.

The response SHOULD i nclude a nessage body containing a |ist of
avai | abl e nessage body characteristics and location(s) fromwhich the
user or user agent can choose the one nost appropriate. The nmessage
body format is specified by the nmedia type given in the Content-Type
header field. Depending upon the format and the capabilities of the
user agent, selection of the nost appropriate choice MAY be perforned
autonatically. However, this specification does not define any
standard for such automatic sel ection

If the response could be unacceptable, a user agent SHOULD
tenporarily stop receipt of nore data and query the user for a
deci sion on further actions.

17.4.8. 407 Proxy Authentication Required

This code is simlar to 401 (Unauthorized) (Section 17.4.2), but it
indicates that the client nust first authenticate itself with the
proxy. The usage of this error code is defined in [ RFC7235] and any
appl i cabl e HTTP aut henti cati on schene, such as Digest [RFC7616]. The
proxy MJST return a Proxy-Authenticate header field (Section 18.34)
contai ning a challenge applicable to the proxy for the requested
resource.

17.4.9. 408 Request Ti neout
The agent did not produce a request within the tinme that the agent

was prepared to wait. The agent MAY repeat the request wi thout
nmodi fications at any later tine.

Schul zrinne, et al. St andards Track [ Page 117]



RFC 7826 RTSP 2.0 Decenber 2016

17.4.10. 410 Cone

The requested resource is no |longer available at the server and the
forwardi ng address is not known. This condition is expected to be
consi dered permanent. |If the server does not know, or has no
facility to determ ne, whether or not the condition is permanent, the
status code 404 (Not Found) SHOULD be used instead. This response is
cacheabl e unl ess indi cated ot herw se.

The 410 response is primarily intended to assist the task of
repository mai ntenance by notifying the recipient that the resource
is intentionally unavailable and that the server owners desire that
renmote links to that resource be renoved. Such an event is comon
for linmted-tine, pronotional services and for resources belonging to

i ndi viduals no | onger working at the server’'s site. It is not
necessary to mark all permanently unavail abl e resources as "gone" or
to keep the mark for any length of tine -- that is left to the

di scretion of the owner of the server
17.4.11. 412 Precondition Fail ed

The precondition given in one or nore of the 'if-' request-header
fields evaluated to false when it was tested on the agent. See these
sections for the 'if-' headers: |f-Match Section 18.24, |f-Mdified-
Since Section 18.25, and |If-None-Match Section 18.26. This response
code allows the agent to place preconditions on the current resource
nmet a-i nformati on (header field data) and, thus, prevent the requested
nmet hod from being applied to a resource other than the one intended.

17.4.12. 413 Request Message Body Too Large

The agent is refusing to process a request because the request
nmessage body is larger than the agent is willing or able to process.
The agent MAY cl ose the connection to prevent the requesting agent
from continuing the request.

If the condition is tenporary, the agent SHOULD i nclude a Retry-After
header field to indicate that it is tenporary and after what tinme the
requesti ng agent MAY try again.

17.4.13. 414 Request-URI Too Long

The responding agent is refusing to service the request because the
Request-URI is longer than the agent is willing to interpret. This
rare condition is only likely to occur when an agent has used a
request with long query information, when the agent has descended
into a URl "black hole" of redirection (e.g., a redirected URl prefix
that points to a suffix of itself), or when the agent is under attack
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by an agent attenpting to exploit security holes present in sone
agents using fixed-length buffers for reading or manipul ating the
Request - URI .

4.14. 415 Unsupported Media Type

The server is refusing to service the request because the nessage
body of the request is in a fornat not supported by the requested
resource for the requested mnethod.

4.15. 451 Paraneter Not Under st ood

The recipient of the request does not support one or nore paraneters
contained in the request. Wien returning this error nessage the
agent SHOULD return a nessage body containing the of fending
paraneter(s).

4.16. 452 Illegal Conference ldentifier

This status code MJUST NOT be used in RTSP 2.0. However, it was
allowed in RTSP 1.0 [ RFC2326].

4.17. 453 Not Enough Bandwi dth

The request was refused because there was insufficient bandw dth.
This may, for exanple, be the result of a resource reservation
failure.

4.18. 454 Session Not Found

The RTSP session identifier in the Session header is nissing, is
invalid, or has tinmed out.

4.19. 455 Method Not Valid in This State

The agent cannot process this request in its current state. The
response MJUST contain an Al l ow header to nake error recovery
possi bl e.

4.20. 456 Header Field Not Valid for Resource

The targeted agent could not act on a required request-header. For
exanpl e, if PLAY request contains the Range header field but the
stream does not allow seeking. This error nessage nay al so be used
for specifying when the time format in Range is inpossible for the
resource. |In that case, the Accept-Ranges header MJST be returned to
i nformthe agent of which formats are all owed.
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4.21. 457 Invalid Range

The Range val ue given is out of bounds, e.g., beyond the end of the
present ati on.

4.22. 458 Paraneter |Is Read-Only

The paraneter to be set by SET _PARAVETER can be read but not
nodi fied. When returning this error nmessage, the sender SHOULD
return a message body containing the of fendi ng paraneter(s).

4.23. 459 Aggregate Operation Not Allowed

The requested nethod may not be applied on the URI in question since
it is an aggregate (presentation) URI. The nmethod nay be applied on
a nmedia URI.

4.24. 460 Only Aggregate Operation Al owed

The requested nethod may not be applied on the URI in question since
it is not an aggregate control (presentation) URI. The nmethod nmay be
applied on the aggregate control URI

4.25. 461 Unsupported Transport

The Transport field did not contain a supported transport
speci fication.

4.26. 462 Destination Unreachabl e

The data transmni ssion channel could not be established because the
agent address could not be reached. This error will nost likely be
the result of an agent attenpt to place an invalid dest_addr
paraneter in the Transport field.

4,27. 463 Destination Prohibited

The data transnission channel was not established because the server
prohi bited access to the agent address. This error is nost likely
the result of an agent attenpt to redirect nmedia traffic to another
destination with a dest_addr paraneter in the Transport header
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4.28. 464 Data Transport Not Ready Yet

The data transni ssion channel to the nedia destination is not yet
ready for carrying data. However, the responding agent still expects
that the data transmission channel will be established at sone point
intinm. Note, however, that this may result in a pernanent failure
like 462 (Destination Unreachable).

An exanpl e of when this error may occur is in the case in which a
client sends a PLAY request to a server prior to ensuring that the
TCP connections negotiated for carrying nedia data were successfully
established (in violation of this specification). The server would
use this error code to indicate that the requested action could not
be performed due to the failure of conpleting the connection
establ i shrment .

4.29. 465 Notification Reason Unknown

This indicates that the client has received a PLAY_NOTI FY
(Section 13.5) with a Notify-Reason header (Section 18.32) unknown to
the client.

4.30. 466 Key Managenent Error

This indicates that there has been an error in a Key Managenent
function used in conjunction with a request. For exanple, usage of
Mul tinedia Internet KEYing (MKEY) [RFC3830] according to

Appendix C. 1.4.1 may result in this error.

4.31. 470 Connection Authorization Required

The secured connection attenpt needs user or client authorization
bef ore proceeding. The next hop’'s certificate is included in this
response in the Accept-Credentials header.

4.32. 471 Connection Credentials Not Accepted

Wien perform ng a secure connection over nultiple connections, an
i nternmedi ary has refused to connect to the next hop and carry out the
request due to unacceptable credentials for the used policy.

4,33. 472 Failure to Establish Secure Connection

A proxy fails to establish a secure connection to the next-hop RTSP
agent. This is primarily caused by a fatal failure at the TLS
handshake, for exanple, due to the agent not accepting any cipher
suites.
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5. Server Error 5xx

Response status codes beginning with the digit "5" indicate cases in
which the server is aware that it has erred or is incapable of
perform ng the request. The server SHOULD i ncl ude a nmessage body
contai ning an explanation of the error situation and whether it is a
tenporary or permanent condition. User agents SHOULD di splay any

i ncl uded nmessage body to the user. These response codes are
applicable to any request nethod.

5.1. 500 Internal Server Error

The agent encountered an unexpected condition that prevented it from
fulfilling the request.

5.2. 501 Not Inplenmented

The agent does not support the functionality required to fulfill the
request. This is the appropriate response when the agent does not
recogni ze the request method and is not capable of supporting it for
any resource.

5.3. 502 Bad Gat eway

The agent, while acting as a gateway or proxy, received an invalid
response fromthe upstreamagent it accessed in attenpting to fulfill
t he request.

5.4. 503 Service Unavail abl e

The server is currently unable to handl e the request due to a
tenporary overloadi ng or maintenance of the server. The inplication
is that this is a tenporary condition that will be alleviated after
some delay. |If known, the length of the delay MAY be indicated in a
Retry-After header. |If no Retry-After is given, the agent SHOULD
handl e the response as it would for a 500 response. The agent MJST
honor the length, if given, in the Retry-After header

Not e: The exi stence of the 503 status code does not inply that
a server nust use it when beconing overl oaded. Sonme servers
may wish to sinply refuse the transport connection

The response scope is dependent on the request. |f the request was
in relation to an existing RTSP session, the scope of the overload
response is to this individual RTSP session. |If the request was not

session specific or intended to forman RTSP session, it applies to
the RTSP server identified by the hostnane in the Request-UR
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5.5. 504 Gateway Ti neout

The agent, while acting as a proxy, did not receive a tinely response
fromthe upstream agent specified by the URI or sone other auxiliary
server (e.g., DNS) that it needed to access in attenpting to conplete
t he request.

5.6. 505 RTSP Version Not Supported

The agent does not support, or refuses to support, the RTSP version
that was used in the request nessage. The agent is indicating that
it is unable or unwilling to conplete the request using the sane
maj or version as the agent other than with this error nessage. The
response SHOULD contain a nessage body describing why that version is
not supported and what other protocols are supported by that agent.

5.7. 551 Option Not Supported

A feature tag given in the Require or the Proxy-Require fields was
not supported. The Unsupported header MJST be returned stating the
feature for which there is no support.

5.8. 553 Proxy Unavail abl e

The proxy is currently unable to handle the request due to a
tenporary overl oadi ng or nai ntenance of the proxy. The inplication
is that this is a tenporary condition that will be alleviated after
some delay. |If known, the length of the delay MAY be indicated in a
Retry-After header. |If no Retry-After is given, the agent SHOULD
handl e the response as it would for a 500 response. The agent MJST
honor the length, if given in the Retry-After header

Not e: The exi stence of the 553 status code does not inply that
a proxy must use it when becom ng overl oaded. Some proxies may
wi sh to sinply refuse the connection

The response scope is dependent on the Request. |f the request was
in relation to an existing RTSP session, the scope of the overload
response is to this individual RTSP session. |If the request was non-

session specific or intended to forman RTSP session, it applies to
all such requests to this proxy.
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18. Header Field Definitions

I T oo I oo +
| method | direction | object | acronym | Body
S S Fom e e e - Fomm e e o Hom - - +
| DESCRI BE | C->S | P,S | DES | r

I I I I I I
| GET_PARAMETER| C->S, S->C| P,S | GPR | Rr |
I I I I I I
| OPTI ONS | C->S S->C| PS | OPT | |
I I I I I I
| PAUSE | C->S | P,S | PSE | |
I I I I I I
| PLAY | C->S | P, S | PLY | |
I I I I I I
| PLAY_NOTIFY | S->C | P, S | PNY | R |
I I I I I I
| REDI RECT | S->C | P,S | RDR |

I I I I I I
| SETUP | C->S | S | STP | |
I I I I I I
| SET_PARAMETER | C->S, S->C| P, S | SPR | R

I I I I I I
| TEARDOMN | C->S | P,S | TRD | |
I I I I I I
| | S->C | P | TRD | |
. S oo N oo +

This table is an overview of RTSP nethods, their direction, and what
objects (P:. presentation, S: stream they operate on. "Body" denotes
if a method is allowed to carry body and in which direction; R =
request, r=response. Note: All error nessages for statuses 4xx and
5xx are allowed to carry a body.

Tabl e 8: Overview of RTSP Met hods
The general syntax for header fields is covered in Section 5.2. This
section lists the full set of header fields along with notes on
nmeani ng and usage. The syntax definitions for header fields are
present in Section 20.2.3. Exanples of each header field are given

I nformati on about header fields in relation to nethods and proxy
processing is sunmarized in Figures 2, 3, 4, and 5.
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The "where" colum describes the request and response types in which
the header field can be used. Values in this colum are:

R header field may only appear in requests;
r: header field may only appear in responses;
2xXx, 4xx, etc.: nunerical value or range indicates response codes

wi th which the header field can be used;

C: header field is copied fromthe request to the
response.
G header field is a general -header and may be present

in both requests and responses.

Not e: General headers do not always use the "G' value in the "where"
colum. This is due to differences when the header nay be applied in
requests conpared to responses. Wen such differences exist, they
are expressed using two different rows: one with "where" being "R
and one with it being "r".

The "proxy" columm describes the operations a proxy may performon a
header field. An enpty proxy colum indicates that the proxy MJST
NOT neke any changes to that header, all allowed operations are
explicitly stated:

a: A proxy can add or concatenate the header field if not present.
m A proxy can nodify an existing header field val ue.

d: A proxy can delete a header field-val ue.

r: A proxy needs to be able to read the header field; thus, this

header field cannot be encrypted.

The rest of the colums relate to the presence of a header field in a
nmet hod. The met hod names when abbrevi ated, are according to Table 8:

C: Conditional; requirenments on the header field depend on the
context of the message.

m The header field is nmandatory.

The header field SHOULD be sent, but agents need to be prepared
to receive nessages w thout that header field.

0: The header field is optional
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* The header field MIUST be present if the nessage body is not
enpty. See Sections 18.17, 18.19 and 5.3 for details.

- The header field is not applicable.

"Optional" means that an agent MAY include the header field in a
request or response. The agent behavi or when receiving such headers
varies; for sone, it may ignore the header field. |In other cases, it
is a request to process the header. This is regulated by the nethod
and header descriptions. Exanples of headers that require processing
are the Require and Proxy-Require header fields discussed in Sections
18.43 and 18.37. A "mandatory" header field MJST be present in a
request, and it MJST be understood by the agent receiving the
request. A nmandatory response-header field MJUST be present in the
response, and the header field MJST be understood by the processing
the response. "Not applicable" neans that the header field MJST NOT
be present in a request. |If one is placed in a request by m stake,

it MJUST be ignored by the agent receiving the request. Sinmilarly, a
header field | abel ed "not applicable" for a response neans that the
agent MJUST NOT place the header field in the response, and the agent
MJUST ignore the header field in the response.

An RTSP agent MUST ignore extension headers that are not understood.

The From and Location header fields contain a URI. |f the UR
contains a comma (') or semicolon (;), the URI MJST be enclosed in
doubl e quotes ("). Any URI paraneters are contained within these
quotes. If the URI is not enclosed in double quotes, any semi col on-
delimted paraneters are header-paranmeters, not UR paraneters.
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| Last-Modified | r | r | o | - | o | - | - | - |
| Location | 3rr | [ m | m | m | m | m | m |
N T T oo oo I e LT o - o - o - +
| Header | Where | Proxy |DES | OPT| STP | PLY | PSE | TRD |
o e - Hom - - Hom - - B e L L L +

Figure 2: Overview of RTSP Header Fields (A-L) Related to Methods
DESCRI BE, OPTIONS, SETUP, PLAY, PAUSE, and TEARDOWN
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| amm | ¢ | ¢ | ¢ | ¢ | ¢ | c |
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| |l m | m | m/|m [ m | m |
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| Proxy| DES | OPT |STP | PLY | PSE | TRD |

R e R R +

Figure 3: Overview of RTSP Header Fields (MW Related to Methods
DESCRI BE, OPTI ONS, SETUP, PLAY, PAUSE, and TEARDO/N

Schul zri nne,

et al.

St andards Track [ Page 130]



RTSP 2.0 Decenber 2016

RFC 7826

e

Header

X X
F " . E. .., ., 0, ©O.,0 ©O.,0 OO0 x .« O .0 % 1 x ESS . v
X
000 ., E . 0,41 100 1+ .0 4.0 4.0 4 o« R EES .o, . .
1 X X
~~ ~ =~
0Oo0oo0 EC0OO0OO0ODOOO OOO OOO OOO x % x OO0 «x x % €S0 .0 . .
1 X X
~~ ~ =~
OCooo0oECO, OOO OOO OOO OOO x % x OO0 x x % €00 .0.,.00
S EE — e E E
9 S5 X% E¥ Ky Ex By Exe
rrrOgs e rxO00ggl eSO DO cFDHE DO e oY . . Xrero
(7]
©
o —
(7] Y— —
— c c ()]
< = ) oo OO0 ccc o
- DO \ ° ccc oDoOD © oo c
- D c (O] — e — © @© ©  cCc —— — —
cC._©wn (o= — T T T 5 3 3 - Pra— 0 <
VTSV .—O O owow 000 DDODD DOD ©®ET VOO )
T O OO — - — 1 0w n un (GRS RN S] Cc cCcCcC c CcC O O 0O ol oo T
L OCcCc © - & C © © @ cC c c © © © (G} O OO SN >N >N em
na% O LS OO0 mmm L L Ll Y Y R = 1 JR [l el o —
OEL |thmll 1 ] ] [ T | 1 [ 1 ] ] [ ] o Lo
[ T T — e O i — 4 U = 4 — 4 4 — 4 4 = 4 — 4 4 (7] O.—- O
[P R i) C e 1 OO c CcC Cc CcCcC Cc CcC c CcC Cc CcCcC Cc CcC (O] — O C
00002 0O0SX000 OO0 OO VOO VOO VOO OOOD “ mmm
CCCCIttwocnn c CcC Cc CcC Cc CcCcC c CcCC c cCcCcC Cc CcCcC QDo = Q0 « 1+
Q Q QO > 3 — o
289323382888 888 588 888 888 588 888 BERmz==:

[ Page 131]

St andards Track

et al.

Schul zri nne,



RFC 7826 RTSP 2.0 Decenber 2016

| Last-Modified | R | r | - | - | - |
| Last-Modified | r | r | o | - | - |
| Location | 3rr | | m | m | m |
| Location | R | | - | - | m |
o e e e e e e m e e e Fomm - Fomm - L L L +
| Header | Wiere | Proxy | GPR| SPR | RDR |
e N N Fommnn Fommnn Fommnn +

Figure 4: Overview of RTSP Header Fields (A-L) Related to Methods

GET_PARAMETER, SET_PARAMETER, REDI RECT, and PLAY_NOTI FY
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| Via | r | anr | ¢ | ¢ | ¢ | ¢

| WAV Aut henti cate | 401 | | m | m | m | -
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Figure 5: Overview of RTSP Header Fields (MW Related to Methods
CGET_PARAMETER, SET PARAMETER, REDI RECT, and PLAY_NOTI FY

18.1. Accept

The Accept request-header field can be used to specify certain
presentation description and paraneter nedia types [ RFC6838] that are
acceptable for the response to the DESCRI BE request.

See Section 20.2.3 for the syntax.

The asterisk "*" character is used to group nedia types into ranges,
with "*/*" indicating all nmedia types and "type/*" indicating all
subtypes of that type. The range MAY include nedia type paraneters
that are generally applicable to that range

Each nedia type or range MAY be foll owed by one or nore accept-
parans, beginning with the "q" paraneter to indicate a relative
quality factor. The first "q" paraneter (if any) separates the nedia
type or range’'s paraneters fromthe accept-parans. Quality factors
all ow the user or user agent to indicate the relative degree of
preference for that nedia type, using the gvalue scale fromO to 1
(Section 5.3.1 of [RFC7231]). The default value is g=1

Exanpl e of use:
Accept: application/exanple ;q=0.7, application/sdp

I ndi cates that the requesting agent prefers the nedia type
application/sdp through the default 1.0 rating but also accepts the
application/exanple nedia type with a 0.7 quality rating.

If no Accept header field is present, then it is assunmed that the
client accepts all nedia types. |If an Accept header field is
present, and if the server cannot send a response that is acceptable
according to the conbined Accept field-value, then the server SHOULD
send a 406 (Not Acceptable) response.
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18.

18.

2. Accept-Credentials

The Accept-Credentials header is a request-header used to indicate to
any trusted internediary how to handl e further secured connections to
proxies or servers. It MJST NOT be included in server-to-client
requests. See Section 19 for the usage of this header

In a request, the header MJST contain the nethod (User, Proxy, or
Any) for approving credentials selected by the requester. The method
MUST NOT be changed by any proxy, unless it is "Proxy" when a proxy
MAY change it to "user"” to take the role of user approving each
further hop. If the nethod is "User", the header contains zero or
nore of the credentials that the client accepts. The header nay
contain zero credentials in the first RTSP request to an RTSP server
via a proxy when using the "User" nethod. This is because the client
has not yet received any credentials to accept. Each credential MJST
consi st of one URI identifying the proxy or server, the hash
algorithmidentifier, and the hash over that agent’s ASN 1 DER-
encoded certificate [ RFC5280] in Base64, according to Section 4 of

[ RFC4648] and where the padding bits are set to zero. Al RTSP
clients and proxi es MJUST inplenent the SHA-256 [ FI PS180-4] al gorithm
for conputation of the hash of the DER-encoded certificate. The

SHA- 256 algorithmis identified by the token "sha-256"

The intention of allowi ng for other hash algorithns is to enable the
future retirenment of algorithns that are not inplenented sonmewhere
other than here. Thus, the definition of future algorithms for this
purpose is intended to be extrenely limted. A feature tag can be
used to ensure that support for the replacenent al gorithm exists.

Exanpl e:

Accept - Credenti al s: User
"rtsps://proxy2. exanpl e. com "; sha- 256; exal | 9VMbQVIOFGC x5r XnPIKVNI =,
"rtsps://server.exanpl e.com "; sha- 256; | ur bj j 5khhBONhI uOXt t 4bBRH1 M=

3. Accept-Encodi ng

The Accept-Encodi ng request-header field is sinmlar to Accept, but it
restricts the content-codings (see Section 18.15), i.e.
transformati on codi ngs of the nmessage body, such as gzip conpression
that are acceptable in the response.
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A server tests whether a content-coding is acceptable, according to
an Accept-Encoding field, using these rules:

1. If the content-coding is one of the content-codings listed in the
Accept-Encoding field, then it is acceptable, unless it is
acconpani ed by a qvalue of 0. (As defined in Section 5.3.1 of
[ RFC7231], a qvalue of 0 neans "not acceptable.")

2. The special "*" synbol in an Accept-Encoding field nmatches any
avai |l abl e content-coding not explicitly listed in the header
field.

3. If nmultiple content-codings are acceptable, then the acceptable
content-coding with the highest non-zero qvalue is preferred.

4. The "identity" content-coding is always acceptable, i.e., no
transformation at all, unless specifically refused because the
Accept - Encoding field includes "identity; g=0" or because the
field includes "*; g=0" and does not explicitly include the
"identity" content-coding. |f the Accept-Encoding field-value is
enpty, then only the "identity" encoding is acceptable.

If an Accept-Encoding field is present in a request, and if the
server cannot send a response that is acceptable according to the
Accept - Encodi ng header, then the server SHOULD send an error response
with the 406 (Not Acceptable) status code.

If no Accept-Encoding field is present in a request, the server NAY
assune that the client will accept any content-coding. In this case
if "identity" is one of the avail able content-codings, then the
server SHOULD use the "identity" content-coding, unless it has
additional information that a different content-coding is neaningful
to the client.

4. Accept-Language

The Accept - Language request-header field is simlar to Accept, but
restricts the set of natural |anguages that are preferred as a
response to the request. Note that the |anguage specified applies to
the presentation description (response nessage body) and any reason
phrases, but not the media content.

A language tag identifies a natural |anguage spoken, witten, or

ot herwi se conveyed by human beings for communication of infornation
to other human beings. Conputer |anguages are explicitly excluded.
The syntax and registry of RTSP 2.0 | anguage tags are the sanme as

t hose defined by [ RFC5646].

Schul zrinne, et al. St andards Track [ Page 136]



RFC 7826 RTSP 2.0 Decenber 2016

18.

Each | anguage-range NMAY be given an associated quality val ue that
represents an estinmate of the user’'s preference for the | anguages

specified by that range. The quality value defaults to "qg=1". For
exanpl e:

Accept - Language: da, en-ghb;g=0.8, en;q=0.7
woul d nean: "I prefer Danish, but will accept British English and
other types of English." A | anguage-range natches a | anguage tag if

it exactly equals the full tag or if it exactly equals a prefix of
the tag, i.e., the primary-tag in the ABNF, such that the character
following primary-tag is "-" The special range "*", if present in

t he Accept-Language field, natches every tag not natched by any other
range present in the Accept-Language field.

Note: This use of a prefix matching rule does not inply that

| anguage tags are assigned to | anguages in such a way that it is
always true that if a user understands a | anguage with a certain
tag, then this user will also understand all |anguages with tags
for which this tag is a prefix. The prefix rule sinply allows the
use of prefix tags if this is the case.

In the process of selecting a | anguage, each | anguage tag is assigned
a qualification factor, i.e., if a |language being supported by the
client is actually supported by the server and what "preference"

| evel the | anguage achieves. The quality value (g-value) of the

| ongest | anguage-range in the field that matches the |anguage tag is
assigned as the qualification factor for a particul ar | anguage tag.
If no | anguage-range in the field matches the tag, the | anguage
qualification factor assigned is 0. |If no Accept-Language header is
present in the request, the server SHOULD assune that all |anguages
are equally acceptable. |If an Accept-Language header is present,
then all I anguages that are assigned a qualification factor greater
than 0 are acceptable.

5. Accept - Ranges

The Accept - Ranges general -header field allows indication of the
format supported in the Range header. The client MJST include the
header in SETUP requests to indicate which formats are acceptabl e
when received in PLAY and PAUSE responses and REDI RECT requests. The
server MJST include the header in SETUP responses and 456 (Header
Field Not Valid for Resource) error responses to indicate the fornats
supported for the resource indicated by the Request-URI. The header
MAY be included in GET_PARAMETER request and response pairs. The
CGET_PARAMETER request MUST contain a Session header to identify the
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session context the request is related to. The requester and
responder will indicate their capabilities regarding Range fornats
respectively.

Accept - Ranges: npt, snpte, clock
The syntax is defined in Section 20. 2. 3.
6. Alow

The Al l ow nessage body header field lists the methods supported by
the resource identified by the Request-URI. The purpose of this
field is to informthe recipient of the conplete set of valid nethods
associated with the resource. An Allow header field MJST be present
in a 405 (Method Not All owed) response. The Al ow header MJST al so
be present in all OPTIONS responses where the content of the header
wi Il not include exactly the sane nethods as listed in the Public
header .

The Al l ow nessage body header MUST al so be included in SETUP and
DESCRI BE responses, if the nmethods allowed for the resource are
different fromthe conplete set of nethods defined in this neno.

Exanpl e of use:
Al'l ow. SETUP, PLAY, SET PARAMETER, DESCRI BE
7. Authentication-Info

The Aut hentication-Info response-header is used by the server to
communi cate sone information regarding the successful HITP

aut hentication [RFC7235] in the response nessage. The definition of
the header is in [RFC7615], and any applicable HTTP authentication
schenes appear in other RFCs, such as Digest [RFC7616]. This header
MUST only be used in response nmessages related to client to server
requests.

8. Authorization

An RTSP client that wishes to authenticate itself with a server using
t he aut henticati on nechani smfrom HTTP [ RFC7235], usually (but not
necessarily) after receiving a 401 response, does so by including an
Aut hori zation request-header field with the request. The

Aut hori zation fiel d-value consists of credentials containing the

aut hentication information of the user agent for the realmof the
resource being requested. The definition of the header is in
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[ RFC7235], and any applicable HTTP aut hentication schenes appear in
other RFCs, such as Digest [RFC7616] and Basic [RFC7617]. This
header MJUST only be used in client-to-server requests.

If a request is authenticated and a real mspecified, the sane
credentials SHOULD be valid for all other requests within this realm
(assuning that the authentication schene itself does not require

ot herwi se, such as credentials that vary according to a challenge

val ue or using synchroni zed clocks). Each client-to-server request
MUST be individually authorized by including the Authorization header
with the information.

When a shared cache (see Section 16) receives a request containing an
Aut hori zation field, it MJUST NOT return the correspondi ng response as
a reply to any other request, unless one of the follow ng specific
exceptions hol ds:

1. If the response includes the "nmax-age" cache directive, the cache
MAY use that response in replying to a subsequent request. But
(if the specified nmaxi mum age has passed) a proxy cache MJST
first revalidate it with the origin server, using the request-
headers fromthe new request to allow the origin server to
aut henticate the new request. (This is the defined behavior for
max-age.) |f the response includes "nmax-age=0", the proxy MJST
al ways revalidate it before reusing it.

2. If the response includes the "nust-revalidate" cache-contro
directive, the cache MAY use that response in replying to a
subsequent request. But if the response is stale, all caches
MUST first revalidate it with the origin server, using the
request - headers fromthe new request to allow the origin server
to authenticate the new request.

3. If the response includes the "public" cache directive, it MAY be
returned in reply to any subsequent request.

9. Bandwi dth

The Bandwi dth request-header field describes the estinated bandw dth
available to the client, expressed as a positive integer and neasured
in kilobits per second. The bandwi dth available to the client may
change during an RTSP session, e.g., due to nobility, congestion

et c.

Cients may not be able to accurately determ ne the avail able

bandwi dth, for exanple, because the first hop is not a bottleneck
Such a case is when the local area network (LAN) is not the

bottl eneck, instead the LAN's Internet access link is, if the server
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is not in the sanme LAN. Thus, |ink speeds of W.AN or Ethernet
networks are normally not a basis for estimating the avail able

bandwi dth. Cellul ar devices or other devices directly connected to a
nmodem or connecti on-enabling device may nore accurately estimate the
bottl eneck bandwi dth and what is a reasonable share of it for RTSP-
controlled media. The client will also need to take into account
other traffic sharing the bottleneck. For exanple, by only assigning
a certain fraction to RTSP and its nedia streans. |t is RECOVMMENDED
that only clients that have accurate and explicit information about
bandwi dth bottl enecks use this header.

This header is not a substitute for proper congestion control. It is
only a nmethod providing an initial estinmate and coarsely determ nes
if the selected content can be delivered at all

Exanpl e:
Bandwi dt h: 62360
10. Bl ocksi ze

The Bl ocksi ze request-header field is sent fromthe client to the
medi a server asking the server for a particular nmedia packet size.
Thi s packet size does not include |ower-layer headers such as IP
UDP, or RTP. The server is free to use a blocksize that is |ower
than the one requested. The server MAY truncate this packet size to
the closest multiple of the minimum nedia-specific block size or
override it with the nmedi a-specific size, if necessary. The block
size MJUST be a positive deci mal nunber neasured in octets. The
server only returns an error (4xx) if the value is syntactically
invalid.

11. Cache-Contro

The Cache-Control general -header field is used to specify directives
that MJUST be obeyed by all cachi ng nmechani sns al ong the request/
response chain.

Cache directives MIST be passed through by a proxy or gateway
application, regardless of their significance to that application
since the directives nmay be applicable to all recipients along the
request/response chain. It is not possible to specify a cache-
directive for a specific cache.

Cache-Control should only be specified in a DESCRI BE, GET_PARAMETER
SET_PARAMETER, and SETUP request and its response. Note: Cache-
Control does not govern only the caching of responses for the RTSP
nmessages, instead it also applies to the nedia streamidentified by
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the SETUP request. The RTSP requests are generally not cacheabl e;
for further information, see Section 16. Below are the descriptions
of the cache directives that can be included in the Cache-Contro

header .

no-cache: Indicates that the nedia stream or RTSP response MJST NOT
be cached anywhere. This allows an origin server to prevent
caching even by caches that have been configured to return
stale responses to client requests. Note: there is no security
function preventing the caching of content.

public: Indicates that the nedia streamor RTSP response is
cacheabl e by any cache.

private: |Indicates that the nedia streamor RTSP response is

i ntended for a single user and MUST NOT be cached by a shared
cache. A private (non-shared) cache may cache the nedia
streans.

no-transform An internediate cache (proxy) may find it useful to
convert the nmedia type of a certain stream A proxy might, for
exanpl e, convert between video formats to save cache space or
to reduce the anmount of traffic on a slow link. Serious
operational problens nmay occur, however, when these
transformati ons have been applied to streans intended for
certain kinds of applications. For exanple, applications for
nmedi cal imaging, scientific data anal ysis and those using end-
to-end aut hentication all depend on receiving a streamthat is
bit-for-bit identical to the original nedia streamor RTSP
response. Therefore, if a response includes the no-transform
directive, an internediate cache or proxy MJST NOT change the
encodi ng of the stream or response. Unlike HTTP, RTSP does not
provide for partial transformation at this point, e.g.
allowing translation into a different |anguage.

only-if-cached: In sone cases, such as tinmes of extrenmely poor
network connectivity, a client nay want a cache to return only
those nedia streans or RTSP responses that it currently has
stored and not to receive these fromthe origin server. To do
this, the client may include the only-if-cached directive in a
request. |If the cache receives this directive, it SHOULD
ei ther respond using a cached nedia streamor response that is
consistent with the other constraints of the request or respond
with a 504 (Gateway Tineout) status. However, if a group of
caches is being operated as a unified systemw th good interna
connectivity, such a request MAY be forwarded within that group
of caches.
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max-stale: Indicates that the client is willing to accept a nedia
stream or RTSP response that has exceeded its expiration tine.
If max-stale is assigned a value, then the client is willing to
accept a response that has exceeded its expiration time by no
nmore than the specified nunber of seconds. |If no value is
assigned to nax-stale, then the client is willing to accept a
stal e response of any age.

mn-fresh: Indicates that the client is willing to accept a nedia
stream or RTSP response whose freshness lifetinme is no | ess
than its current age plus the specified tine in seconds. That
is, the client wants a response that will still be fresh for at
| east the specified nunber of seconds.

nmust-revalidate: Wen the nust-revalidate directive is present in a
SETUP response received by a cache, that cache MJST NOT use the
cache entry after it becones stale to respond to a subsequent
request without first revalidating it with the origin server
That is, the cache is required to do an end-to-end revalidation
every time, if, based solely on the origin server’s Expires,
the cached response is stale.

proxy-revalidate: The proxy-revalidate directive has the same
meani ng as the nust-revalidate directive, except that it does
not apply to non-shared user agent caches. It can be used on a
response to an authenticated request to permt the user’s cache
to store and later return the response w thout needing to
revalidate it (since it has already been authenticated once by
that user), while still requiring proxies that service many
users to revalidate each tinme (in order to make sure that each
user has been authenticated). Note that such authenticated
responses al so need the "public" cache directive in order to
allow themto be cached at all

max- age: \Wen an internediate cache is forced, by neans of a nmax-
age=0 directive, to revalidate its own cache entry, and the
client has supplied its own validator in the request, the
supplied validator mght differ fromthe validator currently
stored with the cache entry. In this case, the cache MAY use
either validator in making its own request w thout affecting
semanti c transparency.

However, the choice of validator might affect performance. The
best approach is for the internediate cache to use its own

val i dator when making its request. |If the server replies with
304 (Not Modified), then the cache can return its now vali dated
copy to the client with a 200 (OK) response. If the server

replies with a new nessage body and cache validator, however,
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the internedi ate cache can conpare the returned validator wth
the one provided in the client’s request, using the strong
conparison function. |If the client’s validator is equal to the
origin server’s, then the intermnmedi ate cache sinply returns 304
(Not Modified). Oherwise, it returns the new nmessage body
with a 200 (OK) response.

12. Connecti on

The Connection general -header field allows the sender to specify
options that are desired for that particular connection. It MJST NOT
be conmuni cated by proxies over further connections.

RTSP 2.0 proxies MJST parse the Connection header field before a
nmessage i s forwarded and, for each connection-token in this field,
renove any header field(s) fromthe nessage with the same name as the
connecti on-token. Connection options are signaled by the presence of
a connection-token in the Connection header field, not by any
correspondi ng additi onal header field(s), since the additional header
field may not be sent if there are no paraneters associated with that
connection option.

Message headers listed in the Connection header MJST NOT incl ude end-
to-end headers, such as Cache- Control

RTSP 2.0 defines the "close" connection option for the sender to
signal that the connection will be closed after conpletion of the
response. For exanple, "Connection: close in either the request or
the response-header fields" indicates that the connecti on SHOULD NOT
be considered "persistent” (Section 10.2) after the current request/
response i s conplete.

The use of the connection option "close" in RTSP nessages SHOULD be
limted to error nessages when the server is unable to recover and
therefore sees it necessary to close the connection. The reason
being that the client has the choice of continuing using a connection
indefinitely, as long as it sends valid nessages.

13. Connection-Credential s

The Connection-Credentials response-header is used to carry the chain
of credentials for any next hop that needs to be approved by the
requester. It MJST only be used in server-to-client responses.

The Connection-Credentials header in an RTSP response MJST, if

i ncluded, contain the credential information (in the formof a |ist
of certificates providing the chain of certification) of the next hop
to which an internediary needs to securely connect. The header MJST
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include the URI of the next hop (proxy or server) and a

Base64- encoded (according to Section 4 of [ RFC4648] and where the
padding bits are set to zero) binary structure containing a sequence
of DER-encoded X 509v3 certificates [ RFC5280].

The binary structure starts with the nunber of certificates
(NR_CERTS) included as a 16-bit unsigned integer. This is followed
by an NR_CERTS nunber of 16-bit unsigned integers providing the size,
in octets, of each DER-encoded certificate. This is followed by an
NR_CERTS nunber of DER-encoded X. 509v3 certificates in a sequence
(chain). This format is exenplified in Figure 6. The certificate of
the proxy or server nust cone first in the structure. Each follow ng
certificate nust directly certify the one preceding it. Because
certificate validation requires that root keys be distributed

i ndependently, the self-signed certificate that specifies the root
certificate authority may optionally be onitted fromthe chain, under
the assunption that the renote end nust already possess it in order
to validate it in any case

Exanpl e:
Connection-Credential s:"rtsps://proxy2. exanple.coni"; M| DNTCC. ..
Where MIDNTCC... is a Base64 encoding of the follow ng structure:

0 1 2 3
01234567890123456789012345678901

B T S St i i T s T e o S S i St SN

| Nunber of certificates | Size of certificate #1

B i i i e S i i S S S S S e st S SR S

| Size of certificate #2 | Size of certificate #3

e o T i i o o O S e S ol o S S S s it SR R SR S

: DER Encoding of Certificate #1

R R e o i i i i i S i S S S e T T s i T S S S S e 5
DER Encodi ng of Certificate #2

B i i i e S i i S S S S S e st S SR S

. DER Encoding of Certificate #3

R i i T S e e R i S T S e e S S e S S S o i S NI e +

Fi gure 6: Format Exanple of Connection-Credentials Header Certificate
14. Content-Base

The Content-Base nessage body header field nay be used to specify the
base URI for resolving relative URIs within the nmessage body.

Cont ent - Base: rtsp://nmedi a. exanpl e. com novi e/ twi ster/
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If no Content-Base field is present, the base URI of a nessage body
is defined by either its Content-Location (if that Content-Location
URI is an absolute URI) or the URI used to initiate the request, in
that order of precedence. Note, however, that the base URI of the
contents within the nmessage body may be redefined within that message
body.

15. Content - Encodi ng

The Cont ent - Encodi ng nessage body header field is used as a nodifier
of the nedia-type. Wen present, its value indicates what additiona
content - codi ngs have been applied to the nmessage body, and thus what
decodi ng nechani sns nust be applied in order to obtain the nedia-type
referenced by the Content-Type header field. Content-Encoding is
primarily used to allow a docunent to be conpressed w thout |osing
the identity of its underlying nmedia type.

The content-coding is a characteristic of the nessage body identified
by the Request-URI. Typically, the nessage body is stored with this
encodi ng and is only decoded before rendering or anal ogous usage.
However, an RTSP proxy MAY nodify the content-coding if the new
coding is known to be acceptable to the recipient, unless the "no-
transfornt cache directive is present in the nessage.

If the content-coding of a nessage body is not "identity", then the
message MJST include a Content-Encodi ng nessage body header that
lists the non-identity content-coding(s) used.

If the content-coding of a message body in a request nmessage i s not
acceptable to the origin server, the server SHOULD respond with a
status code of 415 (Unsupported Media Type).

If nmultiple encodings have been applied to a nessage body, the
content-codi ngs MIST be listed in the order in which they were
applied, first to last fromleft to right. Additional information
about the encoding paranmeters MAY be provi ded by other header fields
not defined by this specification

16. Cont ent - Language

The Cont ent - Language nessage body header field describes the natura
| anguage(s) of the intended audi ence for the encl osed nessage body.
Note that this might not be equivalent to all the | anguages used

wi thin the nessage body.
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Language tags are nentioned in Section 18.4. The prinmary purpose of
Cont ent - Language is to allow a user to identify and differentiate
entities according to the user’s own preferred | anguage. Thus, if
the body content is intended only for a Danish-literate audi ence, the
appropriate field is

Cont ent - Language: da

If no Content-Language is specified, the default is that the content
is intended for all |anguage audi ences. This mght nean that the
sender does not consider it to be specific to any natural |anguage or
that the sender does not know for which | anguage it is intended.

Mul tiple | anguages MAY be listed for content that is intended for
mul ti pl e audi ences. For exanple, a rendition of the "Treaty of
Waitangi ", presented sinultaneously in the original Muori and English
versions, would call for

Cont ent - Language: mi, en

However, just because multiple | anguages are present within a nmessage
body does not nean that it is intended for rmultiple Iinguistic

audi ences. An exanple would be a beginner’s | anguage primer, such as
"A First Lesson in Latin", which is clearly intended to be used by an
English-literate audience. |In this case, the Content-Language woul d

properly only include "en".

Cont ent - Language MAY be applied to any nedia type -- it is not
limted to textual docunents.

17. Content-Length

The Content-Length nessage body header field contains the | ength of
t he nmessage body of the RTSP nessage (i.e., after the double CRLF
followi ng the | ast header) in octets of bits. Unlike HITP, it MJST
be included in all nessages that carry a nessage body beyond the
header portion of the RTSP nessage. |If it is missing, a default

val ue of zero is assuned. Any Content-Length greater than or equa
to zero is a valid val ue.

18. Content-Location

The Content-Location nessage body header field MAY be used to supply
the resource location for the nmessage body encl osed in the nessage
when that body is accessible froma |ocation separate fromthe
requested resource’s URI. A server SHOULD provide a Content-Location
for the variant corresponding to the response nmessage body;
especially in the case where a resource has nultiple variants
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associated with it, and those entities actually have separate

| ocations by which they nmight be individually accessed, the server
SHOULD provide a Content-Location for the particular variant that is
returned.

As an exanple, if an RTSP client perfornms a DESCRI BE request on a

gi ven resource, e.g., "rtsp://a.exanple.com novie/

Pl an9Fr onQut er Space", then the server may use additional information,
such as the User-Agent header, to determine the capabilities of the
agent. The server will then return a nedia description tailored to
that class of RTSP agents. To indicate which specific description
the agent receives, the resource identifier
("rtsp://a.exanpl e.cont novi e/ Pl an9Fr onQut er Space/ Ful | HD. sdp") is
provided in Content-Location, while the description is still a valid
response for the generic resource identifier, thus enabling both
debuggi ng and cache operation as di scussed bel ow.

The Content-Location value is not a replacenent for the origina
requested URI; it is only a statenent of the location of the resource
corresponding to this particular variant at the tine of the request.
Future requests MAY specify the Content-Location URI as the Request-
URI if the desire is to identify the source of that particul ar
variant. This is useful if the RTSP agent desires to verify if the
resource variant is current through a conditional request.

A cache cannot assune that a nessage body with a Content-Location
different fromthe URI used to retrieve it can be used to respond to
| ater requests on that Content-Location URI. However, the Content-
Location can be used to differentiate between nmultiple variants
retrieved froma single requested resource.

If the Content-Location is a relative URI, the relative URl is
interpreted relative to the Request-URl.

Not e that Content-Locati on can be used in sone cases to derive the
base-URI for relative URI(s) present in session description formats.
This needs to be taken into account when Content-Location is used.
The easiest way to avoid needing to consider that issue is to include
t he Cont ent-Base whenever the Content-Location is included.

Not e al so, when using Media Tags in conjunction with Content-
Location, it is inportant that the different versions have different
Mrags, even if provided under different Content-Location URIs. This
is because the different content variants still have been provided in
response to the sanme request URI
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Note al so, as in nost cases, the URIs used in the DESCRI BE and the
SETUP requests are different: the URI provided in a DESCRI BE Content -
Location response can’'t directly be used in a SETUP request.

Instead, the steps of deriving the nmedia resource URIs are necessary.
This commonly invol ves conbing the nedia description’s relative URs,
e.g., fromthe SDP's a=control attribute, with the base-URl to create
the absolute URI's needed in the SETUP request.

19. Content-Type

The Content-Type nessage body header indicates the nedia type of the
message body sent to the recipient. Note that the content types
suitable for RTSP are likely to be restricted in practice to
presentation descriptions and paraneter-val ue types.

20. CSeq

The CSeq general -header field specifies the sequence nunber (integer)
for an RTSP request/response pair. This field MIST be present in al
requests and responses. RTSP agents nmintain a sequence nunber
series for each responder to which they have an open nessage
transport channel. For each new RTSP request an agent originates on
a particular RTSP nmessage transport, the CSeq val ue MJIST be
increnented by one. The initial sequence nunber can be any nunber;
however, it is RECOWENDED to start at 0. Each sequence nunber
series is unique between each requester and responder, i.e., the
client has one series for its requests to a server and the server has
anot her when sending requests to the client. Each requester and
responder is identified by its socket address (1P address and port
nunber), i.e., per direction of a TCP connection. Any retransnitted
request MJST contain the same sequence nunber as the original, i.e.

t he sequence nunber is not increnented for retransm ssions of the
sanme request. The RTSP agent receiving requests MJST process the
requests arriving on a particular transport in the order of the
sequence nunmbers. Responses are sent in the order that they are
generated. The RTSP response MJUST have the sanme sequence nunber as
was present in the corresponding request. An RTSP agent receiving a
response MAY receive the responses out of order conpared to the order
of the requests it sent. Thus, the agent MJST use the sequence
nunber in the response to pair it with the correspondi ng request.

The mai n purpose of the sequence nunber is to map responses to
requests.

The requirement to use a sequence-nunber increnment of one for each
new request is to support any future specification of RTSP nessage
transport over a protocol that does not provide in-order delivery

or is unreliable.
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The above rules relating to the initial sequence nunber nmay appear
unnecessarily loose. The reason for this is to cater to sone
conmon behavi or of existing inplenmentations: when using nmultiple
reliable connections in sequence, it may still be easiest to use a
si ngl e sequence-nunber series for a client connecting with a
particul ar server. Thus, the initial sequence nunber may be
arbitrary dependi ng on the nunber of previous requests. For any
unreliable transport, a stricter definition or other solution wll
be required to enable detection of any loss of the first request.

When using nultiple sequential transport connections, there is no
protocol nmechanismto ensure in-order processing as the sequence
nunber is scoped on the individual transport connection and its
five tuple. Thus, there are potential issues with opening a new
transport connection to the same host for which there already

exi sts a transport connection wi th outstanding requests and

previ ously di spatched requests related to the same RTSP session

RTSP Proxies also need to follow the above rules. This inplies that
proxies that aggregate requests fromnultiple clients onto a single
transport towards a server or a next-hop proxy need to renunber these
requests to forma unified sequence on that transport, fulfilling the
above rules. A proxy capable of fulfilling sone agent’s request

wi thout enitting its own request (e.g., a caching proxy that fulfills
a request fromits cache) al so causes a need to renunber as the
nunber of received requests with a particular target may not be the
sanme as the nunber of emtted requests towards that target agent. A
proxy that needs to renunber needs to performthe corresponding
renunberi ng back to the original sequence nunber for any received
response before forwarding it back to the originator of the request.

A client connected to a proxy, and using that transport to send
requests to nultiple servers, creates a situation where it is
quite likely to receive the responses out of order. This is
because the proxy will establish separate transports fromthe
proxy to the servers on which to forward the client’s requests.
When the responses arrive fromthe different servers, they will be
forwarded to the client in the order they arrive at the proxy and
can be processed, not the order of the client’s original sequence
nunbers. This is intentional to avoid sone session’s requests
bei ng bl ocked by another server’s slow processing of requests.
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18.21. Date

The Date general -header field represents the date and tine at which
the nmessage was originated. The inclusion of the Date header in an
RTSP nessage foll ows these rules:

0 An RTSP nessage, sent by either the client or the server
contai ning a body MIST include a Date header, if the sending host
has a cl ock;

0o Cdients and servers are RECOMVENDED to include a Date header in
all other RTSP nessages, if the sending host has a cl ock

o |If the server does not have a clock that can provide a reasonable
approxi mati on of the current time, its responses MJST NOT incl ude
a Date header field. In this case, this rule MJST be foll owed:
some origin-server inplenmentations m ght not have a cl ock
available. An origin server without a clock MJST NOT assign
Expires or Last-Mdified values to a response, unless these val ues
were associated with the resource by a systemor user with a
reliable clock. It MAY assign an Expires value that is known, at
or before server-configuration tinme, to be in the past (this
all ows "pre-expiration” of responses w thout storing separate
Expi res val ues for each resource).

A received nessage that does not have a Date header field MJST be
assigned one by the recipient if the nmessage will be cached by that
recipient. An RTSP inplenentation without a clock MJST NOT cache
responses without revalidating themon every use. An RTSP cache,
especially a shared cache, SHOULD use a nechani sm such as the

Net work Tinme Protocol (NTP) [RFC5905], to synchronize its clock with
a reliable external standard.

The RTSP-date, a full date as specified by Section 3.3 of [RFC5322],
sent in a Date header SHOULD NOT represent a date and tine subsequent
to the generation of the nessage. It SHOULD represent the best
avai | abl e approxi mation of the date and tine of nessage generation
unl ess the inplenmentation has no neans of generating a reasonably
accurate date and tinme. In theory, the date ought to represent the
monent just before the nessage body is generated. |In practice, the
date can be generated at any time during the message origi nation

wi thout affecting its semantic val ue.

Note: The RTSP 2.0 date format is defined to be the full-date
format in RFC 5322. This format is nore flexible than the date
format in RFC 1123 used by RTSP 1.0. Thus, inplenentations should
use single spaces as separators, as recommended by RFC 5322, and
support receiving the obsolete fornat.

Schul zrinne, et al. St andards Track [ Page 150]



RFC 7826 RTSP 2.0 Decenber 2016

Further, note that the syntax allows for a comment to be added at
the end of the date.

18.22. Expires

18.

The Expires nessage body header field gives a date and tine after
whi ch the description or nmedi a-stream should be considered stale.
The interpretati on depends on the nethod:

DESCRI BE response: The Expires header indicates a date and tine
after which the presentation description (body) SHOULD be
consi dered stale.

SETUP response: The Expires header indicates a date and tine after
whi ch the nedia stream SHOULD be consi dered stale.

A stal e cache entry should not be returned by a cache (either a proxy
cache or a user agent cache) unless it is first validated with the
origin server (or with an internedi ate cache that has a fresh copy of
the nmessage body). See Section 16 for further discussion of the
expiration nodel

The presence of an Expires field does not inply that the origina
resource will change or cease to exist at, before, or after that
tinme.

The format is an absolute date and tine as defined by RTSP-date. An
exanple of its use is

Expires: Wed, 23 Jan 2013 15:36:52 +0000

RTSP 2.0 clients and caches MJUST treat other invalid date formats,
especially those including the value "0", as having occurred in the
past (i.e., already expired).

To mark a response as "already expired," an origin server should use
an Expires date that is equal to the Date header value. To mark a
response as "never expires", an origin server SHOULD use an Expires
date approxi mately one year fromthe tinme the response is sent. RTSP
2.0 servers SHOULD NOT send Expires dates that are nore than one year
in the future

23. From

The From request-header field, if given, SHOULD contain an |nternet
emai | address for the human user who controls the requesting user
agent. The address SHOULD be nachi ne usable, as defined by "nmail box"
in [ RFC1123].
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18.

This header field MAY be used for |ogging purposes and as a nmeans for
identifying the source of invalid or unwanted requests. |t SHOULD
NOT be used as an insecure form of access protection. The
interpretation of this field is that the request is being perforned
on behal f of the person given, who accepts responsibility for the

met hod perfornmed. |n particular, robot agents SHOULD include this
header so that the person responsible for running the robot can be
contacted if problems occur on the receiving end.

The Internet email address in this field MAY be separate fromthe
Internet host that issued the request. For exanple, when a request
is passed through a proxy, the original issuer’s address SHOULD be
used.

The client SHOULD NOT send the From header field without the user’'s
approval, as it mght conflict with the user’s privacy interests or
their site’s security policy. It is strongly reconrended that the
user be able to disable, enable, and nodify the value of this field
at any tine prior to a request.

24. |f-Match

The 1f-Match request-header field is especially useful for ensuring
the integrity of the presentation description, independent of how the
presentation description was received. The presentation description
can be fetched via neans external to RTSP (such as HTTP) or via the
DESCRI BE nessage. In the case of retrieving the presentation
description via RTSP, the server inplenentation is guaranteeing the
integrity of the description between the tinme of the DESCRI BE nessage
and the SETUP nessage. By including the Mrag given in or with the
session description in an |f-Match header part of the SETUP request,
the client ensures that resources set up are matching the
description. A SETUP request with the If-Match header for which the
Mrag validation check fails MJST generate a response using 412
(Precondition Failed).

This validation check is also very useful if a session has been
redirected fromone server to another

25. | f-Mdified-Since

The 1 f-Modified-Since request-header field is used with the DESCRI BE
and SETUP net hods to nmake themconditional. |f the requested variant
has not been nodified since the tinme specified in this field, a
description will not be returned fromthe server (DESCRI BE) or a
streamw ||l not be set up (SETUP). Instead, a 304 (Not Mbdified)
response MJST be returned w thout any nmessage body.
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An exanple of the field is:
| f-Modified-Since: Sat, 29 Oct 1994 19:43:31 GVl
18.26. | f-None-Match

Thi s request-header can be used with one or several nessage body tags
to nake DESCRI BE requests conditional. A client that has one or nore
nmessage bodi es previously obtained fromthe resource can verify that
none of those entities is current by including a list of their
associ at ed nmessage body tags in the If-None-Match header field. The
purpose of this feature is to allow efficient updates of cached
information with a mni num anount of transaction overhead. As a
special case, the value "*" matches any current entity of the
resource.

If any of the message body tags match the nessage body tag of the
message body that woul d have been returned in the response to a
sim | ar DESCRIBE request (w thout the If-None-Match header) on that
resource, or if "*" is given and any current entity exists for that
resource, then the server MJUST NOT performthe requested nethod,

unl ess required to do so because the resource’s nodification date
fails to match that supplied in an If-Mdified-Since header field in
the request. Instead, if the request nmethod was DESCRI BE, the server
SHOULD respond with a 304 (Not Modified) response, including the
cache-rel ated header fields (particularly Mrag) of one of the nessage
bodi es that matched. For all other request nethods, the server MJST
respond with a status of 412 (Precondition Fail ed).

See Section 16.1.3 for rules on howto deternine if tw nessage body
tags mat ch.

I f none of the nmessage body tags match, then the server MAY perform
the requested nethod as if the |If-None-Match header field did not

exi st, but MJIST also ignore any If-Mdified-Since header field(s) in
the request. That is, if no nessage body tags match, then the server
MUST NOT return a 304 (Not Modified) response.

If the request would, w thout the |f-None-Match header field, result
in anything other than a 2xx or 304 status, then the |f-None-Match
header MUST be ignored. (See Section 16.1.4 for a discussion of
server behavior when both |f-Mdified-Since and |If-None-Match appear
in the same request.)

The result of a request having both an |If-None-Mtch header field and

an | f-Match header field is unspecified and MJST be consi dered an
illegal request.
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27. Last-Modified

The Last-Modified message body header field indicates the date and
time at which the origin server believes the presentation description
or nedia streamwas |ast nodified. For the DESCRI BE nethod, the
header field indicates the |ast nodification date and tine of the
description, for the SETUP of the nedia stream

An origin server MIST NOT send a Last-Mdified date that is |ater
than the server’s time of message origination. 1In such cases, where
the resource’s last nodification would indicate sone tine in the
future, the server MJST replace that date with the nessage
origination date.

An origin server SHOULD obtain the Last-Mdified value of the message
body as close as possible to the time that it generates the Date
value of its response. This allows a recipient to make an accurate
assessnent of the nessage body’'s nodification tine, especially if the
message body changes near the tine that the response is generated.

RTSP servers SHOULD send Last-Mdified whenever feasible.
28. Locati on

The Location response-header field is used to redirect the recipient
to a location other than the Request-URl for conpletion of the
request or identification of a new resource. For 3rr responses, the
| ocati on SHOULD i ndicate the server’s preferred URI for automatic
redirection to the resource. The field-value consists of a single
absol ute URI.

Not e: The Content-Location header field (Section 18.18) differs from
Location in that the Content-Location identifies the origina

| ocation of the message body enclosed in the request. Therefore, it
is possible for a response to contain header fields for both Location
and Content-Location. Also, see Section 16.2 for cache requirenents
of sone met hods.

29. Medi a-Properties

Thi s general -header is used in SETUP responses or PLAY_NOTI FY
requests to indicate the nedia's properties that currently are
applicable to the RTSP session. PLAY_NOTIFY MAY be used to nodify
these properties at any point. However, the client SHOULD have
received the update prior to any action related to the new nedia
properties taking effect. For aggregated sessions, the Media-
Properties header will be returned in each SETUP response. The
header received in the latest response is the one that applies on the
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whol e session fromthis point until any future update. The header
MAY be included without value in GET_PARAMETER requests to the server
with a Session header included to query the current Media-Properties
for the session. The responder MJST include the current session’s
medi a properties.

The nmedi a properties expressed by this header are the ones applicable
to all nmedia in the RTSP session. For aggregated sessions, the
header expressed the conbi ned nedi a-properties. As a result,
aggregation of media MAY result in a change of the nedia properties
and, thus, the content of the Media-Properties header contained in
subsequent SETUP responses.

The header contains a list of property values that are applicable to
the currently setup nmedia or aggregate of nedia as indicated by the
RTSP URI in the request. No ordering is enforced within the header.
Property val ues should be placed into a single group that handles a
particul ar orthogonal property. Values or groups that express

mul tiple properties SHOULD NOT be used. The list of properties that
can be expressed MAY be extended at any tine. Unknown property

val ues MJST be ignored.

This specification defines the follow ng four groups and their
property val ues:

Random Access
Random Access: Indicates that random access is possible. My
optionally include a floating-point value in seconds indicating
the | ongest duration between any two random access points in
t he nedi a.
Begi nning-Only: Seeking is linted to the begi nning only.
No- Seeki ng: No seeking is possible.
Content Modifications:

| mut abl e: The content will not be changed during the lifetime of
the RTSP session.

Dynanmic: The content nmay be changed based on external nethods or
triggers.

Ti me- Progressing: The nedia accessible progresses as wal | cl ock
time progresses.
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Ret enti on:

Unlimted: Content will be retained for the duration of the
lifetime of the RTSP session

Time-Limted: Content will be retained at |least until the
specified wallclock tine. The tine nust be provided in the
absolute tinme fornat specified in Section 4.4.3.

Ti me-Duration: Each individual nmedia unit is retained for at
| east the specified Time-Duration. This definition allows for
retaining data with a tine-based sliding window The tine
duration is expressed as floating-point number in seconds. The
value 0.0 is a valid as this indicates that no data is retained
in a tine-progressing session.

Supported Scal e:

Scal es: A quoted conmma-separated |list of one or nore decinal
val ues or ranges of scal e values supported by the content in
arbitrary order. A range has a start and stop val ue separat ed
by a colon. A range indicates that the content supports a
fine-grained selection of scale values. Fine-graining allows
for steps at least as snmall as one tenth of a scal e val ue.
Content is considered to support fine-grained sel ection when
the server in response to a given scal e value can produce
content with an actual scale that is |less than one tenth of

scale unit, i.e., 0.1, fromthe requested value. Negative
val ues are supported. The value 0 has no neani ng and MJST NOT
be used.

Exanpl es of this header for on-demand content and a |ive stream
wi t hout recording are:

On- demand:
Medi a- Properties: Random Access=2.5, Unlimted, |mmutable,
Scal es="-20, -10, -4, 0.5:1.5, 4, 8, 10, 15, 20"

Li ve stream wi thout recordi ng/tineshifting:
Medi a- Properties: No-Seeking, Tine-Progressing, Tine-Duration=0.0

30. Medi a- Range

The Medi a- Range general -header is used to give the range of the nedia
at the tine of sending the RTSP nmessage. This header MJST be

i ncluded in the SETUP response, PLAY and PAUSE responses for nedia
that are tine-progressing, PLAY and PAUSE responses after any change
for media that are Dynamic, and in PLAY_NOTIFY requests that are sent
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due to Medi a-Property-Update. A Medi a- Range header w thout any range
speci ficati ons MAY be included in GET_PARAMETER requests to the
server to request the current range. |In this case, the server MJST

i nclude the current range at the time of sending the response.

The header MUST include range specifications for all tine fornmats
supported for the nedia, as indicated in Accept-Ranges header
(Section 18.5) when setting up the nmedia. The server MAY include
nore than one range specification of any given time format to

i ndi cate nmedi a that has non-continuous range. The range
specifications SHALL be ordered with the range with the | owest val ue
or earliest start tinme first, followed by ranges with increasingly
hi gher values or later start tine.

For media that has the time-progressing property, the Medi a- Range
header values will only be valid for the particular point in time
when it was issued. As the wallclock progresses, so will the nedia
range. However, it shall be assuned that nedia tine progresses in
direct relationship to wallclock tine (with the exception of clock
skew) so that a reasonably accurate estimation of the nmedia range can
be cal cul ated

31. Mrag

The Mrag response-header MAY be included in DESCRI BE, GET_PARAMETER
or SETUP responses. The nessage body tags (Section 4.6) returned in
a DESCRI BE response and the one in SETUP refer to the presentation
i.e., both the returned session description and the nedia stream
This allows for verification that one has the right session
description to a nedia resource at the tinme of the SETUP request.
However, it has the disadvantage that a change in any of the parts
results in invalidation of all the parts

If the Mlag is provided both inside the message body, e.g., within
the "a=ntag" attribute in SDP, and in the response nmessage, then both
tags MJUST be identical. It is RECOMENDED that the Mlfag be prinarily
given in the RTSP response nessage, to ensure that caches can use the
Mrag wi t hout requiring content inspection. However, for session
descriptions that are distributed outside of RTSP, for exanple, using
HTTP, etc., it will be necessary to include the nmessage body tag in
the session description as specified in Appendi x D.1.9.

SETUP and DESCRI BE requests can be nade conditional upon the Mrag
using the headers |f-Match (Section 18.24) and |f-None-Mtch
(Section 18.26).
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32. Notify-Reason

The Notify-Reason response-header is solely used in the PLAY_NOTI FY
method. It indicates the reason why the server has sent the
asynchronous PLAY_NOTI FY request (see Section 13.5).

33. Pipelined-Requests

The Pi pel i ned- Requests general -header is used to indicate that a
request is to be executed in the context created by a previous
request(s). The primary usage of this header is to allow pipelining
of SETUP requests so that any additional SETUP request after the
first one does not need to wait for the session ID to be sent back to
the requesting agent. The header contains a unique identifier that
is scoped by the persistent connection used to send the requests.

Upon receiving a request with the Pipelined-Requests, the responding
agent MUST look up if there exists a binding between this Pipelined-
Requests identifier for the current persistent connection and an RTSP

session ID. If the binding exists, then the received request is
processed the same way as if it contained the Session header with the
found session ID. |If there does not exist a nmapping and no Session

header is included in the request, the responding agent MJST create a
bi ndi ng upon the successful conpletion of a session creating request,
i.e., SETUP. A binding MJUST NOT be created, if the request failed to
create an RTSP session. 1In case the request contains both a Session
header and the Pipelined- Requests header, the Pipelined-Requests
header MUST be i gnored.

Not e: Based on the above definition, at least the first request
contai ni ng a new uni que Pi pelined-Requests header will be required to
be a SETUP request (unless the protocol is extended w th new net hods
of creating a session). After that first one, additional SETUP
requests or requests of any type using the RTSP session context may

i ncl ude the Pipelined-Requests header

When respondi ng to any request that contai ned the Pipelined-Requests
header, the server MJST al so include the Session header when a
binding to a session context exists. An RTSP agent that knows the
session identifier SHOULD NOT use the Pipelined-Requests header in
any request and only use the Session header. This as the Session
identifier is persistent across transport contexts, |ike TCP
connections, which the Pipelined-Requests identifier is not.

The RTSP agent sending the request with a Pipelined-Requests header
has the responsibility for using a unique and previously unused
identifier within the transport context. Currently, only a TCP
connection is defined as such a transport context. A server MJST
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del ete the Pipelined-Requests identifier and its binding to a session
upon the term nation of that session. Despite the previous nmandate,
RTSP agents are RECOMVENDED not to reuse identifiers to allow for
better error handling and | oggi ng.

RTSP Proxies may need to translate Pipelined-Requests identifier
val ues fromincom ng requests to outgoing to allow for aggregation of
requests onto a persistent connection

34. Proxy-Authenticate

The Proxy-Aut henticate response-header field MJUST be included as part
of a 407 (Proxy Authentication Required) response. The field-value
consists of a challenge that indicates the authentication schenme and
paraneters applicable to the proxy for this Request-URI. The
definition of the header is in [RFC7235], and any applicable HITP
aut henti cati on schenes appear in other RFCs, such as Di gest [RFC7616]
and Basic [ RFC7617].

The HTTP access authentication process is described in [ RFC7235].
Thi s header MJST only be used in response nessages related to client-
to-server requests.

35. Proxy-Authentication-Info

The Proxy-Aut hentication-Info response-header is used by the proxy to
communi cate sone information regarding the successful authentication
to the proxy in the message response in sonme authentication schenes,
such as the Digest scheme [RFC7616]. The definition of the header is
in [RFC7615], and any applicable HTTP authenticati on schenes appear
in other RFCs. This header MUST only be used in response nessages
related to client-to-server requests. This header has hop-by-hop
scope.

36. Proxy-Authorization

The Proxy-Aut horization request-header field allows the client to
identify itself (or its user) to a proxy that requires

aut hentication. The Proxy-Authorization field-value consists of
credential s containing the authentication information of the user
agent for the proxy or realmof the resource being requested. The
definition of the header is in [RFC7235], and any applicable HITP
aut henti cati on schenes appear in other RFCs, such as Di gest [RFC7616]
and Basic [ RFC7617].
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The HTTP access authentication process is described in [ RFC7235].
Unl i ke Aut horization, the Proxy-Authorization header field applies
only to the next-hop proxy. This header MJST only be used in client-
to-server requests.

37. Proxy-Require

The Proxy-Require request-header field is used to indicate proxy-
sensitive features that MJST be supported by the proxy. Any Proxy-
Requi re header features that are not supported by the proxy MJIST be
negatively acknow edged by the proxy to the client using the
Unsupported header. The proxy MJST use the 551 (Option Not
Supported) status code in the response. Any feature tag included in
t he Proxy-Require does not apply to the endpoint (server or client).
To ensure that a feature is supported by both proxies and servers,
the tag needs to be included in al so a Require header.

See Section 18.43 for nore details on the nechanics of this nessage
and a usage exanple. See discussion in the proxies section
(Section 15.1) about when to consider that a feature requires proxy
support.

Exanpl e of use:
Proxy- Require: play. basic
38. Proxy- Supported

The Proxy- Supported general -header field enunerates all the

ext ensi ons supported by the proxy using feature tags. The header
carries the intersection of extensions supported by the forwarding
proxies. The Proxy-Supported header MAY be included in any request
by a proxy. It MJST be added by any proxy if the Supported header is
present in a request. Wen present in a request, the receiver MJST
copy the received Proxy-Supported header in the response.

The Proxy-Supported header field contains a list of feature tags
applicable to proxies, as described in Section 4.5. The list is the
intersection of all feature tags understood by the proxies. To
achieve an intersection, the proxy adding the Proxy-Supported header
includes all proxy feature tags it understands. Any proxy receiving
a request with the header MJUST check the Iist and renpove any feature
tag(s) it does not support. A Proxy-Supported header present in the
response MJUST NOT be nodified by the proxies. These feature tags are
the ones the proxy chains support in general and are not specific to
t he request resource.
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Exanpl e:

C->P1: OPTIONS rtsp://exanpl e.com RTSP/ 2.0
Supported: foo, bar, blech
User - Agent: PhonyCient/1.2

P1->P2: OPTIONS rtsp://exanple.com RTSP/ 2.0
Supported: foo, bar, blech
Pr oxy- Supported: proxy-foo, proxy-bar, proxy-blech
Via: 2.0 pro.exanple.com

P2->S: OPTIONS rtsp://exanple.com RTSP/ 2.0
Supported: foo, bar, blech
Pr oxy- Supported: proxy-foo, proxy-blech
Via: 2.0 pro.exanple.com 2.0 prox2.exanple.com

S->C. RTSP/2.0 200 K
Supported: foo, bar, baz
Pr oxy- Supported: proxy-foo, proxy-blech
Public: OPTIONS, SETUP, PLAY, PAUSE, TEARDOWN
Via: 2.0 pro.exanple.com 2.0 prox2.exanple.com

18.39. Public

The Public response-header field lists the set of nethods supported
by the response sender. This header applies to the genera
capabilities of the sender, and its only purpose is to indicate the
sender’s capabilities to the recipient. The methods listed may or
may not be applicable to the Request-URI; the Al ow header field
(Section 18.6) MAY be used to indicate nethods allowed for a
particular URI.

Exanpl e of use:
Public: OPTIONS, SETUP, PLAY, PAUSE, TEARDOM

In the event that there are proxies between the sender and the

reci pient of a response, each intervening proxy MJST nodify the
Publ i c header field to renove any nmethods that are not supported via
that proxy. The resulting Public header field will contain an
intersection of the sender’s methods and the nethods all owed through
by the intervening proxies.

In general, proxies should allow all nethods to transparently pass
through fromthe sending RTSP agent to the receiving RTSP agent,
but there may be cases where this is not desirable for a given
proxy. Modification of the Public response-header field by the
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i ntervening proxi es ensures that the request sender gets an
accurate response indicating the nethods that can be used on the
target agent via the proxy chain.

18.40. Range

The Range general - header specifies a time range in PLAY

(Section 13.4), PAUSE (Section 13.6), SETUP (Section 13.3), and
PLAY_NOTI FY (Section 13.5) requests and responses. |t MAY be

i ncluded in GET_PARAMETER requests fromthe client to the server with
only a Range format and no value to request the current nedia
position, whether the session is in Play or Ready state in the

i ncluded format. The server SHALL, if supporting the range fornat,
respond with the current playing point or pause point as the start of
the range. |If an explicit stop point was used in the previous PLAY
request, then that value shall be included as stop point. Note that
if the server is currently under any type of nedia pl ayback
mani pul ation affecting the interpretation of the Range header, like
scal e value other than 1, that fact is also required to be included
in any GET_PARAMETER response by including the Scal e header to
provi de conpl ete information.

The range can be specified in a nunmber of units. This specification
defines snpte (Section 4.4.1), npt (Section 4.4.2), and cl ock
(Section 4.4.3) range units. Wile octet ranges (Byte Ranges) (see
Section 2.1 of [RFC7233]) and other extended units MAY be used, their
behavi or is unspecified since they are not nornmally meaningful in
RTSP. Servers supporting the Range header MJST understand the NPT
range format and SHOULD understand the SMPTE range format. |If the
Range header is sent in a tinme format that is not understood, the
reci pient SHOULD return 456 (Header Field Not Valid for Resource) and
i ncl ude an Accept-Ranges header indicating the supported tine fornmats
for the given resource.

Exanpl e:
Range: cl ock=19960213T1432052-

The Range header contains a range of one single range format. A
range is a half-open interval with a start and an end point,
including the start point but excluding the end point. A range may
either be fully specified with explicit values for start point and
end point or have either the start or end point be inplicit. An
implicit start point indicates the session’s pause point, and if no
pause point is set, the start of the content. An inplicit end point
i ndi cates the end of the content. The usage of both inplicit start
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and end points is not allowed in the sanme Range header; however, the
om ssion of the Range header has that neaning, i.e., from pause point
(or start) until end of content.

As noted, Range headers define half-open intervals. A range of
A-B starts exactly at tine A but ends just before B. Only the
start time of a media unit such as a video or audio frane is

rel evant. For exanple, assune that video frames are generated
every 40 ms. A range of 10.0-10.1 would include a video frane
starting at 10.0 or later time and would include a video frane
starting at 10.08, even though it |lasted beyond the interval. A
range of 10.0-10.08, on the other hand, would exclude the frane at

10. 08.

Pl ease note the difference between NPT tinescales’ "now' and an
inplicit start value. Inplicit values reference the current
pause-point, while "now' is the current tinme. 1In a tine-

progressing session with recording (retention for sone or ful
tinme), the pause point nmay be 2 min into the session while now
could be 1 hour into the session

By default, range intervals increase, where the second point is
| arger than the first point.

Exanpl e:

Range: npt=10-15
However, range intervals can al so decrease if the Scal e header (see
Section 18.46) indicates a negative scale value. For exanple, this
woul d be the case when a playback in reverse is desired

Exanpl e:

Scale: -1
Range: npt=15-10

Decreasing ranges are still half-open intervals as described above.
Thus, for range A-B, Ais closed and B is open. In the above
exanple, 15 is closed and 10 is open. An exception to this rule is
the case when B=0 is in a decreasing range. In this case, the range
is closed on both ends, as otherw se there would be no way to reach 0
on a reverse playback for formats that have such a notion, |ike NPT
and SMPTE.
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18.

Exanpl e:

Scale: -1
Range: npt=15-0

In this range, both 15 and 0 are cl osed.

A decreasing range interval without a correspondi ng negative value in
the Scal e header is not valid.

41. Ref errer

The Referrer request-header field allows the client to specify, for
the server’s benefit, the address (URI) of the resource from which
the Request-URI was obtained. The URI refers to that of the
presentation description, typically retrieved via HITP. The Referrer
request - header allows a server to generate lists of back-links to
resources for interest, |ogging, optinized caching, etc. It also
al | ows obsolete or mstyped links to be traced for naintenance. The
Referrer field MUST NOT be sent if the Request-UR was obtained from
a source that does not have its own URI, such as input fromthe user
keyboard.

If the field-value is a relative URI, it SHOULD be interpreted
relative to the Request-URI. The URI MJST NOT include a fragnent
identifier.

Because the source of a link nmight be private information or mnight
reveal an otherwi se private information source, it is strongly
reconmended that the user be able to sel ect whether or not the
Referrer field is sent. For exanple, a stream ng client could have a
toggl e switch for openly/anonynously, which would respectively
enabl e/ di sabl e the sending of Referrer and Frominformation

Cients SHOULD NOT include a Referrer header field in an (non-secure)
RTSP request if the referring page was transferred with a secure
pr ot ocol

42. Request- St atus

This request-header is used to indicate the end result for requests
that take tinme to conplete, such as PLAY (Section 13.4). It is sent
in PLAY_NOTI FY (Section 13.5) with the end-of-streamreason to report
how t he PLAY request concluded, either in success or in failure. The
header carries a reference to the request it reports on using the
CSeq nunber and the Session ID used in the request reported on. This
is not ensured to be unanbi guous due to the fact that the CSeq nunber
is scoped by the transport connection. Agents originating requests
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can reduce the issue by using a nonotonically increasing counter
across all sequential transports used. The header provides both a
nunerical status code (according to Section 8.1.1) and a human-
readabl e reason phrase.

Exanpl e:
Request - St at us: cseq=63 status=500 reason="Medi a data unavai l abl e"

Proxi es that renunber the CSeq header need to perform correspondi ng
remappi ng of the cseq paraneter in this header when forwarding the
request to the next-hop agent.

18.43. Require

The Require request-header field is used by agents to ensure that the
ot her endpoi nt supports features that are required in respect to this

request. It can also be used to query if the other endpoint supports
certain features; however, the use of the Supported general -header
(Section 18.51) is nmuch nore effective in this purpose. In case any

of the feature tags listed by the Require header are not supported by
the server or client receiving the request, it MJST respond to the
request using the error code 551 (Option Not Supported) and include

t he Unsupported header listing those feature tags that are NOT
supported. This header does not apply to proxies; for the sane
functionality with respect to proxies, see the Proxy-Require header
(Section 18.37) with the exception of nedi a-nodifying proxies.

Medi a- modi fyi ng proxies, due to their nature of handling nmedia in a
way that is very simlar to a server, do need to understand al so the
server’s features to correctly serve the client.

This is to make sure that the client-server interaction wll
proceed wit hout delay when all features are understood by both
sides and only slow down if features are not understood (as in the
exanple below). For a well-matched client-server pair, the

i nteraction proceeds quickly, saving a round trip often required
by negotiation nechanisns. In addition, it also renoves state
anbiguity when the client requires features that the server does
not under st and.
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Exanpl e (Not conplete):

C >S: SETUP rtsp://server.com foo/ bar/baz.rm RTSP/ 2.0
CSeq: 302
Require: funky-feature
Funky- Par anet er: funkystuff

S->C RTSP/ 2. 0 551 Option not supported
CSeq: 302
Unsupported: funky-feature

In this exanple, "funky-feature" is the feature tag that indicates to
the client that the fictional Funky-Paraneter field is required. The
rel ati onshi p between "funky-feature" and Funky-Paranmeter is not
conmuni cated via the RTSP exchange, since that relationship is an

i mmut abl e property of "funky-feature" and thus should not be
transmitted with every exchange.

Proxi es and other internediary devices MJUST ignore this header. |If a
particul ar extension requires that internedi ate devices support it,

t he extension should be tagged in the Proxy-Require field instead
(see Section 18.37). See discussion in the proxies section

(Section 15.1) about when to consider that a feature requires proxy
support.

18.44. Retry-After

The Retry-After response-header field can be used with a 503 (Service
Unavai |l abl e) or 553 (Proxy Unavail able) response to indicate how | ong
the service is expected to be unavailable to the requesting client.
This field MAY al so be used with any 3rr (Redirection) response to
indicate the mininmumtine the user agent is asked to wait before
issuing the redirected request. A response using 413 (Request
Message Body Too Large) when the restriction is tenporary MAY al so
include the Retry-After header. The value of this field can be
either an RTSP-date or an integer nunber of seconds (in decinal)
after the tine of the response.

Exanpl e:

Retry-After: Fri, 31 Dec 1999 23:59:59 GJI
Retry-After: 120

In the latter exanple, the delay is 2 minutes.
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18.45. RTP-Info

The RTP-I1nfo general -header field is used to set RTP-specific
paraneters in the PLAY and GET_PARAMETER responses or PLAY_NOTI FY and
CGET_PARAMETER requests. For streans using RTP as transport protocol
the RTP-Info header SHOULD be part of a 200 response to PLAY.

The exclusion of the RTP-Info in a PLAY response for RTP-
transported media will result in a client needing to synchronize
the nmedia streans using RTCP. This may have negative inpact as
the RTCP can be | ost and does not need to be particularly tinely
inits arrival. Also, functionality that inforns the client from
whi ch packet a seek has occurred is affected.

The RTP-Info MAY be included in SETUP responses to provide

synchroni zation i nformati on when changing transport paraneters, see
Section 13.3. The RTP-1nfo header and the Range header MAY be
included in a GET_PARAMETER request fromclient to server wthout any
val ues to request the current playback point and correspondi ng RTP
synchroni zation information. Wen the RTP-Info header is included in
a Request, the Range header MJST al so be included. The server
response SHALL include both the Range header and the RTP-Info header.
If the sessionis in Play state, then the value of the Range header
SHALL be filled in with the current playback point and with the
corresponding RTP-1nfo values. |If the server is in another state, no
val ues are included in the RTP-Info header. The header is included
in PLAY_NOTI FY requests with the Notify-Reason of the end of stream
to provide RTP information about the end of the stream

The header can carry the follow ng paraneters

url: Indicates the stream URI for which the follow ng RTP paraneters
correspond; this URI MJST be the sane as used in the SETUP
request for this nedia stream Any relative URI MJST use the
Request - URI as base URI. This paranmeter MJST be present.

ssrc: The SSRC to which the RTP tinestanp and sequence nunber
provided applies. This parameter MJST be present.

seq: Indicates the sequence number of the first packet of the stream
that is direct result of the request. This allows clients to
gracefully deal with packets when seeking. The client uses
this value to differentiate packets that originated before the
seek from packets that originated after the seek. Note that a
client may not receive the packet with the expressed sequence
nunber and instead rmay receive packets with a hi gher sequence
nunber due to packet |oss or reordering. This paraneter is
RECOMVENDED t o be present.
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rtptime: MJST indicate the RTP timestanp val ue corresponding to the
start time value in the Range response-header or, if not
explicitly given, the inplied start point. The client uses
this value to calculate the mapping of RTP tine to NPT or other
medi a timescale. This paraneter SHOULD be present to ensure
i nter-nedi a synchroni zation is achieved. There exists no
requi renent that any received RTP packet will have the sane RTP
ti mestanp value as the one in the paraneter used to establish
synchroni zati on.

A mapping from RTP tinmestanps to NTP format timestanps (wall cl ock)
is available via RTCP. However, this information is not
sufficient to generate a napping from RTP tinestanps to nedia
clock time (NPT, etc.). Furthernore, in order to ensure that this
information is available at the necessary tine (inmediately at
startup or after a seek), and that it is delivered reliably, this
mapping i s placed in the RTSP control channel

In order to conpensate for drift for long, uninterrupted
presentations, RTSP clients should additionally map NPT to NTP
using initial RTCP sender reports to do the mapping, and | ater
reports to check drift against the mapping.

Exanpl e:

Range: npt =3. 25- 15

RTP-1nfo:url ="rtsp://exanpl e. com f oo/ audi 0" ssrc=0A13C760: seq=45102;
rtpti me=12345678, url ="rtsp://exanpl e. coni f oo/ vi deo"
Ssrc=9A9DE123: seq=30211; rt pti me=29567112

Lets assune that Audio uses a 16 kHz RTP tinestanp clock and Vi deo
a 90 kHz RTP timestanp clock. Then, the nedia synchronization is
depicted in the foll owi ng way.

NPT 3.0---3.1---3.2-X-3.3---3.4---3.5---3.6
Audi o PA A
Vi deo \Y PV

X: NPT tine value = 3.25, from Range header

A: RTP timestanp value for Audio from RTP-Info header (12345678).

V: RTP tinmestanp value for Video from RTP-Info header (29567112).

PA: RTP audi o packet carrying an RTP tinestanp of 12344878, which
corresponds to NPT = (12344878 - A) / 16000 + 3.25 = 3.2

PV: RTP video packet carrying an RTP timestanp of 29573412, which
corresponds to NPT = (29573412 - V) / 90000 + 3.25 = 3.32
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18. 46. Scal e

The Scal e general - header indicates the requested or used view rate
for the nedia resource being played back. A scale value of 1

i ndi cates normal play at the norrmal forward viewing rate. |If not 1
the val ue corresponds to the rate with respect to nornal view ng
rate. For exanple, a value of 2 indicates twice the normal view ng
rate ("fast forward") and a value of 0.5 indicates half the nornal
viewing rate. In other words, a value of 2 has content time increase
at twice the playback time. For every second of el apsed (wall cl ock)
time, 2 seconds of content tine will be delivered. A negative value
i ndi cates reverse direction. For certain nedia transports, this may
require certain considerations to work consistently; see Appendix C 1
for description on how RTP handl es this.

The transnitted-data rate SHOULD NOT be changed by sel ection of a
different scale value. The resulting bitrate should be reasonably
close to the nonmnal bitrate of the content for scale = 1. The
server has to actively mani pul ate the data when needed to neet the
bitrate constraints. Inplenentation of scale changes depends on the
server and nedia type. For video, a server may, for exanple, deliver
only key frames or selected frames. For audio, it may tinme-scale the
audio while preserving pitch or, less desirably, deliver fragnents of
audi o, or conpletely nute the audio.

The server and content may restrict the range of scale values that it
supports. The supported val ues are indicated by the Medi a-Properties
header (Section 18.29). The client SHOULD only indi cate request

val ues to be supported. However, as the values may change as the
content progresses, a requested value nmay no |onger be valid when the
request arrives. Thus, a non-supported value in a request does not
generate an error, it only forces the server to choose the cl osest

val ue. The response MJST always contain the actual scale value
chosen by the server.

If the server does not inplenment the possibility to scale, it wll
not return a Scal e header. A server supporting scale operations for
PLAY MUST indicate this with the use of the "play.scale" feature tag.
When indicating a negative scale for a reverse playback, the Range
header MUST indicate a decreasing range as described in

Section 18. 40.

Exanpl e of playing in reverse at 3.5 tines nornal rate:

Scale: -3.5
Range: npt=15-10
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18.47. Seek-Style

When a client sends a PLAY request with a Range header to performa
random access to the nedia, the client does not know if the server
will pick the first nmedia sanples or the first random access point
prior to the request range. Depending on the use case, the client
may have a strong preference. To express this preference and provide
the client with informati on on how the server actually acted on that
preference, the Seek-Style general -header is defined.

Seek-Style is a general - header that MAY be included in any PLAY
request to indicate the client’s preference for any nedia streamthat
has the random access properties. The server MJST al ways incl ude the
header in any PLAY response for nedia with random access properties
to indicate what policy was applied. A server that receives an
unknown Seek-Style policy MIST ignhore it and sel ect the server
default policy. A client receiving an unknown policy MJST ignore it
and use the Range header and any nedi a synchronization infornation as
basis to deternine what the server did.

This specification defines the follow ng seek policies that may be
requested (see also Section 4.7.1):

RAP: Random Access Point (RAP) is the behavior of requesting the
server to |l ocate the closest previous random access point that
exists in the nedia aggregate and deliver fromthat. By
requesting a RAP, nedia quality will be the best possible as al
media will be delivered froma point where full nmedia state can be
established in the nmedia decoder.

CoRAP:  Condi ti onal Random Access Point (CoRAP) is a variant of the
above RAP behavior. This policy is primarily intended for cases
where there is |larger distance between the random access points in
the media. CoRAP uses the RAP policy if the condition that there
is a Random Access Point closer to the requested start point than
to the current pause point is fulfilled. Oherwi se, no seeking is
perfornmed and playback will continue fromthe current pause point.
This policy assumes that the nedia state existing prior to the
pause is usable if delivery is continued. |If the client or server
knows that this is not the fact, the RAP policy should be used.

In other words, in npbst cases when the client requests a start
point prior to the current pause point, a valid decoding
dependency chain fromthe nedia delivered prior to the pause and
to the requested nmedia unit will not exist. |If the server
searched to a random access point, the server MIST return the
CoRAP policy in the Seek-Style header and adjust the Range header
to reflect the position of the selected RAP. 1In case the random
access point is farther away and the server chooses to continue
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fromthe current pause point, it MJST include the "Next" policy in
t he Seek-Styl e header and adj ust the Range header start point to
the current pause point.

First-Prior: The first-prior policy will start delivery with the
media unit that has a playout tine first prior to the requested
time. For discrete nedia, that would only include nedia units
that would still be rendered at the request time. For continuous
media, that is nedia that will be rendered during the requested
start time of the range.

Next: The next nedia units after the provided start tine of the
range: for continuous franed nedia, that would nmean the first next
frame after the provided tinme and for discrete nedia, the first
unit that is to be rendered after the provided tine. The main
usage for this case is when the client knows it has all media up
to a certain point and would like to continue delivery so that a
conpl ete uninterrupted nmedi a pl ayback can be achieved. An exanple
of such a scenario would be switching froma broadcast/nmul ticast
delivery to a unicast-based delivery. This policy MIST only be
used on the client’s explicit request.

Pl ease note that these expressed preferences exist for optimzing the
startup tinme or the nedia quality. The "Next" policy breaks the
normal definition of the Range header to enable a client to request
media with nmininmal overlap, although sone may still occur for
aggregated sessions. RAP and First-Prior both fulfill the

requi renent of providing nedia fromthe requested range and forward.
However, unless RAP is used, the nedia quality for many medi a codecs
usi ng predictive nethods can be severely degraded unl ess additional
data is available as, for exanple, already buffered, or through other
si de channel s.

48. Server

The Server general -header field contains informati on about the
software used by the origin server to create or handl e the request.
This field can contain multiple product tokens and conmments
identifying the server and any significant subproducts. The product
tokens are listed in order of their significance for identifying the
appl i cation.

Exanpl e:

Server: PhonyServer/1.0
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If the response is being forwarded through a proxy, the proxy
application MJUST NOT nodi fy the Server response-header. Instead, it
SHOULD include a Via field (Section 18.57). |If the response is
generated by the proxy, the proxy application MIST return the Server
response- header as previously returned by the server

49, Session

The Session general -header field identifies an RTSP session. An RTSP
session is created by the server as a result of a successful SETUP
request, and in the response, the session identifier is given to the
client. The RTSP session exists until destroyed by a TEARDOM or a
REDI RECT or is tinmed out by the server

The session identifier is chosen by the server (see Section 4.3) and
MUST be returned in the SETUP response. Once a client receives a
session identifier, it MJST be included in any request related to
that session. This neans that the Session header MJST be included in
a request, using the follow ng nethods: PLAY, PAUSE, PLAY_NOTIFY and
TEARDOWN. It MAY be included in SETUP, OPTIONS, SET_PARAMETER,
GET_PARAMETER, and REDI RECT. It MJST NOT be included in DESCRI BE
The Session header MJUST NOT be included in the followi ng nmethods, if
these requests are pipelined and if the session identifier is not yet
known: PLAY, PAUSE, TEARDOWN, SETUP, OPTI ONS SET_PARAMETER, and
GET_PARAMETER.

In an RTSP response, the session header MJST be included in nethods,
SETUP, PLAY, PAUSE, and PLAY _NOTIFY, and it MAY be included in

met hods TEARDOMN and REDI RECT. If included in the request of the
followi ng nethods it MJUST also be included in the response: OPTIONS
CGET_PARAMETER, and SET_PARAMETER. It MJST NOT be included in
DESCRI BE r esponses.

Note that a session identifier identifies an RTSP session across
transport sessions or connections. RTSP requests for a given session
can use different URIs (Presentation and nedia URIs). Note, that
there are restrictions depending on the session as to which URIs are
acceptable for a given nmethod. However, nultiple "user" sessions for
the same URI fromthe same client will require use of different
session identifiers.

The session identifier is needed to distinguish several delivery
requests for the sanme URI conming fromthe sane client.

The response 454 (Session Not Found) MJUST be returned if the session
identifier is invalid.
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The header MAY include a paraneter for session tineout period. |If
not explicitly provided, this value is set to 60 seconds. As this

af fects how often session keep-alives are needed, values snmaller than
30 seconds are not recomrended. However, |arger-than-default val ues
can be useful in applications of RTSP that have inactive but
establ i shed sessions for |onger tine periods.

The 60-second val ue was chosen as the session timeout value as it
results in keep-alive nmessages that are not too frequent and | ow
sensitivity to variations in request/response timng. |f one
reduces the tinmeout value to below 30 seconds, the correspondi ng
request/response tineout becones a significant part of the session
tinmeout. The 60-second value also allows for reasonably rapid
recovery of committed server resources in case of client failure.

18.50. Speed

The Speed general -header field requests the server to deliver
specific amounts of nominal nedia tinme per unit of delivery tine,
contingent on the server’s ability and desire to serve the nedia
stream at the given speed. The client requests the delivery speed to
be within a given range with a | ower and upper bound. The server
SHALL deliver at the highest possible speed within the range, but not
faster than the upper bound, for which the underlying network path
can support the resulting transport data rates. As long as any speed
val ue within the given range can be provided, the server SHALL NOT
modi fy the media quality. Only if the server is unable to deliver
medi a at the speed val ue provided by the | ower bound shall it reduce
the media quality.

| mpl enent ati on of the Speed functionality by the server is OPTI ONAL.
The server can indicate its support through a feature tag,

pl ay. speed. The lack of a Speed header in the response is an

i ndi cation of lack of support of this functionality.

The speed paraneter val ues are expressed as a positive decinal val ue,
e.g., avalue of 2.0 indicates that data is to be delivered twi ce as
fast as normal. A speed value of zero is invalid. The range is
specified in the form"l ower bound - upper bound". The | ower-bound
value may be smaller or equal to the upper bound. All speeds may not
be possible to support. Therefore, the server MAY nodify the
requested values to the cl osest supported. The actual supported
speed MUST be included in the response. However, note that the use
cases may vary and that Speed val ue ranges such as 0.7-0.8, 0.3-2.0,
1.0-2.5, and 2.5-2.5 all have their usages.
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Exanpl e:
Speed: 1.0-2.5

Use of this header changes the bandwi dth used for data delivery. It
is nmeant for use in specific circunstances where delivery of the
presentation at a higher or lower rate is desired. The main use
cases are buffer operations or local scale operations. |nplenmenters
shoul d keep in mnd that bandwi dth for the session nay be negoti ated
bef orehand (by neans other than RTSP) and, therefore, renegotiation
may be necessary. To perform Speed operations, the server needs to
ensure that the network path can support the resulting bitrate.

Thus, the nedia transport needs to support feedback so that the
server can react and adapt to the available bitrate.

18.51. Supported

The Supported general -header enunerates all the extensions supported
by the client or server using feature tags. The header carries the
ext ensi ons supported by the nmessage-sending client or server. The
Supported header MAY be included in any request. When present in a
request, the receiver MIST respond with its correspondi ng Supported
header. Note that the Supported header is also included in 4xx and
5xx responses.

The Supported header contains a |ist of feature tags, described in
Section 4.5, that are understood by the client or server. These
feature tags are the ones the server or client supports in genera
and are not specific to the request resource.

Exanpl e:
C->S: OPTIONS rtsp://exanpl e.com RTSP/ 2.0
Supported: foo, bar, blech
User - Agent: PhonyCient/1.2

S->C. RTSP/2.0 200 &K
Supported: bar, blech, baz
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18.

18.

52. Ter nm nat e- Reason

The Ter i nat e- Reason request - header all ows the server, when sending a
REDI RECT or TEARDOMN request, to provide a reason for the session
term nation and any additional information. This specification
identifies three reasons for Redirections and may be extended in the
future:

Server-Adm n: The server needs to be shut down for some
adm ni strative reason.

Session-Tinmeout: A client’s session has been kept alive for extended
periods of time and the server has determined that it needs to
reclaimthe resources associated with this session

Internal -Error An internal error that is inmpossible to recover from
has occurred, forcing the server to ternmnate the session

The Server nmay provide additional parameters containing infornation
around the redirect. This specification defines the follow ng ones.

time: Provides a wallclock tinme when the server will stop providing
any servi ce.

user-nsg: A UTF-8 text string with a nessage fromthe server to the
user. This nessage SHOULD be displayed to the user

53. Ti nestanp

The Ti nestanp general - header descri bes when the agent sent the
request. The value of the tinmestanp is of significance only to the
agent and may use any tinmescale. The respondi ng agent MJST echo the
exact same value and MAY, if it has accurate infornmation about this,
add a floating-point nunber indicating the number of seconds that has
el apsed since it has received the request. The tinmestanp can be used
by the agent to conpute the round-trip tine to the respondi ng agent
so that it can adjust the tinmeout value for retransni ssions when
runni ng over an unreliable protocol. It also resolves retransm ssion
anmbiguities for unreliable transport of RTSP

Note that the present specification provides only for reliable
transport of RTSP nessages. The Ti nestanp general -header is
specified in case the protocol is extended in the future to use
unreliable transport.
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18.54. Transport

The Transport general - header indicates which transport protocol is to
be used and configures its paraneters such as destination address,
conpression, multicast tinme-to-live and destination port for a single
stream It sets those values not already deternined by a
presentation description.

A Transport request-header MAY contain a list of transport options
acceptable to the client, in the formof nultiple transport
specification entries. Transport specifications are comua separated
and listed in decreasing order of preference. Each transport
specification consists of a transport protocol identifier, followed
by any nunmber of paranmeters separated by semicolons. A Transport
request - header MAY contain nultiple transport specifications using
the sane transport protocol identifier. The server MJST return a
Transport response-header in the response to indicate the val ues

actually chosen, if any. |If no transport specification is supported,
no transport header is returned and the response MJUST use the status
code 461 (Unsupported Transport) (Section 17.4.25). |In case nore

than one transport specification was present in the request, the
server MJST return the single transport specification (transport-
spec) that was actually chosen, if any. The nunber of transport-spec
entries is expected to be limted as the client will receive gui dance
on what configurations are possible fromthe presentation
description.

The Transport header MAY al so be used in subsequent SETUP requests to
change transport paraneters. A server MAY refuse to change
paraneters of an existing stream

The transport protocol identifier defines, for each transport

speci fication, which transport protocol to use and any rel ated rul es.
Each transport protocol identifier defines the paraneters that are
required to occur; additional optional paranmeters MAY occur. This
flexibility is provided as paraneters nmay be different and provide
different options to the RTSP agent. A transport specification nmay
only contain one of any given paraneter within it. A paraneter
consists of a nanme and optionally a value string. Paraneters MAY be
given in any order. Additionally, a transport specification may only
contain either the unicast or the nulticast transport type paraneter.
The transport protocol identifier, and all paraneters, need to be
understood in a transport specification; if not, the transport
specificati on MIST be ignored. An RTSP proxy of any type that uses
or nodifies the transport specification, e.g., access proxy or
security proxy, MJIST renove specifications with unknown paraneters
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before forwarding the RTSP nessage. |If that results in no remaining
transport specification, the proxy SHALL send a 461 (Unsupported
Transport) (Section 17.4.25) response w thout any Transport header

The Transport header is restricted to describing a single nedia
stream (RTSP can also control nmultiple streans as a single
entity.) Making it part of RTSP rather than relying on a

mul titude of session description fornats greatly sinplifies
designs of firewalls.

The general syntax for the transport protocol identifier is a list of
sl ash- separ at ed t okens:

Val uel/ Val ue2/ Val ue3. .
Whi ch, for RTP transports, takes the form
RTP/ profil e/l ower-transport.

The default value for the "lower-transport" paraneters is specific to
the profile. For RTP/AVP, the default is UDP

There are two different nethods for how to specify where the nedia
shoul d be delivered for unicast transport:

dest _addr: The presence of this paraneter and its val ues indicates
the destinati on address or addresses (host address and port
pairs for IP flows) necessary for the nedia transport.

No dest addr: The lack of the dest addr paranmeter indicates that the
server MUST send nedia to the sanme address from which the RTSP
nessages ori gi nates

The choice of nethod for indicating where the nmedia is to be
del i vered depends on the use case. |In some cases, the only all owed
method will be to use no explicit address indication and have the
server deliver nmedia to the source of the RTSP nessages

For multicast, there are several methods for specifying addresses,
but they are different in how they work compared with unicast:

dest _addr with client picked address: The address and rel evant
paraneters, like TTL (scope), for the actual nulticast group to
deliver the nedia to. There are security inplications
(Section 21) with this nethod that need to be addressed because
an RTSP server can be used as a DoS attacker on an existing
mul ti cast group.

Schul zrinne, et al. St andards Track [ Page 177]



RFC 7826 RTSP 2.0 Decenber 2016

dest _addr using Session Description Infornmation: The infornation
included in the transport header can all be coming fromthe
session description, e.g., the SDP "c=" and "m=" lines. This
mtigates sone of the security issues of the previous nethods
as it is the session provider that picks the multicast group
and scope. The client MJST include the information if it is
avail able in the session description

No dest_addr: The behavi or when no explicit mnulticast group is
present in a request is not defined.

An RTSP proxy will need to take care. |If the nmedia is not desired to
be routed through the proxy, the proxy will need to introduce the
destination indication.

Bel ow are the configuration paranmeters associated with transport:
General paraneters

unicast / multicast: This paraneter is a nutually exclusive
i ndi cati on of whether unicast or nulticast delivery will be
attenpted. One of the two val ues MJST be specified. Cients
that are capabl e of handling both unicast and mnul ticast
transm ssion need to indicate such capability by including two
full transport-specs with separate paraneters for each

| ayers: The nunber of nulticast |layers to be used for this nedia
stream The layers are sent to consecutive addresses starting
at the dest_addr address. |If the paraneter is not included, it
defaults to a single |ayer.

dest _addr: A general destination address paraneter that can contain
one or nore address specifications. Each conbination of
protocol /profile/lower transport needs to have the format and
interpretation of its address specification defined. For
RTP/ AVP/ UDP and RTP/ AVP/ TCP, the address specification is a
tupl e containing a host address and port. Note, only a single
destination paranmeter per transport spec is intended. The
usage of multiple destinations to distribute a single nedia to
multiple entities is unspecified.

The client originating the RTSP request MAY specify the
destination address of the streamrecipient with the host
address as part of the tuple. Wen the destination address is
specified, the recipient may be a different party than the
originator of the request. To avoid beconing the unwitting
perpetrator of a renote-controlled DoS attack, a server MJST
perform security checks (see Section 21.2.1) and SHOULD | og
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such attenpts before allowing the client to direct a nedia
streamto a recipient address not chosen by the server

| mpl enent ati ons cannot rely on TCP as a reliable neans of
client identification. |If the server does not allow the host
address part of the tuple to be set, it MJIST return 463
(Destination Prohibited).

The host address part of the tuple MAY be enpty, for exanple
":58044", in cases when it is desired to specify only the
destination port. Responses to requests including the
Transport header with a dest_addr parameter SHOULD i nclude the
full destination address that is actually used by the server
The server MUST NOT renopve address infornmation that is already
present in the request when respondi ng, unless the protoco
requires it.

src_addr: A general source address paraneter that can contain one or

nore address specifications. Each conbination of

protocol /profile/l ower transport needs to have the fornmat and
interpretation of its address specification defined. For
RTP/ AVP/ UDP and RTP/ AVP/ TCP, the address specification is a
tupl e containing a host address and port.

This paranmeter MJST be specified by the server if it transnits
medi a packets from an address ot her than the one RTSP nessages
are sent to. This will allowthe client to verify the source
address and give it a destination address for its RTCP feedback
packets, if RTP is used. The address or addresses indicated in
the src_addr parameter SHOULD be used both for the sending and
receiving of the nedia streanis data packets. The main reasons
are threefold: First, indicating the port and source address(s)
| ets the receiver know where fromthe packets is expected to
originate. Second, traversal of NATs is greatly sinplified
when traffic is flow ng synmetrically over a NAT bi ndi ng.

Third, certain NAT traversal nechanisns need to know to which
address and port to send so-called "bindi ng packets" fromthe
receiver to the sender, thus creating an address binding in the
NAT that the sender-to-receiver packet flow can use

This information may al so be avail abl e through SDP
However, since this is nore a feature of transport than
nmedia initialization, the authoritative source for this
i nformati on should be in the SETUP response.
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node: The node paraneter indicates the nethods to be supported for
this session. The currently defined valid value is "PLAY". |If
not provided, the default is "PLAY'. The "RECORD' val ue was
defined in RFC 2326; in this specification, it is unspecified
but reserved. RECORD and ot her val ues may be specified in the
future.

interl eaved: The interleaved paranmeter inplies mxing the nedia
streamwith the control streamin whatever protocol is being
used by the control stream using the mechanismdefined in
Section 14. The argunent provides the channel nunber to be
used in the $ block (see Section 14) and MJST be present. This
paraneter MAY be specified as an interval, e.g.
interl eaved=4-5 in cases where the transport choice for the
media streamrequires it, e.g., for RTP with RTCP. The channe
nunber given in the request is only a guidance fromthe client
to the server on what channel nunber(s) to use. The server NAY
set any valid channel nunber in the response. The declared
channel s are bidirectional, so both end parties MAY send data
on the given channel. One exanple of such usage is the second
channel used for RTCP, where both server and client send RTCP
packets on the sanme channel

This allows RTP/RTCP to be handled simlarly to the way that
it is done with UDP, i.e., one channel for RTP and the other
for RTCP.

M KEY: This paraneter is used in conjunction with transport
specifications that can utilize MKEY [ RFC3830] for security
context establishnent. So far, only the SRTP-based RTP
profiles SAVP and SAVPF can utilize MKEY, and this is defined
in Appendix C 1.4.1. This paraneter can be included both in
request and response nmessages. The binary M KEY nessage SHALL
be Base64-encoded [ RFC4648] before being included in the val ue
part of the parameter, where the encodi ng adheres to the
definition in Section 4 of RFC 4648 and where the padding bits
are set to zero.

Mul ti cast-specific:

ttl: nulticast time-to-live for 1Pv4. \Wen included in requests,
the value indicates the TTL value that the client requests the
server to use. |In a response, the value actually being used by

the server is returned. A server will need to consider what
val ues that are reasonable and al so the authority of the user
to set this value. Corresponding functions are not needed for
I Pv6 as the scoping is part of the IPv6 nmulticast address

[ RFC4291] .
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RTP- speci fi c:

These paraneters MAY only be used if the nedi a-transport protocol is
RTP.

ssrc: The ssrc paraneter, if included in a SETUP response, indicates
the RTP SSRC [ RFC3550] val ue(s) that will be used by the nedia
server for RTP packets within the stream The values are
expressed as a sl ash-separated sequence of SSRC val ues, each
SSRC expressed as an eight-digit hexadeci mal val ue.

The ssrc paraneter MJUST NOT be specified in requests. The
functionality of specifying the ssrc paraneter in a SETUP
request is deprecated as it is inconpatible with the
specification of RTP [RFC3550]. |If the paraneter is included
in the Transport header of a SETUP request, the server SHOULD
ignore it, and choose appropriate SSRCs for the stream The
server SHOULD set the ssrc paraneter in the Transport header of
t he response.

RTCP-nmux: Used to negotiate the usage of RTP and RTCP nul ti pl exi ng
[ RFC5761] on a single underlying transport stream flow. The
presence of this parameter in a SETUP request indicates the
client’s support and requires the server to use RTP and RTCP
mul tiplexing. The client SHALL only include one transport
streamin the Transport header specification. To provide the
server with a choice between using RTP/RTCP nul tipl exi ng or
not, two different transport header specifications nmust be
i ncl uded.

The paraneter setup and connection defined bel ow MAY only be used if
the medi a-transport protocol of the lower-level transport is
connection oriented (such as TCP). However, these paraneters MJST
NOT be used when interleaving data over the RTSP connection

setup: dients use the setup paraneter on the Transport line in a
SETUP request to indicate the roles it wishes to play in a TCP
connection. This paraneter is adapted from[RFC4145]. The use
of this paranmeter in RTP/AVP/ TCP non-interl eaved transport is
di scussed in Appendix C. 2.2; the discussion belowis limted to
syntactic issues. dients may specify the foll owi ng val ues for
the setup paraneter:

active: The client will initiate an outgoing connection

passive: The client will accept an incom ng connection
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actpass: The client is willing to accept an inconing
connection or to initiate an outgoing connection

If a client does not specify a setup value, the "active" val ue
i s assuned.

In response to a client SETUP request where the setup paraneter
is set to "active", a server’'s 2xx reply MJST assign the setup
paraneter to "passive" on the Transport header |ine.

In response to a client SETUP request where the setup paraneter
is set to "passive", a server’'s 2xx reply MJST assign the setup
paraneter to "active" on the Transport header |ine.

In response to a client SETUP request where the setup paraneter
is set to "actpass", a server’'s 2xx reply MJIST assign the setup
paraneter to "active" or "passive" on the Transport header

l'ine.

Note that the "holdconn" value for setup is not defined for
RTSP use, and MJST NOT appear on a Transport Iine.

connection: Cients use the connection parameter in a transport
specification part of the Transport header in a SETUP request
toindicate the client’s preference for either reusing an
exi sting connection between client and server (in which case
the client sets the "connection" paraneter to "existing") or
requesting the creation of a new connection between client and
server (in which cast the client sets the "connection”
paraneter to "new'). Typically, clients use the "new' val ue
for the first SETUP request for a URL, and "existing" for
subsequent SETUP requests for a URL.

If a client SETUP request assigns the "new' value to
"connection", the server response MJST al so assign the "new
val ue to "connection" on the Transport line.

If a client SETUP request assigns the "existing" value to
"connection", the server response MJST assign a val ue of
"existing" or "new' to "connection" on the Transport |ine, at
its discretion.

The default val ue of "connection" is "existing", for all SETUP
requests (initial and subsequent).

The conbi nati on of transport protocol, profile and | ower transport

needs to be defined. A nunber of conbinations are defined in the
Appendi x C
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Bel ow i s a usage exanple, showing a client advertising the capability
to handl e nulticast or unicast, preferring nulticast. Since this is
a unicast-only stream the server responds with the proper transport
paraneters for unicast.

C->S: SETUP rtsp://exanpl e.com foo/bar/baz.rm RTSP/ 2.0
CSeq: 302
Transport: RTP/ AVP; nul ti cast; node="PLAY"
RTP/ AVP; uni cast ; dest _addr ="192. 0. 2. 5: 3456"/
"192. 0. 2. 5: 3457"; node=" PLAY"
Accept - Ranges: npt, snpte, clock
User - Agent: Phonydient/1.2

S->C. RTSP/2.0 200 K

CSeq: 302

Date: Fri, 20 Dec 2013 10:20:32 +0000

Session: rQ 1hBrd Fdi Yl d241FxUO

Transport: RTP/ AVP; uni cast; dest addr="192. 0. 2. 5: 3456"/
"192.0.2.5:3457"; src_addr="192. 0. 2. 224: 6256"/
"192.0. 2. 224: 6257"; nrode=" PLAY"

Accept - Ranges: npt

Medi a- Properties: Random Access=0.6, Dynamc

Ti me- Li m t ed=20081128T165900

18.55. Unsupported

The Unsupported response-header lists the features not supported by
the responding RTSP agent. |In the case where the feature was
specified via the Proxy-Require field (Section 18.37), if there is a
proxy on the path between the client and the server, the proxy MJST
send a response nessage with a status code of 551 (Option Not
Supported). The request MJST NOT be forwarded.

See Section 18.43 for a usage exanpl e.
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18.

18.

56. User- Agent

The User - Agent general - header field contains information about the
user agent originating the request or producing a response. This is
for statistical purposes, the tracing of protocol violations, and
aut onat ed recognition of user agents for the sake of tailoring
responses to avoid particular user agent limtations. User agents
SHOULD include this field with requests. The field can contain
mul ti pl e product tokens and coments identifying the agent and any
subproducts which forma significant part of the user agent. By
convention, the product tokens are listed in order of their
significance for identifying the application

Exanpl e:
User - Agent: PhonyCient/1.2
57. Via

The Via general -header field MIST be used by proxies to indicate the
i nternedi ate protocols and recipients between the user agent and the
server on requests and between the origin server and the client on
responses. The field is intended to be used for tracking message
forwards, avoiding request |oops, and identifying the protoco
capabilities of all senders along the request/response chain.

Each of nultiple values in the Via field represents each proxy that
has forwarded the nessage. Each recipient MIST append its

i nformati on such that the end result is ordered according to the
sequence of forwardi ng applications. So nessages originating with
the client or server do not include the Via header. The first proxy
or other internedi ate adds the header and its information into the
field. Any additional internmedi ate adds additional field-values.
Resulting in the server seeing the chains of internediates in a
client-to-server request and the client seeing the full chain in the
response nessage.

Proxies (e.g., Access Proxy or Translator Proxy) SHOULD NOT, by
default, forward the names and ports of hosts within the private/
protected region. This information SHOULD only be propagated if
explicitly enabled. |If not enabled, the via-received of any host
behi nd the firewal |/ NAT SHOULD be repl aced by an appropriate
pseudonym for that host.
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18.

19.

19.

For organi zations that have strong privacy requirenents for hiding
internal structures, a proxy MAY conbi ne an ordered subsequence of
Via header field entries with identical sent-protocol values into a
single such entry. Applications MJUST NOT conbine entries that have
di fferent received-protocol val ues.

58. WMV Aut henti cate

The WMNM Aut henticate header is specified in [RFC7235]; its usage
depends on the used authentication schenmes, such as Digest [ RFC7616]
and Basic [RFC7617]. The WAV Aut henticate response-header field MJST
be included in 401 (Unauthorized) response nessages. The field-val ue
consists of at |east one challenge that indicates the authentication
schene(s) and paraneters applicable to the Request-URI. This header
MUST only be used in response nessages related to client to server
requests.

The HTTP access authentication process is described in [ RFC7235] with
sonme clarification in Section 19.1. User agents are advised to take
special care in parsing the WAWMAuthenticate field-value as it mght
contain nore than one challenge, or if nore than one WAWM Aut henti cate
header field is provided, the contents of a challenge itself can
contain a conma-separated |ist of authentication paraneters.

Security Franework

The RTSP security framework consists of two high-1evel conponents:
the pure authenticati on nechani sns based on HTTP aut hentication and
the message transport protection based on TLS, which is independent
of RTSP. Because of the simlarity in syntax and usage between RTSP
servers and HITP servers, the security for HITP is reused to a large
extent.

1. RTSP and HTTP Aut henti cati on

RTSP and HTTP share common aut hentication schenes; thus, they foll ow
the sane framework as specified in [ RFC7235]. RTSP uses the
correspondi ng RTSP error codes (401 and 407) and headers (VWWV¢

Aut henti cate, Authorization, Proxy-Authenticate, Proxy-Authorization)
by inporting the definitions from|[RFC7235]. Servers SHOULD

i npl ement both the Basic [RFC7617] and the Di gest [RFC7616]

aut hentication schenes. Cients MJST inplenent both the Basic and
the Digest authentication schenmes so that a server that requires the
client to authenticate can trust that the capability is present. |If
i mpl erenting the Digest authentication schene, then the additiona
consi derations specified belowin Section 19.1.1 MJST be foll owed.
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19.

It should be stressed that using the HTTP authentication al one does
not provide full RTSP nmessage security. Therefore, TLS SHOULD be
used; see Section 19.2. Any RTSP nessage contai ning an Authorization
header using the Basic authentication scheme MJST be using a TLS
connection with confidentiality protection enabled, i.e., no NULL
encryption.

In cases where there is a chain of proxies between the client and the
server, each proxy may individually request the client or previous
proxy to authenticate itself. This is done using the Proxy-

Aut henticate (Section 18.34), the Proxy-Authorization

(Section 18.36), and the Proxy-Authentication-Info (Section 18. 35)
headers. These headers are hop-by-hop headers and are only scoped to
the current connection and hop. Thus, if a proxy chain exists, a
proxy connecting to another proxy will have to act as a client to

aut horize itself towards the next proxy. The WAV Aut henticate
(Section 18.58), Authorization (Section 18.8), and Authentication-
Info (Section 18.7) headers are end-to-end and MUST NOT be nodified
by proxies.

Thi s aut hentication mechani smworks only for client-to-server
requests as currently defined. This |eaves server-to-client request
out side of the context of TLS-based conmunication nore vulnerable to
message-injection attacks on the client. Based on the server-to-
client nmethods that exist, the potential risks are various: hijacking
( REDI RECT), denial of service (TEARDOM and PLAY_NOTI FY), or attacks
with uncertain results (SET_PARAMETER)

1.1. Digest Authentication

This section describes the nodifications and clarifications required
to apply the HTTP Di gest authentication scheme to RTSP. The RTSP
schene usage is alnost conpletely identical to that for HITP

[ RFC7616]. These nodifications are based on the procedures defined
for SIP 2.0 [RFC3261] (in Section 22.4) but updated to use RFC 7235,
RFC 7616 and RFC 7615 instead of RFC 2617.

Di gest aut hentication uses two additional headers, Authentication-
Info and Proxy-Aut hentication-l1nfo, that are defined as in [RFC7615].
The rules for Digest authentication follow those defined in

[ RFC7616], with "HTTP/1.1" replaced by "RTSP/2.0" in addition to the
foll owi ng differences:

1. Use the ABNF specified in the referenced docunents, with the
difference that the URI paranmeter uses the request URl fornat for
RTSP, i.e. the ABNF el enent: Request-URI (see Section 20.2.1).
The domai n paraneter uses the RTSP-URI-Ref element for absolute
and relative UR s.
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2. |f Mrags are used, then the exanple procedure for choosing a
nonce based on ETag can work, based on replacing the ETag with
t he Mrag.

3. As aclarification to the calculation of the A2 value for message
integrity assurance in the Digest authentication scheng,
i mpl enent ers shoul d assune, when the entity-body is enpty (that
is, when the RTSP nessages have no nessage body) that the hash of
t he message body resolves to the hash of an enpty string, or
H(entity-body), exanple NMD5("") =
"d41d8cd98f 00b204e9800998ecf 8427¢e"

19. 2. RTSP over TLS

RTSP agents MJST i npl ement RTSP over TLS as defined in this section
and the next Section 19.3. RTSP MJST foll ow the sane guidelines with
regard to TLS [ RFC5246] usage as specified for HITP; see [ RFC2818].
RTSP over TLS is separated from unsecured RTSP both on the URI | evel

and the port level. Instead of using the "rtsp" schene identifier in
the URI, the "rtsps" schene identifier MJST be used to signal RTSP
over TLS. If no port is givenin a URl with the "rtsps" schene, port

322 MJST be used for TLS over TCP/IP.

When a client tries to set up an insecure channel to the server
(using the "rtsp" URI), and the policy for the resource requires a
secure channel, the server MUST redirect the client to the secure
service by sending a 301 redirect response code together with the
correct Location URI (using the "rtsps" schenme). A user or client
MAY upgrade a non secured URI to a secured by changi ng the schene
from"rtsp" to "rtsps". A server inplenenting support for "rtsps"
MJUST al | ow t hi s.

It should be noted that TLS allows for nutual authentication (when
using both server and client certificates). Still, one of the nore
comon ways TLS is used is to provide only server-side authentication
(often to avoid client certificates). TLS is then used in addition
to HTTP authentication, providing transport security and server

aut hentication, while HTTP Authentication is used to authenticate the
client.

RTSP i ncl udes the possibility to keep a TCP session up between the
client and server, throughout the RTSP session lifetine. It may be
convenient to keep the TCP session, not only to save the extra setup
time for TCP, but also the extra setup tinme for TLS (even if TLS uses
the resume function, there will be alnpbst two extra round trips).
Still, when TLS is used, such behavior introduces extra active state
in the server, not only for TCP and RTSP, but also for TLS. This may
i ncrease the vulnerability to DoS attacks.
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There exists a potential security vulnerability when reusing TCP and

TLS state for different resources (URIs). |If two different hostnanes
point at the sane |P address, it can be desirable to reuse the TCP/
TLS connection to that server. |In that case, the RTSP agent having

the TCP/ TLS connection MJST verify that the server certificate
associated with the connection has a Subject Alt Name nat ching the

host nane present in the URI for the resource an RTSP request is to be
i ssued.

In addition to these recommendati ons, Section 19.3 gives further
recomendati ons of TLS usage w th proxies.

3. Security and Proxies

The nature of a proxy is often to act as a "man in the mddle", while
security is often about preventing the existence of one. This
section provides clients with the possibility to use proxies even
when applying secure transports (TLS) between the RTSP agents. The
TLS proxy nechanismallows for server and proxy identification using
certificates. However, the client cannot be identified based on
certificates. The client needs to sel ect between using the procedure
specified below or using a TLS connection directly (bypassing any
proxies) to the server. The choice nmay be dependent on policies.

In general, there are two categories of proxies: the transparent
proxies (of which the client is not aware) and the non-transparent
proxies (of which the client is aware). This neno specifies only
non-transparent RTSP proxies, i.e., proxies visible to the RTSP
client and RTSP server. An infrastructure based on proxies requires
that the trust nodel be such that both client and server can trust
the proxies to handle the RTSP nessages correctly. To be able to
trust a proxy, the client and server also need to be aware of the
proxy. Hence, transparent proxies cannot generally be seen as
trusted and will not work well with security (unless they work only
at the transport layer). 1In the rest of this section, any reference
to "proxy" will be to a non-transparent proxy, which inspects or
mani pul at es the RTSP nessages

HTTP Authentication is built on the assunption of proxies and can
provi de user-proxy authentication and proxy-proxy/server
aut hentication in addition to the client-server authentication.

When TLS is applied and a proxy is used, the client will connect to
the proxy’s address when connecting to any RTSP server. This inplies
that for TLS, the client will authenticate the proxy server and not
the end server. Note that when the client checks the server
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certificate in TLS, it MJST check the proxy's identity (URl or
possi bly other known identity) against the proxy' s identity as
presented in the proxy’'s Certificate nessage.

The problemis that for a proxy accepted by the client, the proxy
needs to be provided informati on on which grounds it shoul d accept
the next-hop certificate. Both the proxy and the user nmay have rul es
for this, and the user should have the possibility to select the
desired behavior. To handle this case, the Accept-Credentials header
(see Section 18.2) is used, where the client can request the proxy or
proxies to relay back the chain of certificates used to authenticate
any internediate proxies as well as the server. The assunption that
the proxies are viewed as trusted gives the user a possibility to
enforce policies on each trusted proxy of whether it should accept
the next agent in the chain. However, it should be noted that not
all deployments will return the chain of certificates used to

aut henticate any internediate proxies as well as the server. An
operator of such a deploynent may want to hide its topology fromthe

client. It should be noted well that the client does not have any
insight into the proxy’'s operation. Even if the proxy is trusted, it
can still return an inconplete chain of certificates

A proxy MIST use TLS for the next hop if the RTSP request includes an
"rtsps" URI. TLS MAY be applied on internediate links (e.g., between
client and proxy or between proxy and proxy) even if the resource and
the end server are not required to use it. The chain of proxies used
by a client to reach a server and its TLS sessions MJST have
comrensurate security. Therefore, a proxy MJST, when initiating the
next - hop TLS connection, use the incom ng TLS connections ci pher-
suite list, only nodified by renoving any ci pher suites that the
proxy does not support. In case a proxy fails to establish a TLS
connection due to cipher-suite nisnmatch between proxy and next-hop
proxy or server, this is indicated using error code 472 (Failure to
Establ i sh Secure Connection).

3.1. Accept-Credentials

The Accept-Credentials header can be used by the client to distribute
sinmpl e authorization policies to internediate proxies. The client

i ncludes the Accept-Credentials header to dictate how the proxy
treats the server / next proxy certificate. There are currently
three methods defi ned:

Any: Wth "any", the proxy (or proxies) MJST accept whatever
certificate is presented. O course, this is not a reconmended
option to use, but it nay be useful in certain circunstances
(such as testing).
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Proxy: For the "proxy" nethod, the proxy (or proxies) MJST use its
own policies to validate the certificate and deci de whet her or
not to accept it. This is convenient in cases where the user
has a strong trust relation with the proxy. Reasons why a
strong trust relation may exist are personal /conpany proxy or
t he proxy has an out-of-band policy configuration nechani sm

User: For the "user" nethod, the proxy (or proxies) MJIST send
credential information about the next hop to the client for
aut hori zation. The client can then deci de whether or not the
proxy shoul d accept the certificate. See Section 19.3.2 for
further details.

If the Accept-Credentials header is not included in the RTSP request
fromthe client, then the "Proxy" nethod MJST be used as default. |If
a nmethod other than the "Proxy" is to be used, then the Accept-
Credential s header MIST be included in all of the RTSP requests from
the client. This is because it cannot be assuned that the proxy

al ways keeps the TLS state or the user’'s previous preference between
different RTSP nmessages (in particular, if the tine interval between
the messages is long).

Wth the "Any" and "Proxy" nethods, the proxy will apply the policy
as defined for each method. |If the policy does not accept the
credentials of the next hop, the proxy MJST respond with a nessage
using status code 471 (Connection Credentials Not Accepted).

An RTSP request in the direction server to client MJUST NOT include
the Accept-Credentials header. As for the non-secured comunication
the possibility for these requests depends on the presence of a
client established connection. However, if the server-to-client
request is in relation to a session established over a TLS secured

channel, it MJST be sent in a TLS secured connection. That secured
connection MIST al so be the one used by the last client-to-server
request. If no such transport connection exists at the tinme when the

server desires to send the request, the server MJST discard the
nessage

Further policies MAY be defined and registered, but this should be
done with caution.

3.2. User-Approved TLS Procedure

For the "User" method, each proxy MJST performthe follow ng
procedure for each RTSP request:

0 Set up the TLS session to the next hop if not already present
(i.e., run the TLS handshake, but do not send the RTSP request).
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0 Extract the peer certificate chain for the TLS session

0 Check if a matching identity and hash of the peer certificate are
present in the Accept-Credentials header. |If present, send the
message to the next hop and conclude these procedures. |If not, go
to the next step.

0 The proxy responds to the RTSP request with a 470 or 407 response
code. The 407 response code MAY be used when the proxy requires
bot h user and connection authorization fromuser or client. In
this message the proxy MJST include a Connection-Credentials
header, see Section 18.13, with the next hop’s identity and
certificate.

The client MJST upon receiving a 470 (Connection Authorization
Required) or 407 (Proxy Authentication Required) response wth
Connection-Credenti al s header take the decision on whether or not to
accept the certificate (if it cannot do so, the user SHOULD be
consulted). Using |IP addresses in the next-hop URI and certificates
rat her than domain names nakes it very difficult for a user to
determi ne whether or not it should approve the next hop. Proxies are
RECOMVENDED t o use donain names to identify thenselves in URIs and in
the certificates. |If the certificate is accepted, the client has to
again send the RTSP request. In that request, the client has to

i nclude the Accept-Credentials header including the hash over the
DER- encoded certificate for all trusted proxies in the chain.
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Exanpl e:

C->P: SETUP rtsps://test.exanpl e.org/secret/audio RTSP/ 2.0
CSeq: 2
Transport: RTP/ AVP; uni cast; dest _addr="192. 0. 2. 5: 4588"/
"192. 0. 2. 5: 4589"
Accept - Ranges: npt, snpte, clock
Accept - Credenti al s: User

P->C. RTSP/ 2.0 470 Connection Authorization Required

CSeq: 2
Connection-Credentials: "rtsps://test.exanple.org"
M | DNTCCAp. .
C->P: SETUP rtsps://test.exanpl e.org/secret/audio RTSP/ 2.0
CSeq: 3

Transport: RTP/ AVP; uni cast; dest _addr="192. 0. 2. 5: 4588"/
"192. 0. 2. 5: 4589"

Accept-Credentials: User "rtsps://test.exanple.org"; sha-256;

dPYD7t xpoGTbAqZZQ+vaeCkyH4=

Accept - Ranges: npt, snpte, clock

P->S: SETUP rtsps://test.exanple.org/secret/audio RTSP/ 2.0
CSeq: 3
Transport: RTP/ AVP; uni cast; dest addr="192. 0. 2. 5: 4588"/
"192.0. 2. 5: 4589"
Via: RTSP/ 2.0 proxy.exanple.org
Accept-Credential s: User "rtsps://test.exanple.org"; sha-256;
dPYD7t xpoGTbAgqZZQ +vaeCkyH4=
Accept - Ranges: npt, snpte, clock

One inplication of this process is that the connection for secured
RTSP nessages may take significantly nore round-trip tinmes for the
first nessage. A conplete extra message exchange between the proxy
connecting to the next hop and the client results because of the
process for approval for each hop. However, if each nessage contains
the chain of proxies that the requester accepts, the renaining
message exchange shoul d not be del ayed. The procedure of including
the credentials in each request rather than building state in each
proxy avoi ds the need for revocation procedures.

Synt ax
The RTSP syntax is described in an Augnmented Backus- Naur Form ( ABNF)

as defined in RFC 5234 [RFC5234]. It uses the basic definitions
present in RFC 5234.
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Pl ease note that ABNF strings, e.g., "Accept", are case insensitive
as specified in Section 2.3 of RFC 5234.

The RTSP syntax nakes use of the | SO 10646 character set in UTF-8
encodi ng [ RFC3629] .

20.1. Base Syntax

RTSP header values can be folded onto nultiple lines if the
continuation line begins with a space or horizontal tab. Al I|inear
whi t espace, including folding, has the sane semantics as SP. A

reci pi ent MAY replace any |inear whitespace with a single SP before
interpreting the field-value or forwarding the nessage downstream
The SWS5 construct is used when |inear whitespace is optional,
general ly between tokens and separators.

To separate the header name fromthe rest of value, a colon is used,
whi ch, by the above rule, allows whitespace before, but no line
break, and whitespace after, including a |ine break. The HCOLON
defines this construct.

OCTET = WxO00-FF ; any 8-bit sequence of data
CHAR = WxO01-7F ; any US-ASCI| character (octets 1 - 127)
UPALPHA = Ox41-5A ; any US-ASCI| uppercase letter "A".."Z"
LOALPHA = W61-7A ; any US-ASCI| |owercase letter "a".."2z"
ALPHA = UPALPHA / LOALPHA
DAT = OWx30-39 ; any US-ASCI| digit "0".."9"
CTL = WO00-1F / %&7F ; any US-ASCI| control character
; (octets 0 - 31) and DEL (127)
CR = O%&%O0D ; US-ASCII CR, carriage return (13)
LF = OW&OA ; US-ASCI|l LF, linefeed (10)
SP = W20 ; US-ASCI| SP, space (32)
HT = W09 ; US-ASCI| HT, horizontal-tab (9)
BACKSLASH = O5C ; US-ASClII backslash (92)
CRLF = CRLF
LWVE = [CRLF] 1*( SP / HT ) ; Line-breaking whitespace
SWs = [LWB] ; Separating whitespace
HCOLON = *( SP/ HT) ":" SWs
TEXT = Wx20-7E/ 9%80-FF ; any OCTET except CILs
tspecial s = "(" /"y~ / <t t@
[yt oty "t | BACKSLASH / DQUOTE
A R A Y A Y B B
[yt "yt SP I OHT
t oken = 1* (W21 /| 923-27 | W2A-2B /| 92D 2E / %30-39
| 9%41-5A | W5E-7A | %&7C | YXTE)

; 1*<any CHAR except CTLs or tspecial s>
( DQUOTE *qdt ext DQUOTE )

quot ed-string
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qdt ext

=1

quot ed- pai r
ct ext

generi c- param
gen-val ue

=1 imn--

safe
extra
rtsp-extra

HEX

=1

LHEX

reserved

unr eserved
rtsp-unreserved

RT

0%x20-21 / W2
UTF8- NONASCI
No DQUOTE and
"\t (T
%% 20-27 /
% 80- FF ;

4

SP 2.0

3-5B/

no ll\ll
DQUOTE )
2A- 7E

any OCTET except CILs,

token [ EQUAL gen-val ue ]

t oken /
B R B |
oA
)
DAT/ "A"
n a.ll / n bll /
DAT/ "a"
;| owercase
Y B B

VAR
T
Cor(
/| "B/ "C
et/ otd
[ "b* | "c"
"a-f" Hex
non it

host / quoted-string

"

n ) n / ] ,

n ) n

/"D | "E"

n elI / n f n
[otdn

@/ &

ALPHA / DIA T / safe / extra
ALPHA / DIA T / safe /

rtsp-extra

*base64-unit [base64- pad]

3
/

r

(
T/ "

" /

par ent hesi s
par ent hesi s

ol on

/ dash

| e quote
e quote

%21- 7E / UTF8- NONASCI |

base64 =
base64- unit = 4base64-char
base64- pad = (2baseb64-cha
base64- char = ALPHA / D d
SLASH = SWs "/" SW5 ; slash
EQUAL = SWs "=" SWS ; equal
LPAREN = SWE "(" SW5; left
RPAREN = SWE ")" SWE; right
COVVA = SWs "," SWS ; comm
SEM = SWs ";" SW5 ; senic
COLON = SW5 ":" SWS ; colon
M NUS = SWs "-" SWB ; mnus
LDQUOT = SWs
RDQUOT = DQUOTE SWs ;
RAQUOT = ">" SW5 ; right ang
LAQUOT = SWs "<" ; left ang
TEXT- UTF8char =
UTF8- NONASCI | = UTF8-2 |/ UTF
UTF8-1 = <As defi ned
UTF8- 2 = <As defi ned
UTF8- 3 = <As defi ned
UTF8- 4 = <As defined
UTF8-t ai | = <As defi ned
Schul zri nne, et al. St and

8-3 / UTF8-4
in RFC 3629>
in RFC 3629>
in RFC 3629>
in RFC 3629>
in RFC 3629>

ards Track

base64- char

DQUOTE ;’open doubl e quotation mark
cl ose doubl e quotation nmark

.
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POS- FLOAT
FLOAT

20. 2. RTSP Pr ot oco

RTSP 2.0 Decenber 2016

1*12DIG T ["." 1*9DIG T]
["-"] POS-FLOAT

Definition

20.2.1. Ceneric Protocol Elenents

RTSP-1 R

I Rl -rest

i hier-part
RTSP- I Rl - r ef
irelative-ref
irelative-part

iauthority
i path

i pat h-abenpty

i pat h- absol ut e
i pat h- noschene
i path-rootl ess

i pat h-enpty

i segnent
i segnent - nz

i segnent - nz-nc

i pchar
i pchar-nc

i query
i unreserved
pct - encoded

Schul zri nne, et al

schenes ":" IRl -rest

hier-part [ "?" iquery ]
/1" iauthority ipath-abenpty

RTSP-1RI / irelative-ref

i
/
/
/

relative-part [ "?" iquery ]
/1" iauthority ipath-abenpty

i pat h- absol ut e
i pat h- noschene
i pat h-enpty
< As defined in RFC 3987>
pat h- abenpty ; begins with "/" or is enpty
i pat h-absol ute begins with "/" but not "//"

/
/
/
/

i pat h-noschene ; begins with a non-col on segnent
i path-rootless ; begins with a segnent
i pat h-enpty ; zero characters

*("/" isegnent )

“I" [ isegment-nz *( "/" isegment ) ]

i segnent-nz-nc *( "/" isegment )

i segnent-nz *( "/" isegnent )

0<i pchar >

*ipchar [";" *ipchar]

1*ipchar [";" *ipchar]

/[ ";" *ipchar

(1*i pchar-nc [";" *ipchar-nc])
/ ";" *ipchar-nc

; non-zero-length segnent without any col on
; No paraneter (; delinmted) inside path.

unreserved / pct-encoded / sub-delinms / ":" | "@
unreserved / pct-encoded / sub-delinms / "@
sub-delins is different from RFC 3987

not including ";

< As defined in RFC 3987>
< As defined in RFC 3987>
< As defined in RFC 3987>
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RTSP- UR| = schenmes ":" URI-rest

RTSP- REQ- URI = schenmes ":" URI-req-rest
RTSP- URI - Ref = RTSP-URI / RTSP-Rel ative
RTSP- REQ- Ref = RTSP-REQ URI / RTSP-REQ Rel
schenes = "rtsp" / "rtsps" / scheme
schene = < As defined in RFC 3986>
URI - r est = hier-part [ "?" query ]

URI -req-rest hier-part [ "?" query ]
; Note fragnment part not allowed in requests

hi er - part = "//" authority path-abenpty

RTSP- Rel ati ve
RTSP- REQ Rel
rel ative-part

relative-part [ "?" query ]
relative-part [ "?" query ]
"“//" authority path-abenpty
/ pat h-absol ute
| pat h-noschene

/ path-enpty

aut hority = < As defined in RFC 3986>
query = < As defined in RFC 3986>
pat h = path-abenpty ; begins with "/" or is enpty

/ path-absolute ; begins with "/" but not "//"

/ path-noschene ; begins with a non-col on segnent
/ path-rootless ; begins with a segnent

/| path-enpty ; zero characters

pat h- abenpty

pat h- absol ut e
pat h- noschene
pat h-root| ess

pat h-enpty

*("/" segment )

"/" [ segnent-nz *( "/" segnent ) ]
segnment-nz-nc *( "/" segnment )
segnment-nz *( "/" segment )
O<pchar >

segnent
segnent - nz
segnent - nz- nc

*pchar [";" *pchar]

( 1*pchar [";" *pchar]) / (";" *pchar)

( 1*pchar-nc [";" *pchar-nc]) / (";" *pchar-nc)
; non-zero-length segnent wi thout any colon "

; No paraneter (; delinmted) inside path.

pchar
pchar-nc

unreserved / pct-encoded / sub-delinms / ":" | "@
unreserved / pct-encoded / sub-delinms / "@

sub-delinms L B S B A Y G A I
[orE o=
: sub-delins is different from RFC 3986/ 3987

not including ";"

Schul zrinne, et al. St andards Track [ Page 196]



RFC 7826 RTSP 2.0 Decenber 2016

snpt e-range = snpte-type [ EQUAL snpte-range-spec]
; See section 4.4
snpt e- r ange- spec = ( snpte-tinme "-" [ snpte-tine ] )
[ ( "-" snpte-time )
snpte-type = "snpte" / "snpte-30-drop”
/[  "snpte-25" / snpte-type-extension
; other tinecodes may be added
snpte-type-extension = "snpte" token
snpte-time = 1*2DIGT ":" 1*2DIT ":" 1*2DIAT
[ ":" 1*2DIAT [ "." 1*2DIA T ] ]
npt - range = "npt" [ EQUAL npt-range-spec]
npt - range- spec = ( npt-time "-" [ npt-time] )/ ( "-" npt-tinme )
npt-time = "now' / npt-sec / npt-hhmss / npt-hhmss-conp
npt - sec = 1*19DIAT [ "." 1*9DIGA T ]
npt - hhmmss = npt-hh ":" npt-mm":" npt-ss [ "." 1*9DIGA T ]
npt - hh = 2*19DIA T ; any positive nunber
npt - mm = 2*2DIGAT ; 0-59
npt - ss = 2*2DIAT ; 0-59
npt - hhmss-conp = npt-hh-conp ":" npt-mmconp ":" npt-ss-conp
"." 1*9DIGA T ] ; Conpatibility format
npt - hh- conp = 1*19DIA T ; any positive nunber
npt - n conp = 1*2DDAT ; 0-59
npt - ss-conp = 1*2DIGQT ; 0-59
ut c-range = "clock" [EQUAL utc-range-spec]
ut c- range- spec = ( utc-time "-" [ utc-time ] ) / ( "-" utc-time )
utc-tinme = utc-date "T" utc-clock "Z"
ut c-date = 8DAT
ut c-cl ock = 6DIAT [ "." 1*9DIAT ]
feature-tag = token

session-id 1*256( ALPHA / DIA T / safe )
header - nane HCOLON header - val ue
t oken

*( TEXT- UTF8char / LWB)

ext ensi on- header
header - nanme
header - val ue
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20.2.2. Message Syntax

RTSP- nessage Request / Response ; RTSP/ 2.0 nessages

Request Request - Li ne
*((general - header

/  request - header

/' nmessage- body- header) CRLF)
CRLF

[ nessage- body-data ]

St at us- Li ne

*((general - header

| response- header

/  nessage- body- header) CRLF)
CRLF

[ nessage- body-data ]

Response

Request -Li ne = Method SP Request-URI SP RTSP- Version CRLF
Status-Line = RTSP-Version SP Status-Code SP Reason- Phrase CRLF
Met hod " DESCRI BE"

" GET_PARAMETER'
" OPTI ONS"

" PAUSE"

" PLAY"
"PLAY_NOTI FY"

" REDI RECT"

" SETUP"

" SET_PARAMETER'
" TEARDOVN'

ext ensi on- net hod

extension-nethod = token

Request-URI = "*" | RTSP-REQ URI
RTSP-Version = "RTSP/" 1*DIGAT "." 1*DIA T

nmessage- body-data = 1* OCTET

Status-Code = "100" ; Continue
[ "200" ; K
/[ "301" ; Moved Pernanently
[/ "302" ; Found
[/ "303" ; See O her
[/ "304" ; Not Mbodified
/[ "305" ; Use Proxy
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"400" ; Bad Request

"401" ; Unauthori zed

"402" Paynent Required

" 403" For bi dden

"404" Not Found

" 405" Met hod Not All owed

"406" Not Acceptabl e

"407" Proxy Aut hentication Required
"408" Request Ti meout

"410" Gone

"412" Precondition Failed

"413" Request Message Body Too Large
"414" Request - URI Too Long

"415" Unsupported Media Type

"451" Par anmet er Not Under st ood

" 452" reserved

" 453" Not Enough Bandwi dth

" 454" Sessi on Not Found

" 455" Met hod Not Valid In This State
" 456" Header Field Not Valid for Resource

"457" : Invalid Range

" 458" Paraneter |Is Read-Only

" 459" Aggregate Operation Not All owed

" 460" Only Aggregate Operation Al owed
"461" Unsupported Transport

"462" Desti nation Unreachabl e

"463" Desti nati on Prohibited

" 464" Data Transport Not Ready Yet

" 465" Noti fi cati on Reason Unknown

"466" Key Managenent Error

"470" Connection Authorization Required
"471" Connection Credentials Not Accepted
" 472" Failure to Establish Secure Connection
"500" I nternal Server Error

"501" Not | npl ement ed

"502" Bad Gat eway

"503" Servi ce Unavail abl e

"504" Gat eway Ti nmeout

"505" RTSP Versi on Not Supported

"551" Option Not Supported

" 553" Proxy Unavai l abl e

D N U N S

ext ensi on- code

extension-code = 3DIGAT

Reason- Phr ase 1*( TEXT- UTF8char / HT / SP)
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gener al - header
request - header
response- header
nmessage- body- header

Accept - Ranges
Cache-Contro
Connecti on

CSeq

Dat e

Medi a- Properties
Medi a- Range

Pi pel i ned- Request s
Pr oxy- Support ed
Range

RTP- 1 nfo

Scal e
Seek-Style
Server

Sessi on

Speed

Support ed

Ti mest anp
Transport
User - Agent

Vi a

ext ensi on- header

Accept
Accept-Credential s
Accept - Encodi ng
Accept - Language
Aut hori zati on
Bandwi dt h

Bl ocksi ze

From

| f-Match

| f-Modified-Since
| f - None- Mat ch

Not i f y- Reason

Pr oxy- Aut hori zati on
Proxy- Require
Referrer
Request - St at us
Require

Ter mi nat e- Reason
ext ensi on- header
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response- header = Authentication-Info

|/ Connection-Credentials
/  Location

/  Mrag

/  Proxy-Aut henticate

!/ Proxy-Authentication-Info
/' Public

/| Retry-After

/' Unsupported

/[ WAV Aut henti cat e

/  extension-header

nmessage- body- header = Alow

/  Cont ent - Base
Cont ent - Encodi ng
Cont ent - Language
Cont ent - Lengt h
Cont ent - Locati on
Cont ent - Type
Expires
Last - Mbdi fi ed
ext ensi on- header

~ e~~~

20.2.3. Header Syntax

Accept "Accept" HCOLON

[ accept-range *( COMVA accept-range) ]
medi a-type-range [ SEM accept - par ans]
( k[ kN

/[ ( mtype SLASH "*" )

/ ( mtype SLASH m subtype )

) *( SEM m paraneter )

"q" EQUAL qval ue *(SEM generic-param)

accept - range
medi a-t ype-range

accept - par ans

gval ue = ("0 [ "." *3DIAT] )

/ 1ttt or3(t0") 1)
Accept-Credentials = "Accept-Credential s" HCOLON cred-decision
cred-deci sion = ("User" [LW5 cred-info])

/" Proxy"

/" Any"

I/ (token [LWS 1*header-val ue])

; For future extensions
cred-i nfo-data *( COWA cred-info-data)

cred-info

cred-info-data DQUOTE RTSP- REQ URI DQUOTE SEM hash-al g

SEM base64
hash-al g = "sha-256" / extension-alg
extension-alg = token

Accept - Encodi ng "Accept - Encodi ng" HCOLON
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[ encoding *(COWA encodi ng) ]
codi ngs [ SEM accept - par ans]
content-coding / "*"
"identity" / token
"Accept - Language" HCOLON

| anguage *( COMVA | anguage)

encodi ng

codi ngs
cont ent - codi ng
Accept - Language

Accept - Ranges
accept abl e-ranges
range- unit

"Accept - Ranges" HCOLON accept abl e-ranges
(range-unit *(COMVA range-unit))

"npt" / "snpte" / "snpte-30-drop" / "snpte-25"
/ "clock" |/ extension-fornat

t oken

"All ow' HCOLON Met hod *( COWWA Met hod)

| anguage = |l anguage-range [ SEM accept - parans]
| anguage- r ange = language-tag / "*"

| anguage-t ag = primry-tag *( "-" subtag )
primary-tag = 1*8ALPHA

subt ag = 1*8ALPHA

ext ensi on-f or mat
Al | ow

Aut hentication-Info = "Authentication-Info" HCOLON aut h-paramli st
aut h- param| i st = <As the Authentication-Info elenent in RFC 7615>
Aut hori zati on = "Authorization" HCOLON credentials

credential s = <As defined by RFC 7235>

Bandwi dt h = "Bandw dth" HCOLON 1*19DIG T

Bl ocksi ze = "Bl ocksize" HCOLON 1*9DIA T

Cache- Cont r ol = "Cache-Control" HCOLON cache-directive

*(COMVA cache-directive)
cache-directive = cache-rgst-directive
|/ cache-rspns-directive

cache-rqgst-directive = "no-cache"

I/ "max-stal e" [EQUAL del t a- seconds]
[ "mn-fresh" EQUAL delta-seconds

/ "only-if-cached"

/

cache- ext ensi on

cache-rspns-directive = "public"
/[ "private"
/' "no-cache"
/' "no-transforn
/' "nust-revalidate"
/  "proxy-revalidate"
/  "max-age" EQUAL delta-seconds
/  cache-extension

cache- ext ensi on
del t a- seconds

token [ EQUAL (token / quoted-string)]
1*19DIGA T
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Connecti on = "Connection" HCOLON connection-token
*( COMMVA connect i on-t oken)
connecti on-t oken = "close" / token

Connection-Credentials = "Connection-Credentials" HCOLON cred-chain
cred-chain DQUOTE RTSP- REQ URI DQUOTE SEM base64

"Cont ent - Base" HCOLON RTSP- URI

" Cont ent - Encodi ng" HCOLON

cont ent - codi ng *( COVWWA cont ent - codi ng)
"Cont ent - Language" HCCOLON

| anguage-tag *( COWA | anguage-t ag)
"Content-Length" HCOLON 1*19DIG T
"Cont ent - Locati on" HCOLON RTSP- REQ Ref
"Cont ent - Type" HCOLON nedi a-type
mtype SLASH m subtype *(SEM m paraneter)
di screte-type / conposite-type

"text" / "image" / "audio" / "video"

Cont ent - Base
Cont ent - Encodi ng

Cont ent - Language

Cont ent - Lengt h
Cont ent - Locat i on
Cont ent - Type
medi a-type
mtype

di screte-type

SSnonn

< As defined in RFC 3986>
*(token LWS) / quoted-string
tag-param/ generi c-param
"tag" EQUAL token
"I f-Match" HCOLON ("*" / nessage-tag-list)
nmessage-tag *( COMWA nessage-t ag)
[ weak ] opaque-tag
WL
quot ed-string

absol ut e- URI
di spl ay- name
from param

t ag- param

I f-Match
nmessage-tag-1li st
nessage-t ag

weak

opaque-t ag

"application" / extension-token
conposite-type = "nessage" / "multipart" / extension-token
extension-token = ietf-token / x-token
i etf-token = token
x-t oken = "x-" token
m subt ype = extension-token / iana-token
i ana-t oken = token
m par anet er = mattribute EQUAL mval ue
mattribute = token
m val ue = token / quoted-string
CSeq = "CSeq" HCOLON cseqg-nr
cseq- nr = 1*9DIAT
Dat e = "Date" HCOLON RTSP-date
RTSP- dat e = date-tine ;
date-tine = <As defined in RFC 5322>
Expires = "Expires" HCOLON RTSP-date
From = "Fronl HCOLON from spec
from spec = ( nanme-addr / addr-spec ) *( SEM from param)
nane- addr = [ display-name ] LAQUOT addr-spec RAQUOT
addr - spec = RTSP-REQ URI / absol ute-UR
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I f-Mdified-Since = "If-Modified-Since" HCOLON RTSP-date

| f- None- Mat ch "I f-None-Match" HCOLON ("*" / nessage-tag-list)
Last - Modi fi ed "Last - Mbdi fi ed" HCOLON RTSP-date

Locati on "Location" HCOLON RTSP- REQ URI

Medi a- Properties "Medi a- Properties” HCOLON [ nedia-prop-list]

medi a- prop-1i st medi a- prop-val ue *( COMVA nedi a- pr op- val ue)

medi a- pr op-val ue ("Random Access" [ EQUAL POS- FLQOAT])

Not i f y- Reason
Not i f y- Reas- val

"Noti fy-Reason" HCOLON Noti fy- Reas-val
"end- of - streant
"medi a- properties-update”
"scal e- change"
/ Noti fy-Reason-extension
Not i f y- Reason-ext ensi on = token
Pi pel i ned- Requests = "Pi pel i ned- Requests" HCOLON startup-id
startup-id = 1*8DIAT

/" Begi nni ng- Onl y"

/" No- Seeki ng"

/"1 mmut abl e"

/ "Dynam c"

/ " Ti me- Progressing"

/ "Unlimted"

[ ("Time-Limted" EQUAL utc-tine)

/ ("Time-Duration" EQUAL PCS- FLOAT)

/ ("Scal es" EQUAL scal e-val ue-1ist)

/ medi a- prop- ext
medi a- pr op- ext = token [EQUAL (1*rtsp-unreserved / quoted-string)]
scal e-val ue-list = DQUOTE scal e-entry *( COWA scal e-entry) DQUOTE
scal e-entry = scal e-value / (scal e-val ue COLON scal e-val ue)
scal e-val ue = FLOAT
Medi a- Range = "Medi a- Range" HCOLON [ranges-1list]
ranges-|i st = ranges-spec *(COWA ranges-spec)
Mlag = "Mrag" HCOLON nessage-tag

/

/

Proxy- Aut henticate = "Proxy-Authenticate" HCOLON chal | enge-1Ii st
chal | enge-1i st = <As defined by the WNV¥ Aut henticate in RFC 7235>
Pr oxy- Aut hentication-1nfo = "Proxy-Aut hentication-Info" HCOLON
aut h- param| i st
Proxy- Aut hori zati on = "Proxy-Aut horizati on" HCOLON credentials
Proxy- Require "Proxy-Require" HCOLON feature-tag-1list
feature-tag-1i st feature-tag *( COWA feature-tag)
Pr oxy- Support ed " Proxy- Supported" HCOLON [feature-tag-Ilist]

Public = "Public" HCOLON Method *( COVWA Met hod)
Range = "Range" HCOLON ranges-spec
ranges- spec = npt-range / utc-range / snpte-range

~

r ange- ext
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range- ext
range-val ue

Ref errer

Request - St at us
reqg-status-info
cseq-info
status-info
reason-info
Require
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extensi on-format [ EQUAL range-val ue]
1*(rtsp-unreserved / quoted-string / ":" )

"Referrer" HCOLON (absolute-URl / RTSP-URI - Ref)
"Request - St at us™ HCOLON reqg-status-info
cseq-info LW5 status-info LW5 reason-info
"cseq" EQUAL cseq-nr

"status" EQUAL St at us- Code

"reason" EQUAL DQUOTE Reason- Phrase DQUOTE
"Require" HCOLON feature-tag-list
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RTP-1nfo

rtsp-info-spec
streanmurl
ssrc- par anet er

ri-paraneter

Retry-After
Scal e
Seek-Styl e
Seek- S-val ues

Seek- S- val ue- ext

Server

pr oduct
product - ver si on
comment

Sessi on

Speed

| ower - bound

upper - bound

Support ed

et al.

=== n1nnn

RTSP 2.0

"RTP-1 nfo" HCOLON [rtsp-info-spec
*(COMVA rtsp-info-spec)]

streamurl| 1*ssrc-paraneter
"url" EQUAL DQUOTE RTSP- REQ Ref DQUOTE
LWS "ssrc" EQUAL ssrc HCOLON

ri-paraneter *(SEM ri-paraneter)
("seq" EQUAL 1*5DIGT)

("rtptime" EQUAL 1*10DI G T)
generi c- param

"Retry-After”

"Scal e" HCOLON scal e-val ue

"Seek- Styl e" HCOLON Seek- S-val ues

" RAP"

" CoRAP"

"First-Prior”

" Next "

Seek- S-val ue- ext

t oken

"Server" HCOLON ( product / conment )

*(LW5 (product / conment))

t oken [ SLASH product - ver si on]

t oken

LPAREN *( ctext / quoted-pair) RPAREN

" Session" HCOLON session-id

[ SEM "tineout" EQUAL delta-seconds ]

" Speed" HCOLON | ower - bound M NUS upper - bound
PCS- FLOAT

POS- FLOAT

"Supported" HCOLON [feature-tag-1list]
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Ter mi nat e- Reason

TR-1nfo
TR- Reason

TR- Par anet er

TR-tinme

TR- user - nsg

Ti mest anp

ti mest anp-val ue

del ay

Transport

transport -

spec

transport-id
trans-id-rtp

ot her-trans
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= "Term nat e- Reason" HCOLON TR-Info
TR- Reason *(SEM TR- Par anet er)
" Sessi on- Ti meout "
"Server-Adm n"
"Internal -Error™
t oken
TR-time / TR-user-nmsg / generic-param
"time" EQUAL utc-tinme
"user-nsg" EQUAL quoted-string

o ====11nu

"Ti mestanp” HCOLON ti nmest anp-val ue [ LWS del ay]
*1I9DIG T [ "." *9DIGA T ]
*ODIAT [ "." *9DIGAT ]

"Transport"” HCOLON transport-spec
*(COMVA transport-spec)

transport-id *trns-paraneter
trans-id-rtp / other-trans

"RTP/" profile ["/" lower-transport]

; no LME is allowed inside transport-id
token *("/" token)
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profile
| ower-transport
trns- paraneter

cont rans-set up
contrans-con
trn- par am ext
par - nane
trn-par-val ue
ttl

ssrc

channel

M KEY- Val ue
node- spec
node
addr-1i st
quot ed- addr
host - port

ext ensi on- addr

host
port

et al.

I e 1 1 1 1 1 1 1 1 e | B VIR |

RTSP 2.0
"AVP" [ "SAVP" [ "AVPF' |/ "SAVPF' / token
"TCP" / "UDP" / token
(SEM ( "unicast" / "multicast" ))
(SEM "interl eaved" EQUAL channe
(SEM "ttl" EQUAL ttl)
(SEM "l ayers" EQUAL 1*DIGT)
(SEM "ssrc" EQUAL ssrc *(SLASH ssrc))
(SEM "node" EQUAL node-spec)
(SEM "dest _addr" EQUAL addr-1ist)
(SEM "src_addr" EQUAL addr-1list)
(SEM "setup" EQUAL contrans-setup)
(SEM "connection" EQUAL contrans-con)
(SEM " RTCP- nmux")
(SEM "M KEY" EQUAL M KEY- Val ue)
(SEM trn-param ext)

"active" / "passive" / "actpass"
"new' / "existing"

par - nane [ EQUAL trn-par-val ue]

t oken

*(rtsp-unreserved / quoted-string)

1*3DIAT ; 0 to 255

8HEX

1*3DIAT ; 0 to 255

base64

( DQUOTE node *( COWA node) DQUOTE )
"PLAY" /| token

quot ed- addr *( SLASH quot ed- addr)

DQUOTE (host-port / extension-addr) DQUOTE
( host [":" port] )

(":" port )

1*qdt ext

< As defined in RFC 3986>

< As defined in RFC 3986>
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21.

Unsupport ed "Unsupported" HCOLON feature-tag-Iist

User - Agent "User-Agent" HCOLON ( product / coment )
*(LW5 (product / conment))

Vi a "Via" HCOLON vi a- parm *( COMVA vi a- parm

Vi a- parm sent - protocol LWS sent-by *( SEM via-parans )

Vi a- par ans via-ttl / via-naddr

vi a-received / via-extension
via-ttl "ttl" EQUAL ttl
vi a- maddr "maddr" EQUAL host
vi a-recei ved "recei ved" EQUAL (I Pv4address / | Pv6address)
| Pv4addr ess < As defined in RFC 3986>
| Pv6addr ess < As defined in RFC 3986>

Vi a- ext ensi on
sent - pr ot ocol

generi c- param

pr ot ocol - name SLASH pr ot ocol - versi on
SLASH transport - prot

"RTSP" / token

[ 1 I A I [ IR T I

pr ot ocol - name

prot ocol -version = token
transport-prot = "UDP" / "TCP" / "TLS" / other-transport
ot her-transport = token

sent - by host [ COLON port ]
WAV Aut henti cate = "WWM Aut henti cate"” HCOLON chal | enge-1i st
3. SDP Extension Syntax

This section defines in ABNF the SDP extensions defined for RTSP
See Appendi x D for the definition of the extensions in text.

control-attribute = "a=control:" *SP RTSP-REQ Ref CRLF
a-r ange- def = "a=range:" ranges-spec CRLF
a- nt ag- def = "a=ntag:" nmessage-tag CRLF

Security Considerations

The security considerations and threats around RTSP and its usage can
be divided into considerations around the signaling protocol itself
and the issues related to the nedi a-streamdelivery. However, when
it comes to mtigation of security threats, a threat depending on the
medi a-stream delivery may in fact be mtigated by a mechanismin the
si gnal i ng protocol
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There are several chapters and an appendix in this docunent that
define security solutions for the protocol. These sections will be
ref erenced when di scussing the threats bel ow. However, the reader
shoul d take special notice of the Security Framework (Section 19) and
the specification of howto use SRTP and its key-nmanagenent

(Appendix C. 1.4) to achieve certain aspects of the nedia security.

1. Signaling Protocol Threats

This section focuses on issues related to the signaling protocol
Because of the simlarity in syntax and usage between RTSP servers
and HTTP servers, the security considerations outlined in [ RFC7230],
[ RFC7231], [RFC7232], [RFC7233], [RFC7234], and [ RFC7235] apply as
wel | .

Specifically, please note the foll ow ng:

Abuse of Server Log Information: A server is in the position to save
personal data about a user’s requests that might identify their
medi a consunption patterns or subjects of interest. This
information is clearly confidential in nature, and its handling
can be constrained by law in certain countries. Log
i nformati on needs to be securely stored and appropriate
guidelines followed for its analysis. See Section 9.8 of
[ RFC7230] for additional guidelines.

Transfer of Sensitive Information: There is no reason to believe
that information transferred in RTSP nessage, such as the URl
and the content of headers, especially the Server, Via,
Referrer, and From headers, may be any | ess sensitive than when
used in HITP. Therefore, all of the precautions regarding the
protection of data privacy and user privacy apply to
i mpl ementers of RTSP clients, servers, and proxies. See
Sections 9.3-9.6 of [RFC7231] for further details.

The RTSP net hods defined in this docunent are prinmarily used to
establish and control the delivery of the nedia data
represented by the URI; thus, the RTSP nessage bodies are
generally less sensitive than the ones in HTTP. Were HITP
bodi es could contain, for exanple, your nedical records, in
RTSP, the sensitive video of your nedical operation would be in
the nmedi a stream over the nedia-transport protocol, not in the
RTSP nessage. Still, one has to take note of what potential
sensitive information is included in RTSP. The protection of
the nmedia data is separate, can be applied directly between
client and server, and is dependent on the nedia-transport
protocol in use. See Section 21.2 for further discussion

This possibility for separation of security between nedi a-
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resource content and the signaling protocol nitigates the risk
of exposing the nmedia content when using hop-by-hop security
for RTSP signaling using proxies (Section 19.3).

Attacks Based On File and Path Names: Though RTSP URIs are opaque
handl es that do not necessarily have file-system senmantics, it
is anticipated that nmany inplenentations will translate

portions of the Request-URIs directly to file-systemcalls. In
such cases, file systens SHOULD foll ow the precautions outlined
in Section 9.1 of [RFC7231], such as checking for ".." in path

conmponent s.

Personal Information: RTSP clients are often privy to the same
information that HTTP clients are (usernane, |location, etc.)
and thus should be equally sensitive. See Section 9.8 of
[ RFC7230], Sections 9.3-9.7 of [RFC7231], and Section 8 of
[ RFC7234] for further reconmendati ons.

Privacy |ssues Connected to Accept Headers: Since sinmlar usages of
the "Accept"” headers exist in RTSP as in HITP, the sane caveats
outlined in Section 9.4 of [RFC7231] with regard to their use
shoul d be foll owed.

Establ i shing Authority: RTSP shares with HTTP the question of how a
client comunicates with the authoritative source for nedia
streans (Section 9.1 of [RFC7230]). The used DNS servers, the
security of the conmunication, and any possibility of a man in
the mddle, and the trust in any RTSP proxies all affect the
possibility that a client has received a non-authoritative
response to a request. Ensuring that a client receives an
authoritative response is challenging, although using the
secure comuni cation for RTSP signaling (rtsps) sinplifies it
significantly as the server can provide a hostnane identity
assertion in the TLS handshake.

Locati on Headers and Spoofing: |If a single server supports nultiple
organi zations that do not trust each another, then it MJST
check the values of the Content-Location header fields in
responses that are generated under control of said
organi zations to nake sure that they do not attenpt to
i nval i date resources over which they have no authority (see
Section 15.4 of [RFC2616]).

In addition to the recomendations in the current HTTP specifications
([ RFC7230], [RFC7231], [RFC7232], [RFC7233], [RFC7234], and [ RFC7235]
as of this witing) and also those of the previous rel evant RFCs

[ RFC2068] [ RFC2616], future HTTP specifications may provide
addi ti onal gui dance on security issues.
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The followi ng are added consi derations for RTSP inpl enentati ons.

Session Hijacking: Since there is no or little relation between a
transport-layer connection and an RTSP session, it is possible
for a malicious client to issue requests with random session
identifiers that could affect other clients of an unsuspecting
server. To nitigate this, the server SHALL use a | arge, random
and non-sequential session identifier to ninimze the
possibility of this kind of attack. However, unless the RTSP
signaling is always confidentiality protected, e.g., using TLS,
an on-path attacker will be able to hijack a session. Another
choice for preventing session hijacking is to use client
aut hentication and only allow the authenticated client creating
the session to access that session

Aut henti cation: Servers SHOULD i npl enent both basic and Di gest
[ RFC2617] authentication. |In environments requiring tighter
security for the control nessages, the transport-I|ayer
mechani sm TLS [ RFC5246] SHOULD be used.

Suspi ci ous Behavior: Upon detecting instances of behavior that is
deenmed a security risk, RTSP servers SHOULD return error code
403 (Forbi dden). RTSP servers SHOULD al so be aware of attenpts
to probe the server for weaknesses and entry points and MAY
arbitrarily disconnect and ignore further requests fromclients
that are deemed to be in violation of |ocal security policy.

TLS through Proxies: |If one uses the possibility to connect TLS in
multiple legs (Section 19.3), one really needs to be aware of
the trust nodel. This procedure requires trust in all proxies

part of the path to the server. The proxies one connects
through are identified, assunming the proxies so far connected
through are well behaved and fulfilling the trust. The
accepted proxies are nmen in the mddl e and have access to all
that goes on over the TLS connection. Thus, it is inportant to
consider if that trust nodel is acceptable in the actua
application. Further discussion of the actual trust nodel is
in Section 19.3. It is inportant to note what difference in
security properties, if any, may exist with the used nedi a-
transport protocol and its security mechanism Using SRTP and
the M KEY-based key-establishnent defined in Appendix C. 1.4.1
enabl es nedi a key-establishnent to be done end-to-end w t hout
revealing the keys to the proxies.
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21.

Resource Exhaustion: As RTSP is a stateful protocol and establishes
resource usage on the server, there is a clear possibility to
attack the server by trying to overbook these resources to
performa DoS attack. This attack can be both agai nst ongoi ng
sessions and to prevent others from establishing sessions.
RTSP agents will need to have nechanisns to prevent single
peers from consuni ng extensive anounts of resources. The
met hods for guardi ng against this are varied and depend on the
agent’s role and capabilities and policies. Each
i npl ementation has to carefully consider its methods and
policies to mtigate this threat. There are reconmendati ons
regardi ng the handling of connections in Section 10.7.

The above threats and considerations have resulted in a set of
security functions and nmechanisns built into or used by the protocol
The signaling protocol relies on two security features defined in the
Security Framework (Section 19): nanely client authentication using
HTTP aut hentication and TLS-based transport protection of the
signaling nmessages. Both of these nechanisns are required to be

i mpl enent ed by any RTSP agent.

A nunmber of different security mitigations have been designed into
the protocol and will be instantiated if the specification is

i npl enented as witten, for exanple, by ensuring sufficient anmounts
of entropy in the randomy generated session identifiers when not
using client authentication to mininize the risk of session
hijacking. When client authentication is used, protection against
hijacking will be greatly inproved by scoping the accessibl e sessions
to the one this client identity has created. Sone of the above
threats are such that the inplenentation of the RTSP functionality
itself needs to consider which policy and strategy it uses to
mtigate them

2. Media Stream Delivery Threats

The fact that RTSP establishes and controls a nmedi a-stream delivery
results in a set of security issues related to the nmedia streans.
This section will attenpt to anal yze general threats; however, the
choi ce of media-streamtransport protocol, such as RTP, will result
in sone differences in threats and what mechani snms exist to mitigate
them Thus, it becones inportant that each specification of a new
medi a-stream transport and delivery protocol usable by RTSP requires
its own security analysis. This section includes one for RTP.
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The set of general threats fromor by the nedia-streamdelivery
itself are:

Concentrated Deni al -of -Service Attack: The protocol offers the
opportunity for a renote-controlled DoS attack, where the nedia
streamis the hammer in that DoS attack. See Section 21.2.1.

Media Confidentiality: The nmedia delivery may contain content of any
type, and it is not possible, in general, to deternine how
sensitive this content is froma confidentiality point. Thus, it
is a strong requirenent that any nedia delivery protocol supply a
met hod for providing confidentiality of the actual nedia content.
In addition to the nmedia-level confidentiality, it becones
critical that no resource identifiers used in the signaling be
exposed to an attacker as they may have human-under st andabl e nanes
or may be available to the attacker, allowing it to determ ne the
content the user received. Thus, the signaling protocol must also
provide confidentiality protection of any information related to
the medi a resource

Media Integrity and Authentication: There are several reasons why an
attacker will be interested in substituting the nedia stream sent
out fromthe RTSP server with one of the attacker’s creation or
sel ection, such as discrediting the target and m sinformation
about the target. Therefore, it is inportant that the nedia
protocol provide nmechanisns to verify the source authentication
and integrity and to prevent replay attacks on the media stream

Scope of Multicast: |If RTSP is used to control the transm ssion of
media onto a nulticast network, the scope of the delivery nust be
considered. RTSP supports the TTL Transport header paraneter to
i ndicate this scope for IPv4. [|Pv6 has a different nechanismfor
the scope boundary. However, such scope control has risks, as it
may be set too |arge and distribute nedia beyond the intended
scope.

Bel ow (Section 21.2.2) a protocol -specific analysis of security

consi derations for RTP-based nedia transport is included. In that
section, the requirements on inplenenting security functions for RTSP
agents supporting nmedia delivery over RTP are nade clear.
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21.2.1. Renpte DoS Attack

The attacker may initiate traffic flows to one or nore | P addresses
by specifying themas the destination in SETUP requests. Wile the
attacker’s I P address nmay be known in this case, this is not always
useful in the prevention of nore attacks or ascertaining the
attacker’s identity. Thus, an RTSP server MJST only allow client-
specified destinations for RTSP-initiated traffic flows if the server
has ensured that the specified destination address accepts receiving
medi a through different security nechani sns. Security mechani snms
that are acceptable in order of increasing generality are:

o Verification of the client’s identity agai nst a database of known
users using RTSP authentication nmechani sns (preferably D gest
aut henti cation or stronger)

o A list of addresses that have consented to be nedi a destinations,
especially considering user identity

o Verification based on nedia path

The server SHOULD NOT allow the destination field to be set unless a
mechani sm exi sts in the systemto authorize the request originator to
direct streans to the recipient. It is preferred that this

aut hori zation be performed by the nedia recipient (destination)
itself and the credentials be passed along to the server. However,
in certain cases, such as when the recipient address is a multicast
group or when the recipient is unable to communicate with the server
in an out-of-band manner, this may not be possible. |In these cases,
the server nmay choose another nmethod such as a server-resident

aut horization list to ensure that the request originator has the
proper credentials to request streamdelivery to the recipient.

One solution that performs the necessary verification of acceptance
of media suitable for unicast-based delivery is the NAT traversa

met hod based on Interactive Connectivity Establishnment (ICE)

[ RFC5245] described in [ RFC7825]. This nmechani sm uses random
passwords and a username so that the probability of unintended
indication as a valid nmedia destination is very low In addition
the server includes in its Session Traversal Utilities for NAT (STUN)
[ RFC5389] requests a cookie (consisting of randomnaterial) that the
destination echoes back; thus, the solution al so safeguards agai nst
havi ng an off-path attacker being able to spoof the STUN checks.

This |l eaves this solution vulnerable only to on-path attackers that
can see the STUN requests go to the target of attack and thus forge a
response.
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For delivery to nulticast addresses, there is a need for another
solution that is not specified in this nmeno.

21.2.2. RTP Security Analysis

RTP is a commonly used nedi a-transport protocol and has been the nost
common choice for RTSP 1.0 i nplenentations. The core RTP protoco
has been in use for a long time, and it has well-known security
properties and the RTP security consideration (Section 9 of

[ RFC3550]) needs to be reviewed. |In perspective of the usage of RTP
in the context of RTSP, the follow ng properties should be noted:

Stream Addi tions: RTP has support for multiple sinmultaneous nedia
streans in each RTP session. As sone use cases require support
for non-synchroni zed addi ng and renoval of nedia streans and their
identifiers, an attacker can easily insert additional nedia
streanms into a session context that, according to protocol design
is intended to be played out. Another threat vector is one of DoS
by exhausting the resources of the RTP session receiver, for
exanpl e, by using a | arge nunber of SSRC identifiers
simul taneously. The strong nmitigation of this is to ensure that
one cryptographically authenticates any incom ng packet flow to
the RTP session. Wak mtigations |ike blocking additional nedia
streans in session contexts easily lead to a DoS vulnerability in
addition to preventing certain RTP extensions or use cases that
rely on nultiple nmedia streans, such as RTP retransmi ssion
[ RFC4588] to function

Forged Feedback: The built-in RTCP also offers a |arge attack
surface for a couple of different types of attacks. One venue is
to send RTCP feedback to the nedia sender indicating | arge anmounts
of packet loss and thus trigger a nedia bitrate adaptation
response fromthe sender resulting in |lowered nedia quality and
potentially a shutdown of the media stream Another attack is to
perform a resource-exhaustion attack on the receiver by using many
SSRC identifiers to create large state tables and increase the
RTCP-rel ated processi ng denands.

RTP/ RTCP Ext ensions: RTP and RTCP extensions generally provide
addi ti onal and sonetines extrenely powerful tools for DoS attacks
or service disruption. For exanmple, the Code Control Message
[ RFC5104] RTCP extensions enables both the | ock down of the
bitrate to | ow val ues and di sruption of video quality by
requesting intra-franes.

Taking i nto account the above general discussion in Section 21.2 and

the RTP-specific discussion in this section, it is clear that it is
necessary that a strong security nechani sm be supported to protect
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RTP. Therefore, this specification has the follow ng requirenments on
RTP security functions for all RTSP agents that handl e nmedia streans
and where medi a-streamtransport is conpl eted using RTP.

RTSP agents supporting RTP MJST i npl enment Secure RTP (SRTP) [ RFC3711]
and, thus, SAVP. 1|In addition, SAVPF [ RFC5124] MJST al so be supported
if AVPF is inplenented. This specification requires no additiona
cryptographic transforns or configuration values beyond those
specified as mandatory to inplenment in RFC 3711, i.e., AES-CM and
HVAC- SHA1. The default key-managenent nechani smthat MJST be

i npl emented is the one defined in MKEY Key Establi shment

(Appendix C. 1.4.1). The MKEY inpl enentati on MIST i npl ement the
necessary functions for MKEY-RSA-R node [ RFC4738] and the SRTP
paraneter negotiation necessary to negotiate the supported SRTP
transforns and paraneters.

| ANA Consi der ations

This section describes a nunber of registries for RTSP 2.0 that have
been established and are maintained by | ANA. These registries are
separate fromany registries existing for RTSP 1.0. For each
registry, there is a description of the required content, the

regi stration procedures, and the entries that this docunent
registers. For nore informati on on extendi ng RTSP, see Section 2.7.
In addition, this docunent registers three SDP attributes.

Regi stries or entries in registries that have been nmade for RTSP 1.0
are not noved to RTSP 2.0: the registries and entries of RTSP 1.0 and
RTSP 2.0 are independent. |If any registry or entry in a registry is
also required in RTSP 2.0, it MJST follow the procedure defined bel ow
to allocate the registry or entry in a registry.

The sections describing howto register an item use sonme of the
registration policies described in [ RFC5226] -- nanely, "First Come
First Served", "Expert Review', "Specification Required", and
"Standards Action".

In case a registry requires a contact person, the authors (wth
Magnus Westerl und <magnus. westerl und@ricsson.con» as prinary) are
the contact persons for any entries created by this docunent.

I ANA will request the following information for any registration
request:

o Anane of the itemto register according to the rules specified by
the intended registry
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o Indication of who has change control over the feature (for
exanple, the IETF, I1SO |ITU T, other international standardization
bodi es, a consortium a particular conmpany or group of conpanies,
or an individual)

0 Areference to a further description, if available, for exanple
(in decreasing order of preference), an RFC, a published standard,
a published paper, a patent filing, a technical report, docunented
source code or a conputer nanua

o For proprietary features, contact information (postal and enai
addr ess)

1. Feature Tags

1.1. Description

When a client and server try to determine what part and functionality
of the RTSP specification and any future extensions that its
counterpart inplenments, there is need for a nanespace. This registry

contains naned entries representing certain functionality.

The usage of feature tags is explained in Section 11 and
Section 13.1.

1.2. Registering New Feature Tags with | ANA

The registering of feature tags is done on a First Cone, First Served
[ RFC5226] basi s.

The registry entry for a feature tag has the followi ng i nformation:
0o The nane of the feature tag
* |f the registrant indicates that the feature is proprietary
| ANA shoul d request a vendor "prefix" portion of the nane. The
nane will then be the vendor prefix followed by a "." followed
by the rest of the provided feature nane.

* |f the feature is not proprietary, then | ANA need not collect a
prefix for the nane.

0 A one-paragraph description of what the feature tag represents
o The applicability (server, client, proxy, or some conbi nation)

o Areference to a specification, if applicable
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Feature tag nanmes (including the vendor prefix) may contain any non-
space and non-control characters. There is no length linmt on
feature tags.
Exanpl es for a vendor tag describing a proprietary feature are:
vendor A. specfeat 01
vendor A. specf eat 02

1.3. Registered Entries

The following feature tags are defined in this specification and
hereby registered. The change control belongs to the | ETF.

pl ay. basic: The inplenmentation for delivery and pl ayback operations
according to the core RTSP specification, as defined in this
meno. Applies for clients, servers, and proxies. See
Section 11.1.

pl ay.scal e: Support of scale operations for nmedia playback. Applies
only for servers. See Section 18.46.

pl ay. speed: Support of the speed functionality for nmedia delivery.
Applies only for servers. See Section 18.50.

setup.rtp.rtcp. mux: Support of the RTP and RTCP nul tipl exi ng as
di scussed in Appendix C 1.6.4. Applies for both client and
servers and any nedi a cachi ng proxy.

The 1ANA registry is a table with the nane, description, and
reference for each feature tag.

2. RTSP Met hods
2.1. Description

Met hods are described in Section 13. Extending the protocol wth new
nmet hods allows for totally new functionality.

2.2. Registering New Methods with | ANA
A new nethod is registered through a Standards Action [ RFC5226]

because new net hods may radically change the protocol’s behavi or and
pur pose.
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A specification for a new RTSP nethod consists of the foll ow ng
itemns:

o A nethod nane that follows the ABNF rul es for nethods.

0 A clear specification of what a request using the nethod does and
what responses are expected. In which directions the nethod is
used: G>S, S->C, or both. How the use of headers, if any,
nodi fi es the behavior and effect of the method.

o Alist or table specifying which of the | ANA-registered headers
that are allowed to be used with the nethod in the request or/and
response. The list or table SHOULD follow the format of tables in
Section 18.

0 Describe how the nethod relates to network proxies.

2.3. Registered Entries

This specification, RFC 7826, registers 10 nethods: DESCRI BE,
GET_PARAMETER, OPTI ONS, PAUSE, PLAY, PLAY_NOTI FY, REDI RECT, SETUP,

SET_PARAMETER, and TEARDOWN. The initial table of the registry is
provi ded bel ow.

Met hod Directionality Ref er ence
DESCRI BE C>S RFC 7826
GET_PARAMETER G- >S, S->C RFC 7826
OPTI ONS C>S, S->C RFC 7826
PAUSE C->S RFC 7826
PLAY C->S RFC 7826
PLAY_NOTI FY S->C RFC 7826
REDI RECT S->C RFC 7826
SETUP C->S RFC 7826
SET_PARAMETER GC->S, S->C RFC 7826
TEARDOVWN C>S, S->C RFC 7826

3. RTSP Status Codes
3.1. Description
A status code is the three-digit nunber used to convey information in

RTSP response nessages; see Section 8. The nunber space is |imted,
and care should be taken not to fill the space.
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3.2. Registering New Status Codes with | ANA

A new status code registration follows the policy of | ETF Review

[ RFC5226]. New RTSP functionality requiring Status Codes shoul d
first be registered in the range of x50-x99. Only when the range is
full should registrations be nade in the x00-x49 range, unless it is
to adopt an HTTP extension to RTSP. This is done to enable any HITP
extension to be adopted to RTSP w t hout needing to renunber any

rel ated status codes. A specification for a new status code nust

i ncl ude the foll ow ng:

0 The registered nunber.

0 A description of what the status code means and the expected
behavi or of the sender and receiver of the code.

3.3. Registered Entries

RFC 7826 (this docunment) registers the nunbered status code defined
in the ABNF entry "Status-Code", except "extension-code" (that
defines the syntax allowed for future extensions) in Section 20.2.2.

4. RTSP Headers
4.1. Description

By specifying new headers, one or nore nethods can be enhanced in
many di fferent ways. An unknown header will be ignored by the
receiving agent. |If the new header is vital for certain
functionality, a feature tag for the functionality can be created and
demanded to be used by the counterpart with the inclusion of a

Requi re header carrying the feature tag.

4.2. Registering New Headers with | ANA

Regi strations can be nade followi ng the Expert Review policy

[ RFC5226]. A specification is recommended to be provided, preferably
an RFC or other specification froma Standards Devel opi ng

Organi zation. The minimal information in a registration request is

t he header nanme and the contact infornation.

The expert reviewer verifies that the registration request contains
the follow ng infornmation:

o The nane of the header.

0 An ABNF specification of the header syntax.
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o Alist or table specifying when the header nay be used,
enconpassing all nethods, their request or response, and the
direction (G>S or S->0).

0 How the header is to be handl ed by proxies.
0 A description of the purpose of the header
22.4.3. Registered Entries

Al'l headers specified in Section 18 in RFC 7826 have been registered.
The registry includes the header nane and reference.

Furt hernmore, the follow ng | egacy RTSP headers defined in other
specifications are regi stered with header nanme, and reference
according to below list. Note: these references may not fulfill all
of the above rules for registrations due to their |egacy status.

0 Xx-wap-profile defined in [TS-26234]. The x-wap-profile request-
header contains one or nore absolute URLs to the requesting
agent’s device-capability profile.

o0 x-wap-profile-diff defined in [TS-26234]. The x-wap-profile-diff
request - header contains a subset of a device-capability profile.

0 X-wap-profile-warning defined in [TS-26234]. The x-wap-profile-
warning is a response-header that contains error codes explaining
to what extent the server has been able to match the term na
request in regard to device-capability profiles, as described
usi ng x-wap-profile and x-wap-profile-diff headers.

0 X-predecbufsize defined in [TS-26234]. This response-header
provides an RTSP agent with the TS 26.234 Annex G hypothetica
pre-decoder buffer size.

0 Xx-initpredecbufperiod defined in [TS-26234]. This response-header
provi des an RTSP agent with the TS 26.234 Annex G hypothetica
pre-decoder buffering period.

0 X-initpostdecbufperiod defined in [TS-26234]. This response-
header provides an RTSP agent with the TS 26.234 Annex G post -
decoder buffering period.

o0 3gpp-Vi deopost decbuf size defined in [TS-26234]. This response-

header provides an RTSP agent with the TS 26.234 defined post-
decoder buffer size usable for H 264 (AVC) video streans.
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0 3GPP-Link-Char defined in [TS-26234]. This request-header
provi des the RTSP server with the RTSP client’s |ink
characteristics as determned fromthe radio interface. The
i nformati on that can be provided are guaranteed bitrate, naxinmm
bitrate and maxi mum transfer del ay.

0 3GPP-Adaptation defined in [TS-26234]. This general -header is
part of the bitrate adaptation solution specified for the Packet-
switched Streanming Service (PSS). It provides the RTSP client’s
buffer sizes and target buffer levels to the server, and responses
are used to acknow edge the support and val ues.

0 3GPP-(QE-Metrics defined in [TS-26234]. This general -header is
used by PSS RTSP agents to negotiate the quality of experience
metrics that a client should gather and report to the server

0 3GPP- (OE- Feedback defined in [TS-26234]. This request-header is
used by RTSP clients supporting PSS to report the actual val ues of
the nmetrics gathered in its quality of experience netering.

The use of "x-" is NOT RECOWENDED, but the above headers in the I|ist
were defined prior to the clarification

.5. Accept-Credentials

The security framework’s TLS connecti on mechani sm has two
regi sterable entities.

5.1. Accept-Credentials Policies

This registry is for policies for an RTSP proxy’'s handling and
verification of TLS certificates when establishing an outbound TLS
connection on behalf of a client. In Section 19.3.1, three policies
for how to handle certificates are specified. Further policies my
be defined; registration is nade through Standards Action [ RFC5226].
A registration request is required to contain the foll ow ng

i nformation:

o Nanme of the policy.

0 Text that describes how the policy works for handling the
certificates.

0o A contact person
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This specification registers the follow ng val ues:

Any: A policy requiring the proxy to accept any received
certificate.

Proxy: A policy where the proxy applies its own policies to
determi ne which certificates are accepted

User: A policy where the certificate is required to be forwarded down
the proxy chain to the client, thus allowi ng the user to
decided to accept or refuse a certificate.

.5.2. Accept-Credentials Hash Al gorithns

The Accept-Credentials header (see Section 18.2) allows for the usage
of other algorithns for hashing the DER records of accepted entities.
The registration of any future algorithmis expected to be extrenely

rare and could al so cause interoperability problens. Therefore, the

bar for registering new algorithns is intentionally placed high

Any registration of a new hash al gorithmrequires Standards Action

[ RFC5226]. The registration needs to fulfill the foll ow ng
requirenent:

o The algorithns identifier neeting the "token" ABNF requirenent.

0 Provide a definition of the algorithm

The registered val ue is:

Hash Alg. ID Reference

sha- 256 RFC 7826

6. Cache-Control Cache Directive Extensions

There exi st a nunber of cache directives that can be sent in the
Cache-Control header. A registry for these cache directives has been
established by 1ANA. New registrations in this registry require
Standards Action or |ESG Approval [RFC5226]. A registration request
needs to contain the follow ng information

o The nanme of the cache directive.

0o A definition of the paraneter value, if any is all owed.

o0 The specification if it is a request or response directive.
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0 Text that explains how the cache directive is used for RTSP-
controll ed nmedia streans.
0o A contact person.

Thi

s specification registers the foll owi ng val ues:

no- cache:

publi c:

private:

no-transform

only-if-cached:

max- st al e:

m n-fresh:

must - reval i dat e:

proxy-reval i date:

nax- age:
The registry contains the nanme of the directive and the reference.

22.7. Media Properties

22.7.1. Description
The nmedi a streans being controlled by RTSP can have many different
properties. The nedia properties required to cover the use cases
that were in mnd when witing the specification are defined.
However, it can be expected that further innovation will result in
new use cases or nedia streans with properties not covered by the
ones specified here. Thus, new nedia properties can be specified.
As new nedi a properties nmay need a substantial amount of new

definitions to correctly specify behavior for this property, the bar
is intended to be high
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7.2. Registration Rules

Regi stering a new nedia property is done follow ng the Specification
Required policy [RFC5226]. The expert reviewer verifies that a
registration request fulfills the foll owi ng requirenents.

0 An ABNF definition of the nedia property value name that neets
"medi a- prop-ext" definition is included.

0o A definition of which nedia property group it belongs to or define
a new group is included.

0 A description of all changes to the behavior of RTSP as result of
t hese changes is included.

o0 A contact person for the registration is |isted.
7.3. Registered Val ues
This specification registers the ten values listed in Section 18.29.

The registry contains the property group, the nane of the nedia
property, and the reference.

.8. Notify-Reason Val ues

8.1. Description

Noti fy- Reason val ues are used to indicate the reason the notification
was sent. Each reason has its associated rules on what headers and
informati on may or nust be included in the notification. New
notification behaviors need to be specified to enable interoperable
usage; thus, a specification of each new value is required.

8.2. Registration Rules

Regi strations for new Notify-Reason values follow the Specification
Required policy [ RFC5226]. The expert reviewer verifies that the
request fulfills the follow ng requirenments:

0 An ABNF definition of the Notify-Reason val ue nane that neets
"Noti fy- Reason-extension” definition is included.

0 A description of which headers shall be included in the request
and response, when it should be sent, and any effect it has on the
server client state is nmade clear.

o0 A contact person for the registration is |isted.
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8.3. Registered Val ues

This specification registers three values defined in the Notify-Reas-
val ABNF, Section 20.2.3:

end-of -stream This Notify-Reason val ue indicates the end of a nedia
stream

medi a- properties-update: This Notify-Reason value allows the server
to indicate that the properties of the media have changed during
t he pl ayout.

scal e-change: This Notify-Reason value allows the server to notify
the client about a change in the scale of the nedia.

The registry contains the nanme, description, and reference.

9. Range Header Fornats

9.1. Description

The Range header (Section 18.40) allows for different range formats.
These range formats al so need an identifier to be used in the Accept-
Ranges header (Section 18.5). New range formats may be regi stered,
but noderation should be applied as it nakes interoperability nore
difficult.

9.2. Registration Rules

A registration follows the Specification Required policy [RFC5226].
The expert reviewer verifies that the request fulfills the foll ow ng

requirenents:

0 An ABNF definition of the range format that fulfills the "range-
ext" definition is included.

o The range format identifier used in Accept-Ranges header according
to the "extension-format" definition is defined.

o Rules for how one handl es the range when using a negative Scal e
are incl uded.

o0 A contact person for the registration is |isted.
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9.3. Registered Val ues

The registry contains the Range header format identifier, the name of
the range format, and the reference. This specification registers
the foll owi ng val ues.

npt: Normal Play Tine

clock: UTC Absolute Tinme format

snpte: SMPTE Ti nest anps

snpt e- 30-drop: SMPTE Ti nestanps 29.97 Franmes/sec (30 Hz with Drop)
snpte-25: SMPTE Ti nestanps 25 Franes/ sec

10. Term nat e- Reason Header

The Ter ni nat e- Reason header (Section 18.52) has two registries for
ext ensi ons.

10.1. Redirect Reasons

This registry contains reasons for session ternination that can be

i ncluded in a Term nat e- Reason header (Section 18.52). Registrations
foll ow the Expert Review policy [RFC5226]. The expert reviewer
verifies that the registration request contains the foll ow ng

i nformati on:

o That the value follows the Term nate- Reason ABNF, i.e., be a
t oken.

0o That the specification provide a definition of what procedures are
to be foll owed when a client receives this redirect reason

0o A contact person

This specification registers three val ues:
0 Sessi on-Ti meout

0 Server-Adnin

o Internal-Error

The registry contains the name of the Redirect Reason and the
reference

Schul zrinne, et al. St andards Track [ Page 228]



RFC 7826 RTSP 2.0 Decenber 2016

22.

22,

22.

22.

10. 2. Termi nate- Reason Header Paraneters

This registry contains paraneters that may be included in the
Ter m nat e- Reason header (Section 18.52) in addition to a reason.
Regi strations are made under the Specification Required policy

[ RFC5226]. The expert reviewer verifies that the registration
request contains the foll ow ng:

0 A paraneter nane.

o A paraneter following the syntax allowed by the RTSP 2.0
speci fication.

o A reference to the specification.
o A contact person.

This specification registers:

o tine

0 user-nsg

The registry contains the nane of the Ternmi nate Reason and the
ref erence.

11. RTP-Info Header Paraneters

11.1. Description

The RTP-Info header (Section 18.45) carries one or nore paraneter
val ue pairs with information about a particular point in the RTP
stream RTP extensions or new usages nmay need new types of
information. As RTP information that could be needed is likely to be
generic enough, and to maxim ze the interoperability, new
registration is nmade under the Specification Required policy.

11.2. Registration Rules

Regi strations for new RTP-Info values follow the policy of

Speci fication Required [RFC5226]. The expert reviewer verifies that
the registration request contains the follow ng infornmation.

0 An ABNF definition that neets the "generic-parant definition.

o Areference to the specification.

0 A contact person for the registration.
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11.3. Registered Val ues

This specification registers the follow ng paraneter val ue pairs:

o url
0 Sssrc
0 seq

o rtptine

The registry contains the nane of the paraneter and the reference.
12. Seek-Style Policies

12.1. Description

Seek-Style policy defines how the RTSP agent seeks in nmedia content
when given a position within the nedia content. New seek policies
may be registered; however, a |large nunber of these will conplicate

i npl ement ati on substantially. The inpact of unknown policies is that
the server will not honor the unknown and will use the server default
policy instead.

12.2. Registration Rules

Regi strations of new Seek-Style policies follow the Specification
Required policy [RFC5226]. The expert reviewer verifies that the
registration request fulfills the foll owi ng requirenents:

0 Has an ABNF definition of the Seek-Style policy nane that neets
"Seek- S-val ue-ext" definition

0 Includes a short description.

0 Lists a contact person for the registration

0 Includes a description of which headers shall be included in the
request and response, when it should be sent, and any affect it
has on the server-client state.

12.3. Registered Val ues

This specification registers four values (Nanme - Short Description):

0 RAP - Using the closest Random Access Point prior to or at the
requested start position
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0 CoRAP - Conditional Random Access Point is |ike RAP, but only if
the RAP is closer prior to the requested start position than
current pause point.

o First-Prior - The first-prior policy will start delivery with the
media unit that has a playout tine first prior to the requested
start position.

0 Next - The next media units after the provided start position

The registry contains the nane of the Seek-Style policy, the
description, and the reference.

13. Transport Header Registries

The transport header (Section 18.54) contains a nunber of paraneters
that have possibilities for future extensions. Therefore, registries
for these are defined bel ow

13.1. Transport Protocol Identifier

A Transport Protocol specification consists of a transport protoco
identifier, representing sone conbination of transport protocols, and
any nunber of transport header paraneters required or optional to use
with the identified protocol specification. This registry contains
the identifiers used by registered transport protocol identifiers.

A registration for the paraneter transport protocol identifier
follows the Specification Required policy [ RFC5226]. The expert
reviewer verifies that the registration request fulfills the
foll owi ng requirenents:

0 A contact person or organization with address and enail.

0o A value definition that foll ows the ABNF syntax definition of
"transport-id" Section 20.2.3.

0 A descriptive text that explains howthe registered values are
used in RTSP, which underlying transport protocols are used, and
any required Transport header paraneters.

The registry contains the protocol ID string and the reference.
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This specification registers the follow ng val ues:

RTP/ AVP: Use of the RTP [ RFC3550] protocol for media transport in
conmbination with the "RTP Profile for Audio and Video
Conferences with Mninmal Control" [RFC3551] over UDP. The
usage is explained in RFC 7826, Appendix C. 1.

RTP/ AVP/ UDP: the sane as RTP/ AVP.

RTP/ AVPF: Use of the RTP [ RFC3550] protocol for nmedia transport in
conmbination with the "Extended RTP Profile for RTCP-based
Feedback (RTP/ AVPF)" [ RFC4585] over UDP. The usage is
expl ai ned in RFC 7826, Appendi x C. 1.

RTP/ AVPF/ UDP: the sanme as RTP/ AVPF.

RTP/ SAVP: Use of the RTP [ RFC3550] protocol for nedia transport in
conbination with the "The Secure Real -tine Transport Protocol
(SRTP)" [RFC3711] over UDP. The usage is explained in RFC
7826, Appendix C. 1.

RTP/ SAVP/ UDP: the sanme as RTP/ SAVP.

RTP/ SAVPF: Use of the RTP [ RFC3550] protocol for nedia transport in
conbination with the "Extended Secure RTP Profile for Real-tine
Transport Control Protocol (RTCP)-Based Feedback (RTP/ SAVPF)"

[ RFC5124] over UDP. The usage is explained in RFC 7826,
Appendi x C. 1.

RTP/ SAVPF/ UDP: the same as RTP/ SAVPF.

RTP/ AVP/ TCP. Use of the RTP [ RFC3550] protocol for nedia transport
in conbination with the "RTP profile for audio and vi deo
conferences with minimal control" [RFC3551] over TCP. The
usage is explained in RFC 7826, Appendix C. 2. 2.

RTP/ AVPF/ TCP: Use of the RTP [ RFC3550] protocol for nmedia transport
in conbination with the "Extended RTP Profile for Real -tine
Transport Control Protocol (RTCP)-Based Feedback (RTP/ AVPF)"

[ RFCA585] over TCP. The usage is explained in RFC 7826,
Appendi x C. 2. 2.

RTP/ SAVP/ TCP: Use of the RTP [ RFC3550] protocol for nmedia transport
in conbination with the "The Secure Real -time Transport
Protocol (SRTP)" [RFC3711] over TCP. The usage is explained in
RFC 7826, Appendix C. 2. 2.
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RTP/ SAVPF/ TCP: Use of the RTP [ RFC3550] protocol for nedia transport
in conbination with the "Extended Secure RTP Profile for Real -
time Transport Control Protocol (RTCP)-Based Feedback (RTP/
SAVPF) " [ RFC5124] over TCP. The usage is explained in RFC
7826, Appendix C. 2. 2.

13.2. Transport Nbdes

The Transport Mde is a Transport header (Section 18.54) paraneter.

It is used to identify the general node of nedia transport. The PLAY
val ue regi stered defines a PLAYBACK node, where nedia flows from
server to client.

A registration for the transport paraneter node foll ows the Standards
Action policy [RFC5226]. The registration request needs to neet the
foll owi ng requirenments

o A value definition that follows the ABNF "token" definition
Section 20. 2. 3.

0 Text that explains how the registered value is used in RTSP
This specification registers one val ue:

PLAY: See RFC 7826.

The registry contains the transport node val ue and the reference.
13.3. Transport Paraneters

Transport Paraneters are different paraneters used in a Transport
header’s transport specification (Section 18.54) to provide

addi tional information required beyond the transport protocol
identifier to establish a functioning transport.

A registration for paraneters that nay be included in the Transport
header follows the Specification Required policy [ RFC5226]. The
expert reviewer verifies that the registration request fulfills the
foll owi ng requirenents:

0 A Transport Paraneter Nane follow ng the "token" ABNF definition

0o Avalue definition, if the paraneter takes a value, that follows
the ABNF definition of "trn-par-value" Section 20.2.3.

0 Text that explains how the registered value is used in RTSP

Schul zrinne, et al. St andards Track [ Page 233]



RFC 7826 RTSP 2.0 Decenber 2016

22.

22.

This specification registers all the transport paraneters defined in
Section 18.54. This is a copy of that |ist:

O uni cast
o nmulticast

o interleaved

o ttl

o layers
0 ssrc

0 node

0 dest_addr

0 src_addr

o setup

0 connection

0 RTCP- nux

0o M KEY

The registry contains the transport paraneter nanme and the reference.
14. URI Schemes

This specification updates two URI schenmes: one previously
registered, "rtsp”", and one nissing in the registry, "rtspu"
(previously only defined in RTSP 1.0 [ RFC2326]). One new URI schene,
"rtsps", is also registered. These URI schenes are registered in an
existing registry ("Uniform Resource Identifier (URI) Schenes") not
created by this meno. Registrations follow [ RFC7595].

14.1. The "rtsp" URl Schene

URI schene nane: rtsp

St at us: Per manent

URI schene syntax: See Section 20.2.1 of RFC 7826.

Schul zrinne, et al. St andards Track [ Page 234]



RFC 7826 RTSP 2.0 Decenber 2016

URI schene senantics: The rtsp schene is used to indicate resources
accessi bl e through the usage of the Real -Tine Streaning
Protocol (RTSP). RTSP allows different operations on the
resource identified by the URI, but the primary purpose is the
stream ng delivery of the resource to a client. However, the
operations that are currently defined are DESCRI BE
GET_PARAMETER, OPTI ONS, PLAY, PLAY_NOTI FY, PAUSE, REDI RECT,
SETUP, SET_ PARAMETER, and TEARDOMN.

Encodi ng considerations: IRls in this schenme are defined and need to
be encoded as RTSP URI's when used within RTSP. That encoding
is done according to RFC 3987.

Appl i cations/protocols that use this URI schene nane: RTSP 1.0 (RFC
2326), RTSP 2.0 (RFC 7826).

Interoperability considerations: The extensions in the UR syntax
perforned between RTSP 1.0 and 2.0 can create interoperability
i ssues. The changes are:

Support for IPv6 literals in the host part and future IP
literals through a nmechani smas defined in RFC 3986.

A newrelative format to use in RTSP el enments that is not
required to start with "/"

The above changes shoul d have no inpact on interoperability as
di scussed in detail in Section 4.2 of RFC 7826.

Security considerations: Al the security threats identified in
Section 7 of RFC 3986 also apply to this schene. They need to
be revi ewed and considered in any inplenentation utilizing this
schene.

Contact: Magnus Westerlund, magnus.westerlund@ricsson.com

Aut hor/ Change controller: |ETF

References: RFC 2326, RFC 3986, RFC 3987, and RFC 7826

22.14.2. The "rtsps" UR Schene

URI schene nane: rtsps

St at us: Per manent

URI schene syntax: See Section 20.2.1 of RFC 7826.
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URI schene senantics: The rtsps schenme is used to indicate resources
accessi bl e through the usage of the Real -Tine Streaning
Protocol (RTSP) over TLS. RTSP allows different operations on
the resource identified by the URI, but the primary purpose is
the stream ng delivery of the resource to a client. However,
the operations that are currently defined are DESCRI BE
GET_PARAMETER, OPTI ONS, PLAY, PLAY_NOTI FY, PAUSE, REDI RECT,
SETUP, SET_ PARAMETER, and TEARDOMN.

Encodi ng considerations: IRls in this schenme are defined and need to
be encoded as RTSP URI's when used within RTSP. That encoding
is done according to RFC 3987.

Appl i cations/protocols that use this URI schene nane: RTSP 1.0 (RFC
2326), RTSP 2.0 (RFC 7826).

Interoperability considerations: The "rtsps” schenme was never
officially defined for RTSP 1.0; however, it has seen
wi despread use in actual deploynents of RTSP 1.0. Therefore,
this section discusses the believed changes between the
unspecified RTSP 1.0 "rtsps" schene and RTSP 2.0 definition
The extensions in the URI syntax perfornmed between RTSP 1.0 and
2.0 can create interoperability issues. The changes are:

Support for IPv6 literals in the host part and future IP
literals through a nechani sm as defined by RFC 3986.

A newrelative format to use in RTSP el enents that is not
required to start with "/"

The above changes shoul d have no inpact on interoperability as
di scussed in detail in Section 4.2 of RFC 7826.

Security considerations: Al the security threats identified in
Section 7 of RFC 3986 also apply to this schene. They need to
be reviewed and considered in any inplenentation utilizing this
schene.

Contact: Magnus Westerlund, magnus.westerlund@ricsson.com

Aut hor / Change controller: |ETF

Ref erences: RFC 2326, RFC 3986, RFC 3987, and RFC 7826
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22.14.3. The "rtspu" URl Schene
URI schene nane: rtspu
Status: Permanent
URI schene syntax: See Section 3.2 of RFC 2326.

URI schene senantics: The rtspu schenme is used to indicate resources
accessi bl e through the usage of the Real -Tine Streaning
Protocol (RTSP) over unreliable datagramtransport. RTSP
all ows different operations on the resource identified by the
URI, but the prinmary purpose is the stream ng delivery of the
resource to a client. However, the operations that are
currently defined are DESCRI BE, GET_PARAMETER, OPTI ONS
REDI RECT, PLAY, PLAY_NOTI FY, PAUSE, SETUP, SET_PARAMETER, and
TEARDOMN

Encodi ng considerations: This schene is not intended to be used with
characters outside the US-ASCI| repertoire.

Applications/protocols that use this URI schene nane: RTSP 1.0 (RFC
2326).

Interoperability considerations: The definition of the transport
mechani sm of RTSP over UDP has interoperability issues. That
makes the usage of this schene problematic.

Security considerations: Al the security threats identified in
Section 7 of RFC 3986 also apply to this schene. They need to
be reviewed and considered in any inplenentation utilizing this
schenme.

Contact: Magnus Westerlund, magnus.westerlund@ricsson.com

Aut hor/ Change controller: |ETF

Ref er ences: RFC 2326
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22.15. SDP Attributes

This specification defines three SDP [ RFC4566] attributes that have
been regi stered by | ANA

SDP Attribute ("att-field"):

Attribute nane:
Long form

Type of nane:

Type of attribute:

Subj ect to charset:

range

Medi a Range Attribute
att-field

bot h session and nedi a | eve
No

Pur pose: RFC 7826

Ref er ence: RFC 2326, RFC 7826

Val ues: See ABNF definition
Attribute nane: contro

Long form RTSP control UR

Type of nane: att-field

Type of attribute: both session and nedia | eve
Subj ect to charset: No

Pur pose: RFC 7826

Ref er ence: RFC 2326, RFC 7826

Val ues: Absol ute or Relative URIs
Attribute nane: nt ag

Long form Message Tag

Type of nane: att-field

Type of attribute:

Subj ect to charset:

bot h session and nedi a | eve
No

Pur pose: RFC 7826
Ref er ence: RFC 7826
Val ues: See ABNF definition
22.16. Media Type Registration for text/paraneters
Type nane: text

Subt ype name

Requi red paraneters

Opt i onal

Encodi ng consi derati ons:

Schul zri nne,

UTF- 8,

paramet ers:

et al.

paraneters

charset:
t he encodi ng of the paraneter val ues.
if the 'charset

paraneter is not present.

8bi t

St andards Track

The charset paraneter is applicable to
The default charset is
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Security considerations: This format nay carry any type of
paraneters. Sone can have security requirenments, |ike privacy,
confidentiality, or integrity requirenents. The format has no
built-in security protection. For the usage, the transport can be
protected between server and client using TLS. However, care nust
be taken to consider if the proxies are also trusted with the
paraneters in case hop-by-hop security is used. |If stored as a
filein afile system the necessary precautions need to be taken
in relation to the paraneter requirenents including object
security such as S/M M [ RFC5751] .

Interoperability considerations: This nedia type was nentioned as a
fictional exanple in [ RFC2326], but was not formally specified.
This has resulted in usage of this nedia type that may not match
its formal definition.

Publ i shed specification: RFC 7826, Appendix F.

Applications that use this nedia type: Applications that use RTSP
and have additional paranmeters they like to read and set using the
RTSP GET_PARAMETER and SET_PARAMETER net hods.

Addi tional information

Magi ¢ nunber(s): NA

File extension(s): NA

Maci ntosh file type code(s): NA

Person & emnil address to contact for further information:
Magnus Westerlund (magnus. westerl und@ri csson. con)

I nt ended usage: Conmon

Restrictions on usage: None

Aut hor: Magnus Westerlund (nmagnus. westerl und@ricsson. com
Change controller: |ETF

Addi ti on Notes:
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Appendi x A, Exanpl es

This section contains several different exanples trying to illustrate
possi bl e ways of using RTSP. The exanples can also help with the
under st andi ng of how functions of RTSP work. However, renenber that
these are exanples and the normative and syntax descriptions in the
other sections take precedence. Please also note that nmany of the
exanpl es have been broken into several lines, where following |ines
start with whitespace as all owed by the syntax.

A.1. Media on Demand (Uni cast)

This is an exanpl e of nedi a-on-denmand stream ng of nedia stored in a
container file. For the purposes of this exanple, a container file
is a storage entity in which multiple continuous nedia types
pertaining to the sane end-user presentation are present. In effect,
the container file represents an RTSP presentation, with each of its
conponents being RTSP-controlled nedia streans. Container files are
a widely used neans to store such presentations. Wile the
conmponents are transported as independent streans, it is desirable to
mai ntain a conmon context for those streans at the server end.

This enables the server to keep a single storage handl e open
easily. It also allows treating all the streans equally in case
of any prioritization of streans by the server

It is also possible that the presentati on author may wi sh to prevent
selective retrieval of the streans by the client in order to preserve
the artistic effect of the conbined nedia presentation. Simlarly,
in such a tightly bound presentation, it is desirable to be able to
control all the streans via a single control nessage using an
aggregate URI.

The following is an exanple of using a single RTSP session to contro

multiple streans. It also illustrates the use of aggregate URIs. In
a container file, it is also desirable not to wite any URl parts
that are not kept when the container is distributed, |ike the host

and nost of the path element. Therefore, this exanple also uses the
"*" and relative URI in the delivered SDP

Al so, this presentation description (SDP) is not cacheable, as the
Expires header is set to an equal value with date indicating
i mediate expiration of its validity.

Cient Crequests a presentation fromnedia server M The novie is

stored in a container file. The client has obtained an RTSP URl to
the container file.
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C->M DESCRIBE rtsp://exanple.comtwi ster.3gp RTSP/ 2.0
CSeq: 1
User - Agent: PhonyClient/1.2

M >C. RTSP/2.0 200 K
CSeq: 1
Server: PhonyServer/1.0
Date: Fri, 20 Dec 2013 10:20:32 +0000
Cont ent - Type: application/sdp
Content-Lengt h: 271
Cont ent - Base: rtsp://exanple.conm tw ster. 3gp/
Expires: Fri, 20 Dec 2013 12:20: 32 +0000

v=0

0=- 2890844256 2890842807 IN | P4 198.51.100.5
s=RTSP Sessi on

i =An Exampl e of RTSP Sessi on Usage
e=adm@xanpl e. com

c=IN1P4 0.0.0.0

a=control: *

a=r ange: npt =00: 00: 00- 00: 10: 34. 10
t=0 0

mFaudi o 0 RTP/ AVP 0

a=control: trackl D=1

mrvi deo 0 RTP/ AVP 26

a=control: trackl D=4

C->M SETUP rtsp://exanpl e.com tw ster.3gp/trackl D=1 RTSP/ 2.0
CSeq: 2
User - Agent: Phonydient/1.2
Require: play. basic
Transport: RTP/ AVP; uni cast; dest _addr=":8000"/":8001"
Accept - Ranges: npt, snpte, clock

M >C. RTSP/2.0 200 K

CSeq: 2

Server: PhonyServer/1.0

Transport: RTP/ AVP; uni cast; ssrc=93CB0O01E;
dest _addr="192. 0. 2. 53: 8000"/"192. 0. 2. 53: 8001";
src_addr="198. 51. 100. 5: 9000"/ " 198. 51. 100. 5: 9001"

Session: Cccl dOFFq23Kw YpAnBbUr

Expires: Fri, 20 Dec 2013 12:20: 33 +0000

Date: Fri, 20 Dec 2013 10:20: 33 +0000

Accept - Ranges: npt

Medi a- Properties: Random Access=0.02, |Imutable, Unlinmted
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C->M SETUP rtsp://exanple.com tw ster.3gp/trackl D=4 RTSP/ 2.0
CSeq: 3
User - Agent: PhonyClient/1.2
Require: play.basic
Transport: RTP/ AVP; uni cast; dest _addr=":8002"/": 8003"
Session: Cccl dOFFg23Kwj YpAnBbUr
Accept - Ranges: npt, snpte, clock

M>C. RTSP/2.0 200 K
CSeq: 3
Server: PhonyServer/1.0
Transport: RTP/ AVP; uni cast; ssrc=A813FCl13;
dest _addr="192. 0. 2. 53: 8002"/"192. 0. 2. 53: 8003";
src_addr="198. 51. 100. 5: 9002"/" 198. 51. 100. 5: 9003";

Session: Cccl dOFFq23Kw YpAnBbUr

Expires: Fri, 20 Dec 2013 12:20: 33 +0000

Date: Fri, 20 Dec 2013 10: 20: 33 +0000

Accept - Range: NPT

Medi a- Properties: Random Access=0.8, Inmmutable, Unlinmted

C->M PLAY rtsp://exanple.contw ster.3gp/ RTSP/ 2.0
CSeq: 4
User - Agent: Phonydient/1.2
Range: npt=30-
Seek-Style: RAP
Sessi on: Cccl dOFFq23Kwj YpAnBbUr

M>C. RTSP/2.0 200 K

CSeq: 4

Server: PhonyServer/1.0

Date: Fri, 20 Dec 2013 10:20: 34 +0000

Sessi on: Cccl dOFFq23Kwj YpAnBbUr

Range: npt=30-634.10

Seek-Style: RAP

RTP-1nfo: url="rtsp://exanple.conltw ster.3gp/trackl D=4"
ssrc=0D12F123: seq=12345; rt pti me=3450012,

url ="rtsp://exanpl e.comtw ster.3gp/trackl D=1"

ssrc=4F312DD8: seq=54321; rt pti me=2876889

C->M PAUSE rtsp://exanple.comtw ster.3gp/ RTSP/2.0
CSeq: 5
User - Agent: Phonydient/1.2
Sessi on: Cccl dOFFq23Kwj YpAnBbUr

# Pause happens 0. 87 seconds after starting to play
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M>C. RTSP/2.0 200 K
CSeq: 5
Server: PhonyServer/1.0
Date: Fri, 20 Dec 2013 10:20: 35 +0000
Session: Cccl dOFFq23Kw YpAnBbUr
Range: npt =30.87-634. 10

C->M PLAY rtsp://exanple.comtw ster.3gp/ RTSP/ 2.0
CSeq: 6
User - Agent: Phonydient/1.2
Range: npt=30.87-634. 10
Seek- Styl e: Next
Session: Cccl dOFFq23Kwj YpAnBbUr

M>C. RTSP/2.0 200 K

CSeq: 6

Server: PhonyServer/1.0

Date: Fri, 20 Dec 2013 10:22:13 +0000

Session: Cccl dOFFq23Kwj YpAnBbUr

Range: npt=30.87-634. 10

Seek- Styl e: Next

RTP-1nfo: url="rtsp://exanple.conftw ster.3gp/trackl D=4"
ssrc=0D12F123: seq=12555; rt pti me=6330012,

url ="rtsp://exanpl e. com twi ster. 3gp/trackl D=1"

ssrc=4F312DD8: seq=55021; rt pti ne=3132889

C->M TEARDOWN rtsp://exanpl e.comtw ster.3gp/ RTSP/2.0
CSeq: 7
User - Agent: PhonyCient/1.2
Session: Cccl dOFFg23Kwj YpAnBbUr

M >C. RTSP/2.0 200 K
CSeq: 7
Server: PhonyServer/1.0
Date: Fri, 20 Dec 2013 10: 31:53 +0000

A. 2. Media on Demand Using Pipelining

This exanple is basically the exanple above (Appendi x A 1), but now
utilizing pipelining to speed up the setup. It requires only two
round-trip times until the nmedia starts flowing. First of all, the
session description is retrieved to determ ne what nedia resources
need to be set up. In the second step, one sends the necessary SETUP
requests and the PLAY request to initiate nmedia delivery.
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Cient Crequests a presentation fromnedia server M The novie is
stored in a container file. The client has obtained an RTSP URl to
the container file.

C->M DESCRIBE rtsp://exanpl e.comtw ster.3gp RTSP/ 2.0
CSeq: 1
User - Agent: Phonydient/1.2

M>C. RTSP/2.0 200 K
CSeq: 1
Server: PhonyServer/1.0
Date: Fri, 20 Dec 2013 10:20:32 +0000
Cont ent - Type: application/sdp
Cont ent - Lengt h: 271
Cont ent - Base: rtsp://exanple.conltw ster. 3gp/
Expires: Fri, 20 Dec 2013 12:20: 32 +0000

v=0

0=- 2890844256 2890842807 IN I P4 192.0.2.5
s=RTSP Sessi on

i =An Exanpl e of RTSP Sessi on Usage
e=adm@xanpl e. com

c=INIP4 0.0.0.0

a=control: *

a=r ange: npt =00: 00: 00- 00: 10: 34. 10
t=0 0

mFaudi o 0 RTP/ AVP 0

a=control : trackl D=1

nrvi deo 0 RTP/ AVP 26

a=control: trackl D=4

C->M SETUP rtsp://exanple.comtw ster.3gp/trackl D=1 RTSP/ 2.0
CSeq: 2
User- Agent: Phonydient/1.2
Require: play. basic
Transport: RTP/ AVP; uni cast; dest addr=":8000"/": 8001"
Accept - Ranges: npt, snpte, clock
Pi pel i ned- Requests: 7654
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C->M SETUP rtsp://exanple.com tw ster.3gp/trackl D=4 RTSP/ 2.0
CSeq: 3
User - Agent: PhonyClient/1.2
Require: play.basic
Transport: RTP/ AVP; uni cast; dest _addr=":8002"/": 8003"
Accept - Ranges: npt, snpte, clock
Pi pel i ned- Requests: 7654

C->M PLAY rtsp://exanple.contw ster.3gp/ RTSP/ 2.0
CSeq: 4
User - Agent: PhonyCient/1.2
Range: npt =0-
Seek-Style: RAP
Pi pel i ned- Requests: 7654

M >C. RTSP/2.0 200 K

CSeq: 2

Server: PhonyServer/1.0

Transport: RTP/ AVP; uni cast;
dest _addr="192. 0. 2. 53: 8000"/"192. 0. 2. 53: 8001";
src_addr="198. 51. 100. 5: 9000"/ " 198. 51. 100. 5: 9001";
ssrc=93CB001E

Session: Cccl dOFFq23Kw YpAnBbUr

Expires: Fri, 20 Dec 2013 12:20: 32 +0000

Date: Fri, 20 Dec 2013 10:20: 32 +0000

Accept - Ranges: npt

Pi pel i ned- Requests: 7654

Medi a- Properties: Random Access=0.2, Imutable, Unlimted

M >C. RTSP/2.0 200 K

CSeq: 3

Server: PhonyServer/1.0

Transport: RTP/ AVP; uni cast;
dest _addr="192. 0. 2. 53: 8002"/"192. 0. 2. 53: 8003;
src_addr="198. 51. 100. 5: 9002"/ " 198. 51. 100. 5: 9003";
ssrc=A813FC13

Session: Cccl dOFFq23Kwj YpAnBbUr

Expires: Sat, 21 Dec 2013 10: 20: 32 +0000

Date: Fri, 20 Dec 2013 10:20:32 +0000

Accept - Range: NPT

Pi pel i ned- Requests: 7654

Medi a- Properties: Random Access=0.8, Immutable, Unlimted
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M >C. RTSP/2.0 200 K

CSeq: 4

Server: PhonyServer/1.0

Date: Fri, 20 Dec 2013 10: 20: 32 +0000

Session: Cccl dOFFq23Kw YpAnBbUr

Range: npt=0-623. 10

Seek-Style: RAP

RTP-1nfo: url="rtsp://exanple.conltw ster.3gp/trackl D=4"
ssrc=0D12F123: seq=12345; rt pti me=3450012,
url ="rtsp://exanpl e.com twi ster. 3gp/trackl D=1"
ssrc=4F312DD8: seq=54321; rt pti me=2876889

Pi pel i ned- Requests: 7654

A. 3. Secured Medi a Session for On-Demand Cont ent

2016

This exanple is basically the above exanple (Appendi x A 2), but now

i ncludi ng establishnment of SRTP crypto contexts to get a secured
medi a delivery. First of all, the client attenpts to fetch this
i nsecurely, but the server redirects to a URl indicating a

requi renent on using a secure connection for the RTSP nessages.

The

client establishes a TCP/ TLS connection, and the session description

is retrieved to determ ne what nedia resources need to be set up
the this session description, secure nedia (SRTP) is indicated.
the next step, the client sends the necessary SETUP requests

In
I'n

i ncluding MKEY nessages. This is pipelined with a PLAY request to

initiate media delivery.

Cient Crequests a presentation fromnedia server M The novie
stored in a container file. The client has obtai ned an RTSP URI
the container file.

is

to

Note: The M KEY nessages bel ow are not valid M KEY nessages and are

Base64- encoded random data to represent where the M KEY nessages
woul d go.

C->M DESCRIBE rtsp://exanple.comtwi ster.3gp RTSP/ 2.0
CSeq: 1
User - Agent: PhonyCient/1.2

M >C. RTSP/ 2.0 301 Moved Permanently
CSeq: 1
Server: PhonyServer/1.0
Date: Fri, 20 Dec 2013 10:25:32 +0000
Location: rtsps://exanple.comtw ster.3gp

C->M Establish TCP/ TLS connection and verify server’s
certificate that represents exanple.com
Used for all bel ow RTSP nessages
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C >M

M >C.

G >M

C >M

RTSP 2.0 Decenber

DESCRI BE rtsps://exanple.conftw ster.3gp RTSP/ 2.0
CSeq: 2
User - Agent: PhonyClient/1.2

RTSP/ 2.0 200 K

CSeq: 2

Server: PhonyServer/1.0

Date: Fri, 20 Dec 2013 10:25: 33 +0000
Cont ent - Type: application/sdp

Content-Lengt h: 271

Cont ent - Base: rtsps://exanpl e.comtw ster. 3gp/
Expires: Fri, 20 Dec 2013 12:25:33 +0000

v=0

0=- 2890844256 2890842807 IN IP4 192.0.2.5
S=RTSP Sessi on

i =An Exampl e of RTSP Sessi on Usage
e=adm@xanpl e. com

c=INI1P4 0.0.0.0

a=control: *

a=r ange: npt =00: 00: 00- 00: 10: 34. 10
t=0 0

mraudi 0 0 RTP/ SAVP 0

a=control: trackl D=1

mevi deo 0 RTP/ SAVP 26

a=control: trackl D=4

SETUP rtsps://exanpl e.com twi ster.3gp/trackl D=1 RTSP/ 2.0
CSeq: 3

User - Agent: Phonydient/1.2

Require: play. basic

Transport: RTP/ SAVP; uni cast ; dest _addr=":8000"/":8001"

2016

M KEY=VChpcyBpcyB0aGUgzZm yc3Qyc3RyZWFt cy BNSUt FWEBt ZXNz YW I

Accept - Ranges: npt, snpte, clock
Pi pel i ned- Requests: 7654

SETUP rtsps://exanpl e.com twi ster.3gp/trackl D=4 RTSP/ 2.0
CSeq: 4

User - Agent: PhonyClient/1.2

Require: play. basic

Transport: RTP/ SAVP; uni cast ; dest _addr=":8002"/": 8003"

M KEY=TU LRVKgZrmdy| HNOcmvhbSBOd2I zdGVyLj NncC90cnFj a0l EPTQ=

Accept - Ranges: npt, snpte, clock
Pi pel i ned- Requests: 7654
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C->M PLAY rtsps://exanple.comtw ster.3gp/ RTSP/2.0
CSeq: 5
User - Agent: PhonyClient/1.2
Range: npt =0-
Seek-Style: RAP
Pi pel i ned- Requests: 7654

M >C. RTSP/2.0 200 OK

CSeq: 3

Server: PhonyServer/1.0

Transport: RTP/ SAVP; uni cast;
dest _addr="192. 0. 2. 53: 8000"/"192. 0. 2. 53: 8001";
src_addr="198. 51. 100. 5: 9000"/ " 198. 51. 100. 5: 9001";
ssrc=93CB001E;
M KEY=TU LRVkgUmvzc@uc2UgdHdpc 3Rl ci 4zZ3AvdHIhY2t JRDOX

Session: Cccl dOFFq23Kw YpAnBbUr

Expires: Fri, 20 Dec 2013 12:25:34 +0000

Date: Fri, 20 Dec 2013 10: 25: 34 +0000

Accept - Ranges: npt

Pi pel i ned- Requests: 7654

Medi a- Properties: Random Access=0.2, Inmmutable, Unlimted

M >C. RTSP/2.0 200 K

CSeq: 4

Server: PhonyServer/1.0

Transport: RTP/ SAVP; uni cast;
dest _addr="192. 0. 2. 53: 8002"/"192. 0. 2. 53: 8003;
src_addr="198. 51. 100. 5: 9002"/" 198. 51. 100. 5: 9003";
ssrc=A813FC13;
M KEY=TU LRVkgUmvzc@uc2UgdHdpc 3Rl ci 4zZ3AvdHIhY2t JRDOO

Session: Cccl dOFFq23Kwj YpAnBbUr

Expires: Fri, 20 Dec 2013 12: 25: 34 +0000

Date: Fri, 20 Dec 2013 10: 25: 34 +0000

Accept - Range: NPT

Pi pel i ned- Requests: 7654

Medi a- Properties: Random Access=0.8, Imutable, Unlimted
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M >C. RTSP/2.0 200 K

CSeq: 5

Server: PhonyServer/1.0

Date: Fri, 20 Dec 2013 10: 25: 34 +0000

Session: Cccl dOFFq23Kw YpAnBbUr

Range: npt=0-623. 10

Seek-Style: RAP

RTP-1nfo: url="rtsps://exanpl e.com tw ster. 3gp/trackl D=4"
ssrc=0D12F123: seq=12345; rt pti me=3450012,

url ="rtsps://exanple.conltw ster.3gp/trackl D=1"

ssrc=4F312DD8: seq=54321; rt pti me=2876889;

Pi pel i ned- Requests: 7654

A. 4. Media on Demand (Uni cast)

An alternative exanple of nedia on demand with a few nore tweaks is
the following. dient Crequests a novie distributed fromtwo
different nmedia servers A (audio. exanple.com and V

(video. exanpl e.conm). The nedia description is stored on a web server
W The nedia description contains descriptions of the presentation
and all its streans, including the codecs that are avail able and the
prot ocol stack.

In this exanple, the client is only interested in the last part of
t he novi e.

C->W CET /twister.sdp HITP/ 1.1
Host: www. exanpl e. com
Accept: application/sdp

W>C. HITP/1.1 200 K
Date: Wed, 23 Jan 2013 15:35:06 GV
Cont ent - Type: application/sdp
Content-Lengt h: 278
Expires: Thu, 24 Jan 2013 15:35:06 GMI

v=0

0=- 2890844526 2890842807 IN | P4 198.51.100.5
S=RTSP Sessi on

e=adm@xanpl e. com

c=INI1P4 0.0.0.0

a=r ange: npt =00: 00: 00- 01: 49: 34

t=0 0

mFaudi o 0 RTP/ AVP 0

a=control :rtsp://audio. exanpl e. coni twi st er/audi 0. en
mevi deo 0 RTP/ AVP 31

a=control :rtsp://video. exanpl e. conltw ster/video
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C->A: SETUP rtsp://audio.exanple.conftw ster/audio.en RTSP/2.0
CSeq: 1
User - Agent: PhonyClient/1.2
Transport: RTP/ AVP/ UDP; uni cast ; dest _addr=":3056"/":3057"
RTP/ AVP/ TCP; uni cast ;i nterl eaved=0-1
Accept - Ranges: npt, snpte, clock

A->C. RTSP/2.0 200 &K

CSeq: 1

Session: Cccl dOFFq23Kw YpAnBbUr

Transport: RTP/ AVP/ UDP; uni cast;
dest _addr="192. 0. 2. 53: 3056"/"192. 0. 2. 53: 3057"
src_addr="198. 51. 100. 5: 5000"/" 198. 51. 100. 5: 5001"

Date: Wed, 23 Jan 2013 15:35:12 +0000

Server: PhonyServer/1.0

Expires: Thu, 24 Jan 2013 15:35:12 +0000

Cache-Control: public

Accept - Ranges: npt, snpte

Medi a- Properties: Random Access=0.02, Inmutable, Unlinited

C->V: SETUP rtsp://video. exanpl e.comtw ster/video RTSP/ 2.0
CSeq: 1
User - Agent: PhonyCient/1.2
Transport: RTP/ AVP/ UDP; uni cast ;
dest _addr="192. 0. 2. 53: 3058"/"192. 0. 2. 53: 3059"
RTP/ AVP/ TCP; uni cast ;i nterl eaved=0-1
Accept - Ranges: npt, snpte, clock
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V->C: RTSP/2.0 200 K

CSeq: 1

Sessi on: P5it 3pM6xHkj UcDr NkBj f

Transport: RTP/ AVP/ UDP; uni cast;
dest _addr="192. 0. 2. 53: 3058"/"192. 0. 2. 53: 3059";
src_addr="198. 51. 100. 5: 5002"/" 198. 51. 100. 5: 5003"

Date: Wed, 23 Jan 2013 15:35:12 +0000

Server: PhonyServer/1.0

Cache-Control: public

Expires: Thu, 24 Jan 2013 15:35:12 +0000

Accept - Ranges: npt, snpte

Medi a- Properti es: Random Access=1.2, Imutable, Unlimted

C->V: PLAY rtsp://video. exanpl e.com twi ster/video RTSP/ 2.0
CSeq: 2
User - Agent: PhonyCient/1.2
Session: P5it 3pMo6xHkj UcDr NkBj f
Range: snpte=0: 10: 00-

V->C. RTSP/2.0 200 &K

CSeq: 2

Sessi on: P5it 3pMo6xHkj UcDr NkBj f

Range: snpte=0:10: 00- 1: 49: 23

Seek-Style: First-Prior

RTP-1nfo: url="rtsp://video. exanpl e.com twi ster/video"
Ssrc=A17E189D: seq=12312232; rt pti ne=78712811

Server: PhonyServer/2.0

Date: Wed, 23 Jan 2013 15: 35:13 +0000

C->A. PLAY rtsp://audi o. exanpl e. conftw ster/audi 0.en RTSP/ 2.0
CSeq: 2
User - Agent: PhonyCient/1.2
Sessi on: Cccl dOFFq23Kwj YpAnBbUr
Range: snpte=0:10: 00-

A->C. RTSP/2.0 200 K
CSeq: 2
Sessi on: Cccl dOFFq23Kwj YpAnBbUr
Range: snpte=0:10: 00- 1: 49: 23
Seek-Style: First-Prior
RTP-1nfo: url="rtsp://audi o. exanpl e. comt w ster/audi o. en"
ssrc=3D124F01: seq=876655; rt pti ne=1032181
Server: PhonyServer/1.0
Date: Wed, 23 Jan 2013 15:35:13 +0000
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C->A. TEARDOWN rtsp://audio. exanpl e.conitw ster/audio.en RTSP/2.0
CSeq: 3
User - Agent: PhonyClient/1.2
Session: Cccl dOFFq23Kwj YpAnBbUr

A->C. RTSP/2.0 200 K
CSeq: 3
Server: PhonyServer/1.0
Date: Wed, 23 Jan 2013 15:36:52 +0000

C->V: TEARDOWN rtsp://video. exanple.conftw ster/video RTSP/ 2.0
CSeq: 3
User - Agent: Phonydient/1.2
Sessi on: P5it 3pMo6xHkj UcDr NkBj f

V->C. RTSP/2.0 200 K
CSeq: 3
Server: PhonyServer/2.0
Date: Wed, 23 Jan 2013 15:36:52 +0000

Even though the audio and video track are on two different servers
that may start at slightly different times and may drift with respect
to each other over tine, the client can performinitial
synchroni zati on of the two nedia using RTP-Info and Range received in
the PLAY responses. |If the two servers are tinme synchronized, the
RTCP packets can al so be used to maintain synchronization

A.5. Single-Stream Contai ner Files

Sonme RTSP servers nmay treat all files as though they are "container
files", yet other servers may not support such a concept. Because of
this, clients needs to use the rules set forth in the session
description for Request-URlIs rather than assum ng that a consistent
URI may always be used throughout. Below is an exanple of how a

mul ti-stream server m ght expect a single-streamfile to be served
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C->S: DESCRIBE rtsp://foo.exanple.conftest.wav RTSP/ 2.0
Accept: application/x-rtsp-nh, application/sdp
CSeq: 1
User - Agent: PhonyCient/1.2

S->C. RTSP/2.0 200 K
CSeq: 1
Cont ent - base: rtsp://foo.exanpl e.comtest.wav/
Content-type: application/sdp
Content-1length: 163
Server: PhonyServer/1.0
Date: Wed, 23 Jan 2013 15:36:52 +0000
Expires: Thu, 24 Jan 2013 15:36:52 +0000

v=0

0=- 872653257 872653257 IN|IP4 192.0.2.5
s=nu-| aw wave file

i =audi o test

c=INIP4 0.0.0.0

t=0 0

a=control: *

nFaudi o 0 RTP/ AVP 0

a=control : stream d=0

C->S: SETUP rtsp://foo.exanpl e.conftest.wav/strean d=0 RTSP/ 2.0
Transport: RTP/ AVP/ UDP; uni cast;
dest _addr=":6970"/":6971"; node="PLAY"
CSeq: 2
User - Agent: PhonyCient/1.2
Accept - Ranges: npt, snpte, clock

S->C. RTSP/2.0 200 &K

Transport: RTP/ AVP/ UDP; uni cast;
dest _addr="192.0.2.53: 6970"/"192. 0. 2. 53: 6971";
src_addr="198. 51. 100. 5: 6970"/ " 198. 51. 100. 5: 6971"
node="PLAY"; ssr c=EAB98712

CSeq: 2

Sessi on: NYkqQYKkObb12BY3goyoyO

Expires: Thu, 24 Jan 2013 15:36: 52 +0000

Server: PhonyServer/1.0

Date: Wed, 23 Jan 2013 15:36:52 +0000

Accept - Ranges: npt

Medi a- Properties: Random Access=0.5, Imutable, Unlimted
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C->S: PLAY rtsp://foo.exanpl e.comtest.wav/ RTSP/2.0
CSeq: 3
User - Agent: PhonyClient/1.2
Sessi on: NYkqQYKkObb12BY3goyoyO

S->C. RTSP/2.0 200 K
CSeq: 3
Server: PhonyServer/1.0
Date: Wed, 23 Jan 2013 15:36:52 +0000
Sessi on: NYkqQYKkObb12BY3goyoyO
Range: npt=0-600
Seek-Style: RAP
RTP-1nfo: url="rtsp://foo.exanpl e.comtest.wav/streanm d=0
ssrc=0D12F123: seq=981888; rt pti ne=3781123

Note the different URI in the SETUP command and then the sw tch back
to the aggregate URI in the PLAY command. This nakes conpl ete sense
when there are nmultiple streans with aggregate control, but it is
less than intuitive in the special case where the nunber of streans
is one. However, the server has declared the aggregated control UR
in the SDP; therefore, this is |egal

In this case, it is also required that servers accept inplenentations
that use the non-aggregated interpretation and use the individua
media URI, like this:

C->S: PLAY rtsp://exanpl e.conftest.wav/strean d=0 RTSP/ 2.0
CSeq: 3
User - Agent: PhonyCient/1.2
Sessi on: NYkqQYKkObb12BY3goyoyO
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A.6. Live Media Presentation Using Milticast

The medi a server M chooses the multicast address and port. Here, it
is assuned that the web server only contains a pointer to the full
description, while the nmedia server M maintains the full description.

C->W GCET /sessions.htnl HITP/ 1.1
Host: www. exanpl e.com

W>C:. HTTP/1.1 200 K
Content - Type: text/htm

<htm >

<a href "rtsp://1ive. exanple.confconcert/audi 0">
Streamed Live Misic performance </ a>

</hiﬁ1>

C->M DESCRIBE rtsp://live. exanpl e. com concert/audi o RTSP/ 2.0
CSeq: 1
Supported: play.basic, play.scale
User - Agent: Phonydient/1.2

M >C. RTSP/2.0 200 OK
CSeq: 1
Cont ent - Type: application/sdp
Cont ent - Lengt h: 183
Server: PhonyServer/1.0
Date: Wed, 23 Jan 2013 15:36:52 +0000
Supported: play. basic

v=0

0=- 2890844526 2890842807 IN I P4 192.0.2.5
S=RTSP Sessi on

t=0 0

mFaudi o 3456 RTP/ AVP 0O

c=I N | P4 233.252. 0. 54/ 16

a=control: rtsp://1ive.exanple.coniconcert/audio
a=r ange: npt =0-
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C->M SETUP rtsp://live. exanpl e. comf concert/audi o RTSP/ 2.0
CSeq: 2
Transport: RTP/ AVP; mul ticast;
dest _addr="233. 252. 0. 54: 3456"/"233. 252. 0. 54: 3457"; tt1 =16
Accept - Ranges: npt, snpte, clock
User - Agent: Phonydient/1.2

M >C. RTSP/2.0 200 K
CSeq: 2
Server: PhonyServer/1.0
Date: Wed, 23 Jan 2013 15: 36: 52 +0000
Transport: RTP/ AVP; nul ticast;
dest _addr ="233. 252. 0. 54: 3456"/ " 233. 252. 0. 54: 3457"; tt| =16
; ssrc=4D12AB92/ ODF876A3
Session: qH 4ji dpnF6zy9v9t Nbt xr
Accept - Ranges: npt, clock
Medi a- Properties: No-Seeking, Tinme-Progressing, Tine-Duration=0

C->M PLAY rtsp://1ive.exanpl e.confconcert/audio RTSP/ 2.0
CSeq: 3
Session: qH 4ji dpnF6zy9v9ot Nbt xr
User - Agent: PhonyCient/1.2

M>C. RTSP/2.0 200 K
CSeq: 3
Server: PhonyServer/1.0
Date: Wed, 23 Jan 2013 15: 36:52 +0000
Session: qH 4jidpnF6zy9v9ot Nbt xr
Seek- Styl e: Next
Range: npt =1256-
RTP-Info: url="rtsp://1ive. exanpl e.conf concert/audi o"
ssrc=0D12F123: seq=1473; rtpti me=80000

A. 7. Capability Negotiation

This exanple illustrates how the client and server determne their
capability to support a special feature, in this case, "play.scale"
The server, through the client request and the included Supported
header, learns that the client supports RTSP 2.0 and al so supports
the playback tinme scaling feature of RTSP. The server’s response
contains the following feature-related information to the client; it
supports the basic nedia delivery functions (play.basic), the
extended functionality of time scaling of content (play.scale), and
one "exanpl e.cont proprietary feature (comexanple.flight). The
client also | earns the nmethods supported (Public header) by the
server for the indicated resource
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C->S: OPTIONS rtsp://nedi a. exanpl e. com novi e/tw ster.3gp RTSP/ 2.0
CSeq: 1
Supported: play.basic, play.scale
User - Agent: PhonyCient/1.2

S->C. RTSP/2.0 200 &K
CSeq: 1
Publ i c: OPTI ONS, SETUP, PLAY, PAUSE, TEARDOMN, DESCRI BE, GET_PARAMETER
Al low OPTIONS, SETUP, PLAY, PAUSE, TEARDOWN, DESCRI BE
Server: PhonyServer/2.0
Supported: play.basic, play.scale, comexanple.flight

When the client sends its SETUP request, it tells the server that it
requi res support of the play.scale feature for this session by
i ncl udi ng the Require header.

C->S: SETUP rtsp://nmedia. exanpl e.com tw ster. 3gp/trackl D=1 RTSP/ 2.0
CSeq: 3
User - Agent: Phonydient/1.2
Transport: RTP/ AVP/ UDP; uni cast ;
dest _addr="192. 0. 2. 53: 3056"/"192. 0. 2. 53: 3057",
RTP/ AVP/ TCP; uni cast ;i nterl eaved=0-1
Require: play.scale
Accept - Ranges: npt, snpte, clock
User - Agent: Phonydient/1.2

S->C. RTSP/ 2.0 200 K

CSeq: 3

Session: Cccl dOFFq23Kw YpAnBbUr

Transport: RTP/ AVP/ UDP; uni cast ;
dest _addr="192.0. 2. 53: 3056"/"192. 0. 2. 53: 3057";
src_addr="198. 51. 100. 5: 5000"/ " 198. 51. 100. 5: 5001"

Server: PhonyServer/2.0

Accept - Ranges: npt, snpte

Medi a- Properties: Random Access=0.8, Imutable, Unlimted

Appendi x B. RTSP Protocol State Machine

The RTSP session state machi ne describes the behavior of the protocol
from RTSP session initialization through RTSP session termnation.

It is probably easiest to think of this as the server’s state and
then view the client as needing to track what it believes the
server’'s state will be based on sent or received RTSP nessages.

Thus, in nost cases, the state tables below can be read as: if the
client does X, and assunming it fulfills any prerequisite(s), the
(server) state will nove to the new state and the indicated response
will returned. However, there are also server-to-client
notifications or requests, where the action describes what
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notification or request will occur, its requisites, what new state
will result after the server has received the response, as well as
describing the client’s response to the action

The State machine is defined on a per-session basis, which is
uniquely identified by the RTSP session identifier. The session nmay
contain one or nore nedia streans depending on state. |f a single
nmedia streamis part of the session, it is in non-aggregated control
If two or nore are part of the session, it is in aggregated control
The bel ow state machine is an informative description of the
protocol’s behavior. |In case of anbiguity with the earlier parts of
this specification, the description in the earlier parts take
precedence.

B.1. States

The state machine contains three states, described below. For each
state, there exists a table that shows which requests and events are
al | oned and whether they will result in a state change.

Init: Initial state, no session exists.

Ready: Session is ready to start playing.

Play: Session is playing, i.e., sending nedia-streamdata in the
direction S >C.

B.2. State Variables
This representation of the state nmachine needs nore than its state to
work. A small nunber of variables are also needed, and they are
expl ai ned bel ow.
NRM  The nunber of nedia streans that are part of this session
RP: Resune point, the point in the presentation tine line at which
a request to continue playing will resune from A tine fornat
for the variable is not nandated.
B.3. Abbreviations

To nake the state tables nore conpact, a nunber of abbreviations are
used, which are explai ned bel ow.

IFl: 1F I nplenmented.
nd: Medi a

Schul zrinne, et al. St andards Track [ Page 266]



RFC 7826 RTSP 2.0 Decenber 2016

PP: Pause Point, the point in the presentation tineline at which
the presentation was paused.

Prs: Presentation, the conplete multimedia presentation.

RedP: Redirect Point, the point in the presentation tineline at which
a REDI RECT was specified to occur

SES: Sessi on
B.4. State Tables

This section contains a table for each state. The table contains al
the requests and events on which this state is allowed to act. The
events that are nmethod names are, unless noted, requests with the
given nethod in the direction client to server (C->S). In sone
cases, there exists one or nore requisites. The response colum
tells what type of response actions should be perfornmed. Possible
actions that are requested for an event include: response codes,
e.g., 200, headers that need to be included in the response, setting
of state variables, or settings of other session-related paraneters.
The new state colum tells which state the state machi ne changes to.

The response to a valid request neeting the requisites is normally a
2xXx (SUCCESS) unl ess otherwi se noted in the response colum. The
exceptions need to be given a response according to the response

colum. If the request does not neet the requisite, is erroneous, or
some other type of error occurs, the appropriate response code is to
be sent. |If the response code is a 4xx, the session state is

unchanged. A response code of 3rr will result in that the session
bei ng ended and its state changed to Init. A response code of 304
results in no state change. However, there are restrictions to when
a 3rr response may be used. A 5xx response does not result in any
change of the session state, except if the error is not possible to
recover from An unrecoverable error results in the ending of the

session. In the general case, if it can't be determ ned whether or
not it was an unrecoverable error, the client will be required to
test. In the case that the next request after a 5xx is responded to

with a 454 (Session Not Found), the client knows that the session has
ended. For any request nmessage that cannot be responded to within
the tine defined in Section 10.4, a 100 response nust be sent.

The server will time out the session after the period of tinme
specified in the SETUP response, if no activity fromthe client is
detected. Therefore, there exists a tinmeout event for all states
except Init.
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In the case that NRM = 1, the presentation URl is equal to the nedia
URI or a specified presentation URI. For NRM > 1, the presentation
URI needs to be other than any of the nedia that are part of the
session. This applies to all states.

SET_PARAMETER | Valid paraneter 200, change val ue of paraneter

S S o e e e e e e e e e e e e e e oo +
| Event | Prerequisite | Response |
R e e e oo oo e e e e e e e eee e +
| DESCRI BE | Needs REDIRECT | 3rr, Redirect

| | | |
| DESCRI BE | | 200, Session description

| | | |
| OPTI ONS | Session ID | 200, Reset session tinmeout |
| | | tinmer

| | | |
| OPTI ONS | | 200 |
| | | |
| | | |
| | | |
| | |

CET_PARAMETER | Valid paraneter 200, return value of paraneter

Tabl e 9: Non- St at e- Machi ne Changi ng Events

The nmethods in Table 9 do not have any effect on the state machi ne or
the state variables. However, sone nethods do change other session-
rel ated paraneters, for exanple, SET_PARAMETER, which will set the
paraneter(s) specified in its body. Also, all of these methods that
all ow the Session header will also update the keep-alive tiner for
the session.

o e a oo o e oo R e e e e ek +
| Action | Requisite | New State | Response |
e e S o m e e e e e e me o oo +
| SETUP | | Ready | NRME1, RP=0.0 |
| | | | |
| SETUP | Needs Redirect | Init | 3rr Redirect |
| | | | |
| S->C RED RECT | No Session hdr | Init | Ternminate all SES

e e S o m e e e e e e me o oo +

Table 10: State: Init

The initial state of the state machine (Table 10) can only be left by
processing a correct SETUP request. As seen in the table, the two
state variables are also set by a correct request. This table also
shows that a correct SETUP can in sone cases be redirected to another
URI or server by a 3rr response.
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T o e e e e e e e i e oo [ TS oo +
| Action | Requisite | New | Response |
| | | State | |
Fom e e e e e o oo o e e e e e e e e m o f S e +
| SETUP | New URI | Ready | NRM +=1 |
| | | | |
| SETUP | URI Setup prior | Ready | Change transport

I I I I par am I
| TEARDOWN | Prs URI, | I'nit | No session hdr,

| | | e |
| TEARDOWN | nmd URI, NRME1 | I'nit | No Session hdr,

: : B
| TEARDOWN | md URI, NRw>1 | Ready | Session hdr, NRM |
: : S :
| PLAY | Prs URI, No range | Play | Play fromRP |
| | | | |
| PLAY | Prs URI, Range | Play | According to |
: : B R
| PLAY | md URI, NRME1l, Range | Play | According to |
: : B R
| PLAY | md URI, NRM-1 | Play | Play fromRP |
| | | | |
| PAUSE | Prs URI | Ready | Return PP |
| | | | |
| SC. REDI RECT | Term nat e- Reason | Ready | Set RedP |
| | | | |
| SC. REDI RECT | No Ternmni nat e- Reason | I'nit | Sessionis |
| | time paraneter | | renoved |
| | | | |
| Tinmeout | | Init | |
| | | | |
| RedP | | Init | TEARDOMN of |
| reached | | | session |
Fom e e e e e o oo o e e e e e e e e m o f S e +

Tabl e 11: State: Ready

In the Ready state (Table 11), sone of the actions depend on the
nunber of nedia streanms (NRM in the session, i.e., aggregated or
non- aggregated control. A SETUP request in the Ready state can
either add one nore nedia streamto the session or, if the nedia
stream (sanme URI) already is part of the session, change the
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transport paraneters. TEARDOM depends on both the Request-URI and
the nunber of nedia streanms within the session. |f the Request-UR
is the presentation URI, the whole session is torn down. |If a media
URI is used in the TEARDOM request and nore than one nedia exists in
the session, the session will remain and a session header is returned
in the response. If only a single nedia streamrenains in the
session when performng a TEARDOM with a nmedia URI, the session is
renoved. The nunber of nedia streams renmining after tearing down a
nmedi a stream deternines the new state
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The Play state table (Table 12) contains a nunber of requests that
need a presentation URl (labeled as Prs URI) to work on (i.e., the
presentation URI has to be used as the Request-URI). This is due to
t he exclusion of non-aggregated streamcontrol in sessions with nore
than one nedia stream

To avoi d inconsistencies between the client and server, automatic
state transitions are avoided. This can be seen at, for exanple, an
"End of nedi a" event when all nedia has finished playing but the
session still remains in Play state. An explicit PAUSE request needs
to be sent to change the state to Ready. It nay appear that there
exist automatic transitions in "RedP reached" and "PP reached"
However, they are requested and acknow edged before they take place.
The tine at which the transition will happen is known by | ooking at

t he Ternmi nat e- Reason header’s tine paranmeter and Range header
respectively. |If the client sends a request close in tine to these
transitions, it needs to be prepared for receiving error nessages, as
the state may or nmay not have changed.

Appendi x C. Medi a-Transport Alternatives

This section defines how certain conbinations of protocols, profiles,
and | ower transports are used. This includes the usage of the
Transport header’s source and destinati on address paraneters:
"src_addr" and "dest _addr".

C.1 RTP

This section defines the interaction of RTSP with respect to the RTP
protocol [RFC3550]. It also defines any necessary nedia-transport
signaling with regard to RTP

The avail able RTP profiles and | ower-|layer transports are descri bed
bel ow al ong with rules on signaling the avail abl e conbi nati ons.

C1l1 AV

The usage of the "RTP Profile for Audio and Video Conferences wth
M ni mal Control" [RFC3551] when using RTP for media transport over
different | ower-layer transport protocols is defined belowin regard
to RTSP.

One such case is defined within this docunent: the use of enbedded

(interleaved) binary data as defined in Section 14. The usage of
this method is indicated by including the "interl eaved" paraneter
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When usi ng enbedded binary data, "src_addr" and "dest_addr" MJST NOT
be used. This addressing and nmultiplexing is used as defined with
use of channel nunbers and the interleaved paraneter

C.1.2. AVP/ UDP

This part describes the sending of RTP [ RFC3550] over | ower-
transport-layer UDP [ RFC768] according to the profile "RTP Profile
for Audio and Video Conferences with Mninal Control" defined in

[ RFC3551]. Inplenentations of RTP/ AVP/UDP MJST i npl erent RTCP
(Appendix C. 1.6). This profile requires one or two unidirectional or
bidirectional UDP flows per nedia stream The first UDP flowis for
RTP and the second is for RTCP. Miltiplexing of RTP and RTCP
(Appendi x C. 1.6.4) MAY be used, in which case, a single UDP flow is
used for both parts. Enbedding of RTP data with the RTSP nessages
in accordance with Section 14, SHOULD NOT be performed when RTSP
messages are transported over unreliable transport protocols, like
UDP [ RFC768] .

The RTP/UDP and RTCP/UDP flows can be established using the Transport
header’s "src_addr" and "dest_addr" paraneters.

In RTSP PLAY node, the transm ssion of RTP packets fromclient to
server is unspecified. The behavior in regard to such RTP packets
MAY be defined in future.

The "src_addr" and "dest_addr" paraneters are used in the follow ng
way for nedia delivery and pl ayback node, i.e., Mde=PLAY:

0 The "src_addr" and "dest_ addr" paraneters MJST contain either 1 or
2 address specifications. Note that two address specifications
MAY be provided even if RTP and RTCP nultiplexing is negoti ated.

0 Each address specification for RTP/ AVP/ UDP or RTP/ AVP/ TCP MUST
contain either:

* both an address and a port nunber, or
* a port nunmber without an address.

o The first address specification given in either of the paranmeters
applies to the RTP stream The second specification, if present,
applies to the RTCP stream unless in the case RTP and RTCP

mul tiplexing is negotiated where both RTP and RTCP will use the
first specification.
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0 The RTP/UDP packets fromthe server to the client MJST be sent to
the address and port given by the first address specification of
the "dest _addr" paraneter

o The RTCP/ UDP packets fromthe server to the client MJST be sent to
the address and port given by the second address specification of
the "dest _addr" paraneter, unless RTP and RTCP nul ti pl exi ng has
been negotiated, in which case RTCP MUST be sent to the first
address specification. |f no second pair is specified and RTP and
RTCP nul tipl exi ng has not been negoti ated, RTCP MJST NOT be sent.

0 The RTCP/UDP packets fromthe client to the server MJUST be sent to
the address and port given by the second address specification of
the "src_addr" parameter, unless RTP and RTCP nul ti pl exi ng has
been negotiated, in which case RTCP MUST be sent to the first
address specification. |If no second pair is specified and RTP and
RTCP nul tipl exi ng has not been negoti ated, RTCP MJST NOT be sent.

0 The RTP/UDP packets fromthe client to the server MJST be sent to
the address and port given by the first address specification of
the "src_addr" paraneter

0 RTP and RTCP packets SHOULD be sent fromthe correspondi ng
recei ver port, i.e., RTCP packets fromthe server should be sent
fromthe "src_addr" paraneters second address port pair, unless
RTP and RTCP nul ti pl exi ng has been negotiated in which case the
first address port pair is used.

C.1.3. AVPF/ UDP

The RTP profile "Extended RTP Profile for RTCP-based Feedback (RTP/
AVPF) " [ RFC4585] MAY be used as RTP profiles in sessions using RTP
Al that is defined for AVP MIUST al so apply for AVPF.

The usage of AVPF is indicated by the media initialization protoco
used. In the case of SDP, it is indicated by nedia |ines ("nE")
containing the profile RTP/AVPF. That SDP MAY al so contain further
AVPF-rel ated SDP attributes configuring the AVPF session regarding
reporting interval and feedback nessages to be used [ RFC4585]. This
configurati on MIST be foll owed.
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C.1.4. SAVP/ UDP

The RTP profile "The Secure Real -tinme Transport Protocol (SRTP)"
[ RFC3711] is an RTP profile (SAVP) that MAY be used in RTSP sessions
using RTP. Al that is defined for AVP MIUST al so apply for SAVP

The usage of SRTP requires that a security context be established.
The default key-nmanagenent unl ess ot herw se signal ed SHALL be M KEY
in RSA-R node as defined in Appendix C 1.4.1 and not according to the
procedure defined in "Key Managenent Extensions for Session
Description Protocol (SDP) and Real Tinme Streaming Protocol (RTSP)"

[ RFC4A567]. The reason is that RFC 4567 sends the initial MKEY
message in SDP, thus, both requiring the usage of the DESCRI BE net hod
and forcing the server to keep state for clients perforning DESCRI BE
in anticipation that they night require key nmanagenent.

M KEY is selected as the default nmethod for establishing SRTP
cryptographic context within an RTSP session as it can be enbedded in
the RTSP nessages while still ensuring confidentiality of content of
the keying material, even when using hop-by-hop TLS security for the
RTSP nessages. This nmethod al so supports pipelining of the RTSP
nessages.

C.1.4.1. MKEY Key Establishnent

This method for using MKEY [ RFC3830] to establish the SRTP
cryptographic context is initiated in the client’s SETUP request, and
the server’s response to the SETUP carries the MKEY response. This
ensures that the crypto context establishment happens sinultaneously
with the establishnent of the nedia stream being protected. By using
M KEY' s RSA-R node [RFC4738] the client can be the initiator and
still allowthe server to set the paraneters in accordance with the
actual media stream

The SRTP cryptographi c context establishnent is done according to the
foll owi ng process:

1. The client determines that SAVP or SAVPF shall be used fromthe
nmedi a- description format, e.g., SDP. |f no other key-managenent
method is explicitly signaled, then MKEY SHALL be used as
defined herein. The use of SRTP with RTSP is only defined with
M KEY with keys established as defined in this section. Future
docunents may define how an RTSP inpl enentation treats SDP that
i ndi cates sone other key nechanismto be used. The need for
such specification includes [RFC4567], which is not defined for
use in RTSP 2.0 within this docunent.
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2. The client SHALL establish a TLS connection for RTSP nessages,
directly or hop-by-hop with the server. [If hop-by-hop TLS
security is used, the User nethod SHALL be indicated in the
Accept-Credential s header. Note that using hop-by-hop does
allow the proxy to insert itself as a man in the mddle. This
can al so occur in the MKEY exchange by the proxy providing one
of its certificates rather than the server’s in the Connection-
Credentials header. Therefore, the client SHALL validate the
server certificate.

3. The client retrieves the server’'s certificate froma direct TLS
connection or hop-by-hop froma Connection-Credentials header
The client then checks that the server certificate is valid and
bel ongs to the server

4. The client forms the MKEY Initiator nessage using RSA-R node in
uni cast node as specified in [RFC4738]. The client SHOULD use
the same certificate for TLS and M KEY to enable the server to
bind the two together. The client’s certificate SHALL be
included in the MKEY nessage. The client SHALL indicate its
SRTP capabilities in the nessage.

5. The M KEY nessage fromthe previous step i s base64-encoded
[ RFC4648] and becones the value of the MKEY paraneter that is
included in the transport specification(s) that specifies an
SRTP-based profile (SAVP, SAVPF) in the SETUP request.

6. Any proxy encountering the MKEY paraneter SHALL forward it
wi thout nodification. A proxy that is required to understand
the Transport specifications will need to understand SAVP/ SAVPF
with MKEY to enable the default keying for SRTP-protected nedia
streams. |If such a proxy does not support SAVP/ SAVPF with
MKEY, it will discard the whole transport specification. Most
types of proxies can easily support SAVP and SAVPF with M KEY
If a client encounters a proxy not supporting SAVP/ SAVPF with
M KEY, the client should attenpt bypassing that proxy.

7. The server, upon receiving the SETUP request, will need to
deci de upon the transport specification to use, if nultiple are
included by the client. In the determ nation of which transport
specifications are supported and preferred, the server SHOULD
decode the M KEY nessage to take the enbedded SRTP paraneters
into account. If all transport spec require SRTP but no M KEY
paraneter or other supported keying nethod is included, the
server SHALL respond with 403 (Forbidden).
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8. Upon generating a response, the follow ng outcones can occur

* A transport spec not using SRTP and MKEY is selected. Thus,
the response will not contain any M KEY paraneters.

* A transport spec using SRTP and M KEY is sel ected but an
error is encountered in the MKEY processing. |In this case,
an RTSP error response code of 466 (Key Managenent Error)
SHALL be used. A M KEY nessage describing the error MAY be
i ncl uded.

* A transport spec using SRTP and MKEY is selected and a M KEY
response nessage can be created. The server SHOULD use the
sane certificate for TLS and in MKEY to enable the client to
bind the two together. |If a different certificate is used,
it SHALL be included in the MKEY nessage. It is RECOVMMENDED
that the envel ope key-cache type be set to ' Cache’ and that a
singl e envel ope key is reused for all MKEY nessages to the
client. That nessage is included in the MKEY paraneter part
of the single selected transport specification in the SETUP
response. The server will set the SRTP paraneters as
preferred for this media streamw thin the supported range by
the client.

9. The server transnmits the SETUP response back to the client.

10. The client receives the SETUP response and, if the response code
i ndi cates a successful request, it decodes the M KEY nessage and
est abli shes the SRTP cryptographic context fromthe paraneters
in the MKEY response.

In the above nethod, the client’s certificate may be self signed in
cases where the client’s identity is not necessary to authenticate
and the security goal is only to ensure that the RTSP signaling
client is the sane as the one receiving the SRTP security context.

C.1.5. SAVPF UDP

The RTP profile "Extended Secure RTP Profile for Real-tine Transport
Control Protocol (RTCP)-Based Feedback (RTP/ SAVPF)" [RFC5124] is an
RTP profile (SAVPF) that MAY be used in RTSP sessions using RTP. Al
that is defined for AVPF MJUST al so apply for SAVPF.

The usage of SRTP requires that a cryptographic context be
established. The default mechani sm for establishing that security
association is to use MKEY[ RFC3830] with RTSP as defined in
Appendix C 1.4.1.
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C.1.6. RTCP Usage with RTSP

RTCP has several usages when RTP is inplenmented for nedia transport
as expl ai ned bel ow. Thus, RTCP MJST be supported if an RTSP agent
handl es RTP.

C.1.6.1. Media Synchronization

RTCP provi des nedi a synchronization and clock-drift conpensation
The initial media synchronization is avail able from RTP-1nfo header.
However, to be able to handle any clock drift between the nmedi a
streans, RTCP is needed.

C.1.6.2. RTSP Session Keep-Alive

RTCP traffic fromthe RTSP client to the RTSP server MJST function as
keep-alive. This requires an RTSP server supporting RTP to use the
recei ved RTCP packets as indications that the client desires the

rel ated RTSP session to be kept alive.

C.1.6.3. Bitrate Adaption

RTCP Receiver reports and any additional feedback fromthe client
MUST be used to adapt the bitrate used over the transport for al
cases when RTP is sent over UDP. An RTP sender w thout reserved
resources MJUST NOT use nore than its fair share of the available
resources. This can be determi ned by conparing on short-to-medi um
terns (sonme seconds) the used bitrate and adapting it so that the RTP
sender sends at a bitrate conparable to what a TCP sender woul d

achi eve on average over the sane path.

To ensure that the inplenentation' s adaptati on nechanismhas a well -
defined outer envelope, all inplenmentations using a non-congestion-
controll ed uni cast transport protocol, |ike UDP, MJST i npl enent

"Mul tinmedia Congestion Control: Circuit Breakers for Unicast RTP
Sessi ons" [ RTP- Cl RCUI T- BREAKERS] .

C.1.6.4. RTP and RTCP Ml ti pl exi ng

RTSP can be used to negotiate the usage of RTP and RTCP rmul ti pl exi ng
as described in [RFC5761]. This allows servers and client to reduce
the amount of resources required for the session by only requiring
one underlying transport stream per nedia streaminstead of two when
usi ng RTP and RTCP. This |essens the server-port consunption and

al so the necessary state and keep-alive work when operating across
NATs [ RFC2663] .
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Content nust be prepared with sone consideration for RTP and RTCP

mul tiplexing, mainly ensuring that the RTP payl oad types used do not
collide with the ones used for RTCP packet types. This option likely
needs explicit support fromthe content unless the RTP payl oad types
can be remapped by the server and that is correctly reflected in the
session description. Beyond that, support of this feature should
come at little cost and nuch gain.

It is recommended that, if the content and server support RTP and
RTCP nultiplexing, this is indicated in the session description, for
exanpl e, using the SDP attribute "a=rtcp-nmux". |If the SDP nessage
contains the "a=rtcp-nux" attribute for a nedia stream the server
MUST support RTP and RTCP nultiplexing. |If indicated or otherw se
desired by the client, it can include the Transport paraneter "RTCP-
nmux" in any transport specification where it desires to use "RTCP-
mux". The server will indicate if it supports "RTCP-nux". Servers
and Cients SHOULD support RTP and RTCP mul ti pl exi ng.

For capability exchange, an RTSP feature tag for RTP and RTCP
mul tiplexing is defined: "setup.rtp.rtcp. mux".

To minimze the risk of negotiation failure while using RTP and RTCP
mul ti pl exi ng, some reconmendations are here provided. |If the session
description includes explicit indication of support ("a=rtcp-nux" in
SDP), then an RTSP agent can safely create a SETUP request with a
transport specification with only a single "dest_addr" paraneter
address specification. |If no such explicit indication is provided,
then even if the feature tag "setup.rtp.rtcp.nux" is provided in a
Supported header by the RTSP server or the feature tag included in
the Required header in the SETUP request, the nedia resource nmay not
support RTP and RTCP mul tiplexing. Thus, to nmaximze the probability
of successful negotiation, the RTSP agent is recomended to include
two "dest _addr" paraneter address specifications in the first or
first set (if pipelining is used) of SETUP request(s) for any nedia
resource aggregate. That way, the RTSP server can accept RTP and
RTCP nultiplexing and only use the first address specification or, if
not, use both specifications. The RTSP agent, after having received
the response for a successful negotiation of the usage of RTP and
RTCP nul ti pl exi ng, can then rel ease the resources associated with the
second address specification

C. 2. RTP over TCP

Transport of RTP over TCP can be done in two ways: over independent
TCP connections using [ RFC4571] or interleaved in the RTSP
connection. |In both cases, the protocol MJST be "rtp" and the | ower-
| ayer MUST be TCP. The profile may be any of the above specified
ones: AVP, AVPF, SAVP, or SAVPF.
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C.2.1. Interleaved RTP over TCP

The use of enmbedded (interleaved) binary data transported on the RTSP
connection is possible as specified in Section 14. Wen using this
decl ared conbi nation of interleaved binary data, the RTSP nessages
MUST be transported over TCP. TLS nmay or nmay not be used. If TLS is
used, both RTSP nessages and the binary data will be protected by
TLS.

One shoul d, however, consider that this will result in all nedia
streanms goi ng through any proxy. Using independent TCP connections
can avoid that issue.

C.2.2. RTP over I|Independent TCP

In this section, the sending of RTP [ RFC3550] over |ower-|ayer
transport TCP [ RFC793] according to "Fram ng Real -time Transport
Protocol (RTP) and RTP Control Protocol (RTCP) Packets over
Connection-Oriented Transport" [RFC4571] is described. This section
adapts the guidelines for using RTP over TCP within SI P/ SDP [ RFC4145]
to work with RTSP.

A client codes the support of RTP over independent TCP by specifying
an RTP/ AVP/ TCP transport option without an interleaved paraneter in
the Transport line of a SETUP request. This transport option MJST

i nclude the "unicast" paraneter.

If the client wishes to use RTP with RTCP, two address specifications

need to be included in the "dest_addr" paraneter. |If the client
wi shes to use RTP without RTCP, one address specification is included
in the "dest_addr" paraneter. |If the client wishes to nultiplex RTP

and RTCP on a single transport flow (see Appendix C 1.6.4), one or
two address specifications are included in the "dest_addr" paraneter
in addition to the "RTCP-nux" transport paraneter. Two address
specifications are allowed to facilitate successful negotiation when
the server or content can't support RTP and RTCP mul ti pl exi ng.
Ordering rules of dest_addr ports follow the rules for RTP/ AVP/ UDP

If the client wishes to play the active role in initiating the TCP
connection, it MAY set the setup paraneter (see Section 18.54) on the
Transport line to be "active", or it MAY omt the setup paraneter, as
active is the default. |If the client signals the active role, the
ports in the address specifications in the "dest_ addr" paraneter MJST
be set to 9 (the discard port).

If the client wishes to play the passive role in TCP connection

initiation, it MJST set the setup paraneter on the Transport line to
be "passive". |If the client is able to assune the active or the
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passive role, it MJST set the setup paraneter on the Transport line
to be "actpass". In either case, the "dest_addr" paraneter’s address
specification port value for RTP MUST be set to the TCP port nunber
on which the client is expecting to receive the TCP connection for
RTP, and the "dest_addr" address specification port value for RTCP
MUST be set to the TCP port nunber on which the client is expecting
to receive the TCP connection for RTCP. In the case that the client
wi shes to nultiplex RTP and RTCP on a single transport flow, the
"RTCP- nux" paraneter is included and one or two "dest_addr" paraneter
address specifications are included, as nmentioned earlier in this
section.

Upon recei pt of a non-interl eaved RTP/ AVP/ TCP SETUP request, if a
server decides to accept this requested option, the 2xx reply MJST
contain a Transport option that specifies RTP/AVP/ TCP (without using
the interl eaved paraneter and using the unicast paraneter). The
"dest _addr" paraneter value MJIST be echoed fromthe paraneter val ue
in the client request unless the destination address (only port) was
not provided; in which case, the server MAY include the source
address of the RTSP TCP connection with the port nunber unchanged.

In addition, the server reply MIST set the setup paraneter on the
Transport line, to indicate the role the server will play in the
connection setup. Permissible values are "active" (if a client set
setup to "passive" or "actpass") and "passive" (if a client set setup
to "active" or "actpass").

If a server sets setup to "passive", the "src_addr" in the reply MJST
i ndicate the ports on which the server is willing to receive a TCP
connection for RTP and (if the client requested a TCP connection for
RTCP by specifying two "dest _addr" address specifications) a TCP/
RTCP connection. |If a server sets setup to "active", the ports
specified in "src_addr" address specifications MJST be set to 9. The
server MAY use the "ssrc" paraneter, follow ng the guidance in
Section 18.54. The server sets only one address specification in the
case that the client has indicated only a single address
specification or in case RTP and RTCP nul tipl exi ng was requested and
accepted by the server. Port ordering for "src_addr" follows the

rul es for RTP/ AVP/ UDP.

Servers MJST support taking the passive role and MAY support taking
the active role. Servers with a public |IP address take the passive
role, thus enabling clients behind NATs and firewalls a better chance
of successful connect to the server by actively connecting outwards.
Therefore, the clients are RECOWENDED to take the active role.
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After sending (receiving) a 2xx reply for a SETUP nethod for a non-

i nterl eaved RTP/ AVP/ TCP nedia stream the active party SHOULD
initiate the TCP connection as soon as possible. The client MJST NOT
send a PLAY request prior to the establishnment of all the TCP
connections negotiated using SETUP for the session. In case the
server receives a PLAY request in a session that has not yet
established all the TCP connections, it MJST respond using the 464
(Data Transport Not Ready Yet) (Section 17.4.28) error code.

Once the PLAY request for a nedia resource transported over non-

i nterl eaved RTP/ AVP/ TCP occurs, nedia begins to flow fromserver to
client over the RTP TCP connection, and RTCP packets fl ow
bidirectionally over the RTCP TCP connection. Unless RTP and RTCP
mul ti pl exi ng has been negotiated; in which case, RTP and RTCP wil |
fl ow over a common TCP connection. As in the RTP/UDP case, client-
to-server traffic on an RTP-only TCP session is unspecified by this
meno. The packets that travel on these connections MJST be franed
using the protocol defined in [ RFC4571], not by the fram ng defined
for interleaving RTP over the RTSP connection defined in Section 14.

A successful PAUSE request for nedia being transported over RTP/ AVP/
TCP pauses the flow of packets over the connections, w thout closing
the connections. A successful TEARDOM request signals that the TCP
connections for RTP and RTCP are to be closed by the RTSP client as

soon as possi bl e.

Subsequent SETUP requests using a URI already set up in an RTSP
session using an RTP/ AVP/ TCP transport specification may be anbi guous
in the followi ng way: does the client wish to open up a new TCP
connection for RTP or RTCP for the URI, or does the client wish to
continue using the existing TCP connections? The client SHOULD use
the "connection" paraneter (defined in Section 18.54) on the
Transport line to make its intention clear (by setting "connection"
to "new' if new connections are needed, and by setting "connection"
to "existing” if the existing connections are to be used). After a
2xx reply for a SETUP request for a new connection, parties should
cl ose the preexisting connections, after waiting a suitable period
for any stray RTP or RTCP packets to arrive

The usage of SRTP, i.e., either SAVP or SAVPF profiles, requires that
a security association be established. The default mechani sm for
establishing that security association is to use MKEY[ RFC3830] with
RTSP as defined Appendix C 1.4.1.
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Below, a rewitten version of the exanple "Media on Denand"
(Appendi x A. 1) shows the use of RTP/ AVP/ TCP non-interl eaved:

C->M DESCRIBE rtsp://exanple.comtw ster.3gp RTSP/ 2.0

M >C;

G >M

M >C.

Schul zri nne,

CSeq: 1
User - Agent: Phonydient/1.2

RTSP/ 2.0 200 K

CSeq: 1

Server: PhonyServer/1.0

Date: Wed, 23 Jan 2013 15:36:52 +0000
Cont ent - Type: application/sdp

Content - Lengt h: 227

Cont ent - Base: rtsp://exanple.conltw ster. 3gp/
Expires: Thu, 24 Jan 2013 15:36: 52 +0000

v=0

0=- 2890844256 2890842807 IN | P4 198.51. 100. 34
s=RTSP Sessi on

i =An Exanpl e of RTSP Sessi on Usage
e=adm@xanpl e. com

c=INIP4 0.0.0.0

a=control: *

a=r ange: npt =00: 00: 00- 00: 10: 34. 10
t=0 0

nmFaudi o 0 RTP/ AVP 0

a=control: trackl D=1

SETUP rtsp://exanple.conmtw ster. 3gp/trackl D=1
CSeq: 2

User - Agent: Phonydient/1.2

Require: play.basic

RTSP/ 2.0

Transport: RTP/ AVP/ TCP; uni cast ; dest _addr=":9"/": 9"

set up=acti ve; connect i on=new
Accept - Ranges: npt, snpte, clock

RTSP/ 2.0 200 OK

CSeq: 2

Server: PhonyServer/1.0

Transport: RTP/ AVP/ TCP; uni cast;
dest _addr=":9"/":9";

src_addr="198. 51. 100. 5: 53478"/"198. 51. 100: 54091"
set up=passi ve; connect i on=new; ssrc=93CB001E

Sessi on: Cccl dOFFq23Kwj YpAnBbUr

Expires: Thu, 24 Jan 2013 15:36: 52 +0000

Date: Wed, 23 Jan 2013 15: 36:52 +0000
Accept - Ranges: npt

Medi a- Properties: Random Access=0.8, | mutabl e,
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C 3.

Sch

C->M TCP Connection Establishment x2

C->M PLAY rtsp://exanple.comtw ster.3gp/ RTSP/ 2.0
CSeq: 4
User - Agent: PhonyCient/1.2
Range: npt =30-
Session: Cccl dOFFq23Kwj YpAnBbUr

M>C. RTSP/2.0 200 K
CSeq: 4
Server: PhonyServer/1.0
Date: Wed, 23 Jan 2013 15: 36: 54 +0000
Session: Cccl dOFFq23Kwj YpAnBbUr
Range: npt=30-623. 10
Seek-Style: First-Prior
RTP-1nfo: url="rtsp://exanple.comtw ster. 3gp/trackl D=1"
ssrc=4F312DD8: seq=54321; rt pti me=2876889

Handl i ng Medi a-C ock Tine Junps in the RTP Medi a Layer

RTSP allows nedia clients to control sel ected, non-contiguous
sections of nedia presentations, rendering those streans with an RTP
medi a | ayer [ RFC3550]. Two cases occur, the first is when a new PLAY
request replaces an ol d ongoing request and the new request results
inajunp in the nedia. This should produce continuous nmedia stream
at the RTP layer. A client may also inmmediately follow a conpl et ed
PLAY request with a new PLAY request. This will result in sonme gap
in the nedia layer. The belowtext will look into both cases

A PLAY request that replaces an ongoi ng PLAY request allows the nedia
| ayer rendering the RTP streamto do so continuously without being
affected by junps in nedia-clock tine. The RTP tinmestanps for the
new nedi a range are set so that they becone continuous with the
previous nmedia range in the previous request. The RTP sequence
nunber for the first packet in the new range will be the next
followi ng the | ast packet in the previous range, i.e., nonotonically
increasing. The goal is to allow the nedia-rendering |ayer to work
wi thout interruption or reconfiguration across the junps in nedia
clock. This should be possible in all cases of replaced PLAY
requests for nmedia that has random access properties. 1In this case,
care is needed to align franes or simlar nedi a-dependent structures.

In cases where junps in nedia-clock tine are a result of RTSP
signaling operations arriving after a conpleted PLAY operation, the
request timing will result in that nmedia beconm ng non-conti nuous.

The server beconmes unable to send the nmedia so that it arrives tinely
and still carries timestanps to nmake the nmedia stream continuous. In
these situations, the server will produce RTP streans where there are
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gaps in the RTP tineline for the nedia. |If the nedia has frane
structure, aligning the tinmestanp for the next frame with the
previous structure reduces the burden to render this media. The gap
shoul d represent the time the server hasn’t been serving nedia, e.g.
the tine between the end of the nedia streamor a PAUSE request and
the new PLAY request. |In these cases, the RTP sequence nunber woul d
normal Iy be nonotonically increasing across the gap

For RTSP sessions with nedia that |acks random access properties,
such as live streanms, any nedi a-clock junp is comonly the result of
a correspondingly | ong pause of delivery. The RTP tinmestanp will
have increased in direct proportion to the duration of the paused
delivery. Note also that in this case the RTP sequence nunber shoul d
be the next packet number. |If not, the RTCP packet |oss reporting
will indicate as loss all packets not received between the point of
pausing and |l ater resuming. This may trigger congestion avoi dance
mechani sms.  An al | owed exception fromthe above recommendati on on
nonot oni cal Iy increasi ng RTP sequence nunber is live nedia streans,
likely being relayed. 1In this case, when the client resunes
delivery, it will get the nedia that is currently being delivered to
the server itself. For this type of basic delivery of live streans
to nultiple users over unicast, individual rewiting of RTP sequence
nunbers becones quite a burden. For solutions that already cache
media or performtine shifting, the rewiting should inpose only a
nm nor burden.

The goal when handling junps in media-clock tinme is that the provided
streamis continuous wthout gaps in RTP tinestanp or sequence
nunber. However, when delivery has been halted for sone reason, the
RTP ti mestanp, when resum ng, MJST represent the duration that the
delivery was halted. An RTP sequence nunber MJST generally be the
next nunber, i.e., nonotonically increasing nodulo 65536. For nedia
resources with the properties Tinme-Progressing and Ti me-Duration=0. 0,
the server MAY create RTP nedia streans with RTP sequence nunber
junps in themdue to the client first halting delivery and | ater
resuming it (PAUSE and then | ater PLAY). However, servers utilizing
this exception nust take into consideration the resulting RTCP
receiver reports that likely contain loss reports for all the packets
that were a part of the discontinuity. A client cannot rely on the
fact that a server will align when resuming play, even if it is
RECOMVENDED. The RTP-1nfo header will provide information on how the
server acts in each case

One cannot assune that the RTSP client can comunicate with the
RTP nmedi a agent, as the two may be independent processes. |f the
RTP ti mestanp shows the sane gap as the NPT, the nedia agent wll
assune that there is a pause in the presentation. |If the junmp in
NPT is |large enough, the RTP tinestanp may roll over and the nedia
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agent may believe |ater packets to be duplicates of packets just
pl ayed out. Having the RTP tinmestanp junp will also affect the
RTCP neasurenents based on this.

As an exanpl e, assune an RTP tinmestanp frequency of 8000 Hz, a
packetization interval of 100 ns, and an initial sequence nunber and
ti mestanp of zero.

C->S: PLAY rtsp://exanple.confizzle RTSP/2.0
CSeq: 4
Session: ym gLXuf HkKMHGAt ENdbl WK
Range: npt=10-15
User - Agent: Phonydient/1.2

S->C. RTSP/2.0 200 K
CSeq: 4
Session: ym gLXuf HkKMHGAt ENdbl WK
Range: npt=10-15
RTP-1nfo: url="rtsp://exanple.conlfizzlelaudiotrack
ssrc=0D12F123: seq=0; rt pti me=0

The ensuing RTP data streamis depicted bel ow

S -> C RTP packet - seq = 0, rtptime = 0, NPT time = 10s
S -> C RTP packet - seq =1, rtptinme = 800, NPT time = 10.1s
S -> C RTP packet - seq = 49, rtptime = 39200, NPT time = 14.9s

Upon the conpl etion of the requested delivery, the server sends a
PLAY_NOTI FY.

S->C. PLAY_NOTIFY rtsp://exanple.comfizzle RTSP/2.0
CSeq: 5
Not i f y- Reason: end- of - stream
Request - St at us: cseq=4 status=200 reason=""
Range: npt=-15
RTP-Info:url ="rtsp://exanpl e.com fi zzl e/ audi ot r ack"

ssrc=0D12F123: seq=49; rt pti me=39200

Session: ym gLXuf HkMHGAt ENdbl WK

C->S: RTSP/2.0 200 &K
CSeq: 5
User - Agent: PhonyClient/1.2

Upon the conpletion of the play range, the client follows up with a
request to PLAY from a new NPT.
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C->S: PLAY rtsp://exanple.conifizzle RTSP/ 2.0
CSeq: 6
Sessi on: ym gLXuf HkKMHGAt ENdbl WK
Range: npt=18-20
User - Agent: PhonyCient/1.2

S->C. RTSP/2.0 200 K
CSeq: 6
Sessi on: ym gLXuf HkKMHGAt ENdbl WK
Range: npt=18-20
RTP-1nfo: url="rtsp://exanple.conm fizzle/audiotrack"
ssrc=0D12F123: seq=50; rt pti ne=40100

The ensuing RTP data streamis depicted bel ow

S->C. RTP packet - seq = 50, rtptinme = 40100, NPT tinme = 18s
S->C. RTP packet - seq = 51, rtptime = 40900, NPT time = 18.1s
S:>b:.RTP packet - seq = 69, rtptinme = 55300, NPT tinme = 19.9s

In this exanple, first, NPT 10 through 15 are played, then the client
requests the server to skip ahead and play NPT 18 through 20. The
first segnment is presented as RTP packets wi th sequence nunbers 0
through 49 and timestanps 0 through 39, 200. The second segnent

consi sts of RTP packets with sequence nunbers 50 through 69, with

ti mestanps 40, 100 t hrough 55,200. Wile there is a gap in the NPT,
there is no gap in the sequence-nunber space of the RTP data stream

The RTP tinmestanp gap is present in the above exanple due to the tinme
it takes to performthe second play request, in this case, 12.5 ns
(100/ 8000) .

C. 4. Handling RTP Timestanps after PAUSE

During a PAUSE/ PLAY interaction in an RTSP session, the duration of
time for which the RTP transm ssion was halted MUST be reflected in
the RTP tinmestanp of each RTP stream The duration can be cal cul at ed
for each RTP streamas the tine elapsed fromwhen the |ast RTP packet
was sent before the PAUSE request was received and when the first RTP
packet was sent after the subsequent PLAY request was received. The
duration includes all latency incurred and processing tine required
to conplete the request.

RFC 3550 [ RFC3550] states that: "the RTP tinmestanp for each unit

[ packet] would be related to the wallclock tinme at which the unit
becones current on the virtual presentation tineline"
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In order to satisfy the requirenents of [RFC3550], the RTP

ti mestanp space needs to increase continuously with real tine.
While this is not optimal for stored nedia, it is required for RTP
and RTCP to function as intended. Using a continuous RTP

ti mestanp space allows the sane tinestanp nodel for both stored
and live nedia and allows better opportunity to integrate both
types of nedia under a single control

As an exanpl e, assune a clock frequency of 8000 Hz, a packetization
interval of 100 ms, and an initial sequence nunber and tinestanp of
zero.

C->S: PLAY rtsp://exanple.conifizzle RTSP/ 2.0
CSeq: 4
Sessi on: ym gLXuf HkKMHGAt ENdbl WK
Range: npt=10-15

User - Agent: Phonydient/1.2

S->C. RTSP/ 2.0 200 &K
CSeq: 4
Sessi on: ym gLXuf HkMHGAt ENdbl WK
Range: npt=10-15
RTP-I1nfo: url="rtsp://exanple.conlfizzlelaudiotrack"
ssrc=0D12F123: seq=0; rt pti me=0

The ensuing RTP data streamis depicted bel ow

S -> C RITP packet - seq = 0, rtptine = 0, NPT time = 10s

S -> C RTP packet - seq = 1, rtptine = 800, NPT tine = 10.1s
S -> C RTP packet - seq = 2, rtptine = 1600, NPT tinme = 10.2s
S -> C RTP packet - seq = 3, rtptine = 2400, NPT tinme = 10.3s

Schul zrinne, et al. St andards Track [ Page 288]



RFC 7826 RTSP 2.0 Decenber 2016

The client then sends a PAUSE request:

C->S: PAUSE rtsp://exanple.comfizzle RTSP/ 2.0
CSeq: 5
Session: ym gLXuf HkKMHGAt ENdbl WK
User - Agent: Phonydient/1.2

S->C. RTSP/ 2.0 200 K
CSeq: 5
Sessi on: ym gLXuf HkMHGAt ENdbl WK
Range: npt=10.4-15

20 seconds el apse and then the client sends a PLAY request. In
addition, the server requires 15 ns to process the request:

C->S: PLAY rtsp://exanple.conffizzle RTSP/ 2.0
CSeq: 6
Sessi on: ynl gLXuf HKMHGAt ENdbl WK
User - Agent: Phonydient/1.2

S->C. RTSP/2.0 200 K
CSeq: 6
Sessi on: ym gLXuf HkMHGAt ENdbl WK
Range: npt=10. 4-15
RTP-1nfo: url="rtsp://exanple.conlfizzlelaudiotrack"
ssrc=0D12F123: seq=4; rt pti ne=164400

The ensuing RTP data streamis depicted bel ow

S -> C RTP packet - seq = 4, rtptine = 164400, NPT tine = 10.4s
S -> C RTP packet - seq = 5, rtptine = 165200, NPT tine = 10.5s
S -> C RTP packet - seq = 6, rtptine = 166000, NPT tine = 10.6s

First, NPT 10 through 10.3 is played, then a PAUSE is received by the
server. After 20 seconds, a PLAY is received by the server that
takes 15 ns to process. The duration of time for which the session
was paused is reflected in the RTP tinestanp of the RTP packets sent
after this PLAY request.

A client can use the RTSP Range header and RTP-Info header to map NPT
time of a presentation with the RTP tinmestanp.

Note: in RFC 2326 [ RFC2326], this natter was not clearly defined and
was m sunderstood commonly. However, for RTSP 2.0, it is expected
that this will be handled correctly and no exception handling will be
required.
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Note further: it nmay be required to reset sone of the state to ensure
the correct media decoding and the usual jitter-buffer handling when
i ssui ng a PLAY request.

C.5. RTSP/RTP Integration

For certain data types, tight integration between the RTSP | ayer and
the RTP layer will be necessary. This by no neans precludes the
above restrictions. Conbined RTSP/RTP nedia clients should use the
RTP-Info field to determ ne whether incom ng RTP packets were sent
before or after a seek or before or after a PAUSE.

C.6. Scaling with RTP

For scaling (see Section 18.46), RTP tinestanps should correspond to
the rendering timng. For exanple, when playing video recorded at 30
franes per second at a scale of two and speed (Section 18.50) of one,
the server would drop every second frame to nmintain and deliver

vi deo packets with the normal tinestanp spacing of 3,000 per frane,
but NPT woul d increase by 1/ 15 second for each video frane.

Note: the above scaling puts requirenents on the nedia codec or a
medi a streamto support it. For exanple, notion JPEG or other
non- predi ctive video codi ng can easi er handl e the above exanpl e.
C.7. Miintaining NPT Synchronization with RTP Ti nestanps
The client can maintain a correct display of NPT by noting the RTP
ti mestanp value of the first packet arriving after repositioning.
The sequence paraneter of the RTP-Info (Section 18.45) header
provi des the first sequence nunber of the next segnent.
C. 8. Continuous Audio
For continuous audi o, the server SHOULD set the RTP nmarker bit at the
begi nni ng of serving a new PLAY request or at junps in tineline.
This allows the client to perform playout delay adaptation
C.9. Miltiple Sources in an RTP Session

Note that nore than one SSRC MAY be sent in the media stream If it
happens, all sources are expected to be rendered simultaneously.

C. 10. Usage of SSRCs and the RTCP BYE Message during an RTSP Session
The RTCP BYE nessage indicates the end of use of a given SSRC. |If

all sources | eave an RTP session, it can, in nost cases, be assuned
to have ended. Therefore, a client or server MJST NOT send an RTCP
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BYE nessage until it has finished using a SSRC. A server SHOULD keep
using an SSRC until the RTP session is termnated. Prolonging the
use of a SSRC all ows the established synchronization context
associated with that SSRC to be used to synchroni ze subsequent PLAY
requests even if the PLAY response is |ate.

An SSRC collision with the SSRC that transnits media does al so have
consequences, as it will normally force the nmedia sender to change
its SSRC in accordance with the RTP specification [ RFC3550].

However, an RTSP server may wait and see if the client changes and
thus resolve the conflict to mnimze the inpact. As nedia sender
SSRC change will result in a loss of synchronization context and
require any receiver to wait for RTCP sender reports for all nedia
requi ring synchronization before being able to play out synchronized.
Due to these reasons, a client joining a session should take care not
to select the sane SSRC(s) as the server indicates in the ssrc
Transport header paraneter. Any SSRC signaled in the Transport
header MUST be avoided. A client detecting a collision prior to
sendi ng any RTP or RTCP nessages SHALL al so sel ect a new SSRC.

C.11. Future Additions

It is the intention that any future protocol or profile regarding
nmedi a delivery and | ower transport should be easy to add to RTSP
This section provides the necessary steps that need to be net.

The followi ng things need to be considered when adding a new protoco
or profile for use with RTSP

0 The protocol or profile needs to define a nane tag representing
it. This tag is required to be an ABNF "token" to be possible to
use in the Transport header specification

0 The useful conbinations of protocol, profiles, and | ower-1|ayer
transport for this extension need to be defined. For each
conbi nation, declare the necessary paraneters to use in the
Transport header.

o For new nedia protocols, the interaction with RTSP needs to be
addressed. One inportant factor will be the nmedia
synchroni zation. It nmay be necessary to have new headers siml ar
to RTP info to carry this information

o Discussion needs to occur regarding congestion control for nedia,

especially if transport without built-in congestion control is
used.
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See the | ANA Consi derations section (Section 22) for information on
how to regi ster new attri butes.

Appendi x D. Use of SDP for RTSP Session Descriptions

The Session Description Protocol (SDP, [RFC4566]) nay be used to
describe streans or presentations in RTSP. This descriptionis
typically returned in reply to a DESCRIBE request on a URI froma
server to a client or received via HITP froma server to a client.

Thi s appendi x describes how an SDP file determ nes the operation of
an RTSP session. Thus, it is worth pointing out that the
interpretation of the SDP is done in the context of the SDP receiver
which is the one being configured. This is the same as in SAP
[RFC2974]; this differs from SDP O fer/Answer [RFC3264] where each
SDP is interpreted in the context of the agent providing it.

SDP as is provides no nechanismby which a client can distinguish

wi t hout hurman gui dance, between several nedia streans to be rendered
simul taneously and a set of alternatives (e.g., two audi o streans
spoken in different | anguages). The SDP extension found in "The
Session Description Protocol (SDP) G ouping Framework" [RFC5888]
provi des such functionality to sone degree. Appendix D.4 describes
the usage of SDP nedia |line grouping for RTSP

D. 1. Definitions

The ternms "session-level", "nedia-level", and other key/attribute
nanes and val ues used in this appendix are to be used as defined in
SDP [ RFC4566] :

D.1.1. Control URI

The "a=control" attribute is used to convey the control URI. Thi
attribute is used both for the session and nedia descriptions. |
used for individual nmedia, it indicates the URI to be used for
controlling that particular nmedia stream |If found at the session
level, the attribute indicates the URI for aggregate contro
(presentation URI). The session-level URI MJUST be different from any
medi a-l evel URI. The presence of a session-level control attribute
MUST be interpreted as support for aggregated control. The contro
attribute MJUST be present on the nedia |l evel unless the presentation
only contains a single nedia stream in which case, the attribute MAY
be present on the session level only and then also apply to that
singl e media stream

S
f

ABNF for the attribute is defined in Section 20. 3.
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Exanpl e:
a=control :rtsp://exanpl e. conl foo

This attribute MAY contain either relative or absolute URIs
followi ng the rules and conventions set out in RFC 3986 [ RFC3986].
| mpl enent ati ons MUST | ook for a base URI in the follow ng order
1. the RTSP Content-Base field,;
2. the RTSP Content-Location field;
3. the RTSP Request-URI
If this attribute contains only an asterisk (*), then the URI MJST be
treated as if it were an enpty enbedded URI; thus, it will inherit
the entire base URI.

Not e: RFC 2326 was very uncl ear on the processing of relative URIs

and several RTSP 1.0 inplenentations at the point of publishing
this docunent did not perform RFC 3986 processing to determine the

resulting URI; instead, sinple concatenation is common. To avoid
this issue conpletely, it is recormended to use absolute URIs in
t he SDP.

The URI handling for SDPs from container files needs special

consi deration. For exanple, let’s assune that a container file has
the URI: "rtsp://exanple.conlfcontainer.nmp4". Let’s further assume
this URl is the base URI and that there is an absol ute nedia-Ieve
URI: "rtsp://exanpl e. com contai ner.np4/trackl D=2". A relative nedia-
I evel URI that resolves in accordance with RFC 3986 [ RFC3986] to the
above given media URI is "container.nmp4/tracklD=2". It is usually
not desirable to need to include or nodify the SDP stored within the
container file with the server | ocal name of the container file. To
avoid this, one can nodify the base URI used to include a trailing
slash, e.g., "rtsp://exanple.confcontainer.np4/". In this case, the
relative URI for the media will only need to be "trackl D=2".

However, this will also nean that using "*" in the SDP will result in
the control URI including the trailing slash, i.e.
"rtsp://exanpl e. conf container.np4/".

Note: the usage of TracklD in the above is not a standardized
form but one exanple out of several similar strings such as
Trackl D, Track_ID, Stream D that is used by different server
vendors to indicate a particular piece of nedia inside a container
file.
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D.1.2. Media Streans

The "m=" field is used to enunerate the streans. It is expected that
all the specified streams will be rendered with appropriate
synchroni zation. |If the session is over nulticast, the port nunber

i ndi cated SHOULD be used for reception. The client MAY try to
override the destination port, through the Transport header. The

servers MAY allow this: the response will indicate whether or not
this is allowed. |f the session is unicast, the port nunbers are the
ones RECOMMENDED by the server to the client, about which receiver
ports to use; the client MJST still include its receiver ports inits

SETUP request. The client MAY ignore this recommendation. |f the
server has no preference, it SHOULD set the port nunber value to
zero.
The "m=" lines contain information about which transport protocol
profile, and possibly lower-layer are to be used for the nedia
stream The conbination of transport, profile, and | ower |ayer, like
RTP/ AVP/ UDP, needs to be defined for how to be used with RTSP. The
currently defined conbinations are discussed in Appendix C, further
conbi nati ons MAY be specifi ed.

Exanpl e:
nmFaudi o 0 RTP/ AVP 31

D.1.3. Payl oad Type(s)

The payl oad type or types are specified in the "m=" line. 1In case
the payload type is a static payload type from RFC 3551 [ RFC3551], no
other information nmay be required. |In case it is a dynanic payl oad
type, the nedia attribute "rtpmap" is used to specify what the nedia
is. The "encoding name" within the "rtprmap" attribute may be one of
those specified in [ RFC4856], a nedia type registered with | ANA
according to [ RFC4855], or an experimental encoding as specified in
SDP [ RFC4566]). Codec-specific paranmeters are not specified in this
field, but rather in the "fntp" attribute described bel ow

The sel ection of the RTP payl oad type nunbers used may be required to
consi der RTP and RTCP Multiplexing [ RFC5761], if that is to be
supported by the server.

D.1.4. Format-Specific Paraneters
For mat - speci fic paranmeters are conveyed using the "fntp" nedia

attribute. The syntax of the "fmp" attribute is specific to the
encodi ng(s) to which the attribute refers. Note that sone of the
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format-specific paraneters nay be specified outside of the "fntp"
paraneters, for exanple, like the "ptinme" attribute for nost audio
encodi ngs.

D.1.5. Directionality of Media Stream

The SDP attributes "a=sendrecv", "a=recvonly", and "a=sendonly"
provide instructions about the direction the nmedia streanms fl ow
within a session. Wen using RTSP, the SDP can be delivered to a
client using either RTSP DESCRI BE or a nunber of RTSP externa

met hods, |ike HTTP, FTP, and email. Based on this, the SDP applies
to how the RTSP client will see the conplete session. Thus, nedia
streans delivered fromthe RTSP server to the client would be given
the "a=recvonly" attribute.

"a=recvonly" in an SDP provided to the RTSP client indicates that
medi a delivery will only occur in the direction fromthe RTSP server
to the client. SDP provided to the RTSP client that |acks any of the
directionality attributes ("a=recvonly", "a=sendonly", "a=sendrecv")
woul d be interpreted as having "a=sendrecv". At the tine of witing,
there exists no RTSP node suitable for nedia traffic in the direction
fromthe RTSP client to the server. Thus, all RTSP SDP SHOULD have
an "a=recvonly" attribute when using the PLAY node defined in this
docunment. If future nodes are defined for nedia in the client-to-
server direction, then usage of "a=sendonly" or "a=sendrecv" nmay
becone suitable to indicate intended nedia directions.

D.1.6. Range of Presentation

The "a=range" attribute defines the total tine range of the stored
session or an individual nmedia. Live sessions that are not seekable
can be indicated as specified bel ow, whereas the length of live
sessions can be deduced fromthe "t=" and "r=" SDP paraneters.

The attribute is both a session- and a nedia-level attribute. For
presentations that contain nedia streans of the same duration, the

range attribute SHOULD only be used at the session level. |In case of
different lengths, the range attribute MJST be given at nedia | eve
for all nedia and SHOULD NOT be given at the session level. |If the

attribute is present at both media | evel and session |evel, the
nedi a-| evel val ues MJST be used.

Note: usually one will specify the sane Iength for all nedia, even if
there isn't nedia available for the full duration on all nedia.
However, that requires that the server accept PLAY requests within

t hat range
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Servers MJST take care to provide RTSP Range (see Section 18.40)

val ues that are consistent with what is presented in the SDP for the
content. There is no reason for non dynamic content, |ike media
clips provided on demand to have inconsistent values. |nconsistent
val ues between the SDP and the actual values for the content handl ed
by the server is likely to generate sone failure, like 457 "lnvalid
Range", in case the client uses PLAY requests with a Range header

In case the content is dynamic in length and it is infeasible to
provide a correct value in the SDP, the server is recomended to
describe this as content that is not seekable (see below). The
server MAY override that property in the response to a PLAY request
using the correct values in the Range header

The unit is specified first, followed by the value range. The units
and their values are as defined in Section 4.4.1, Section 4.4.2, and
Section 4.4.3 and MAY be extended with further formats. Any open-
ended range (start-), i.e., without stop range, is of unspecified
duration and MJUST be considered as content that is not seekable
unless this property is overridden. Miltiple instances carrying
different clock formats MAY be included at either session or nedia

| evel

ABNF for the attribute is defined in Section 20. 3.
Exanpl es:

a=r ange: npt =0- 34. 4368

a=r ange: cl ock=19971113T2115032-19971113T220300Z
Non- seekabl e stream of unknown duration

a=r ange: npt =0-

D.1.7. Tinme of Availability

The "t=" field defines when the SDP is valid. For on-demand content,
the server SHOULD indicate a stop tinme value for which it guarantees
the description to be valid and a start tinme that is equal to or
before the tinme at which the DESCRI BE request was received. |t NMNAY
al so indicate start and stop tinmes of 0, neaning that the session is
al ways avail abl e.

For sessions that are of live type, i.e., specific start tine,
unknown stop tine, likely not seekable, the "t=" and "r=" field
SHOULD be used to indicate the start tine of the event. The stop
ti me SHOULD be given so that the live event will have ended at that
time, while still not being unnecessary far into the future.
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D.1.8. Connection Infornation

In SDP used with RTSP, the "c=" field contains the destination
address for the media stream |If a nmulticast address is specified,
the client SHOULD use this address in any SETUP request as
destination address, including any additional paraneters, such as
TTL. For on-demand uni cast streans and sone nulticast streans, the
destination address MAY be specified by the client via the SETUP
request, thus overriding any specified address. To identify streans
wi thout a fixed destination address, where the client is required to
specify a destination address, the "c=" field SHOULD be set to a nul
val ue. For addresses of type "IP4", this value MJST be "0.0.0.0"

and for type "IP6", this value MJST be "0:0:0:0:0:0:0: 0" (can al so be
witten as "::"), i.e., the unspecified address according to RFC 4291
[ RFC4291] .

D.1.9. Message Body Tag

The optional "a=ntag" attribute identifies a version of the session

description. It is opaque to the client. SETUP requests may include
this identifier in the If-Match field (see Section 18.24) to all ow
session establishnent only if this attribute value still corresponds

to that of the current description. The attribute value is opaque
and nay contain any character allowed within SDP attribute val ues.

ABNF for the attribute is defined in Section 20.3.

Exanpl e:
a=nt ag: " 158bb3e7c7f d62ce67f 12b533f 06b83a"
One could argue that the "o=" field provides identica
functionality. However, it does so in a nmanner that would put
constraints on servers that need to support mnultiple session

description types other than SDP for the sane piece of nedia
content.
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D. 2. Aggregate Control Not Available

If a presentation does not support aggregate control, no session-

| evel "a=control" attribute is specified. For an SDP with nultiple
medi a sections specified, each section will have its own control UR
specified via the "a=control" attribute.

Exanpl e:

v=0

0=- 2890844256 2890842807 IN I P4 192.0.2.56
s=l cane froma web page

e=adm@xanpl e. com

c=IN1P4 0.0.0.0

t=0 0

mevi deo 8002 RTP/ AVP 31

a=control : rtsp://audio. exanpl e. coni novi e. aud
mFaudi o 8004 RTP/ AVP 3

a=control :rtsp://video. exanpl e. conf novi e.vid

Note that the position of the control URI in the description inplies
that the client establishes separate RTSP control sessions to the
servers audi 0. exanpl e. com and vi deo. exanpl e. com

It is reconmmended that an SDP file contain the conplete nedi a-
initialization information even if it is delivered to the nedia
client through non-RTSP nmeans. This is necessary as there is no
mechanismto indicate that the client should request nore detailed
medi a stream i nformation via DESCRI BE.

D.3. Aggregate Control Available

In this scenario, the server has multiple streans that can be
controlled as a whole. In this case, there are both a nedi a-| evel
"a=control" attribute, which is used to specify the stream URI's, and
a session-level "a=control" attribute, which is used as the Request-
URI for aggregate control. |If the nedia-level URI is relative, it is
resolved to absolute URI's according to Appendix D.1.1 above.
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Exanpl e:

C->M DESCRI BE rtsp://exanpl e.com novie RTSP/ 2.0
CSeq: 1
User - Agent: PhonyCient/1.2

M >C. RTSP/2.0 200 K
CSeq: 1
Date: Wed, 23 Jan 2013 15:36:52 +0000
Expires: Wed, 23 Jan 2013 16: 36: 52 +0000
Cont ent - Type: application/sdp
Cont ent - Base: rtsp://exanpl e.coni novi e/
Content - Lengt h: 227

v=0

0=- 2890844256 2890842807 IN | P4 192.0.2.211
s=|l contain

i =<nore info>
e=adm@xanpl e. com
c=INI1P4 0.0.0.0
a=control : *

t=0 0

nrvi deo 8002 RTP/ AVP 31
a=control :trackl D=1
nmFaudi o 8004 RTP/ AVP 3
a=control :trackl D=2

In this exanple, the client is recommended to establish a single RTSP
session to the server, and it uses the URIs rtsp://exanpl e. com novi e/
trackl D=1 and rtsp://exanple.com novie/trackl D=2 to set up the video
and audi o streans, respectively. The URl rtsp://exanple.conl novie/,
which is resolved fromthe "*", controls the whole presentation

(rovi e).

Aclient is not required to issue SETUP requests for all streans
within an aggregate object. Servers should allowthe client to ask
for only a subset of the streans.

D.4. Gouping of Media Lines in SDP

For some types of nedia, it is desirable to express a relationship
bet ween various nedi a conponents, for instance, for lip
synchroni zati on or Scal abl e Video Codec (SVC) [RFC5583]. This
relationship is expressed on the SDP | evel by grouping of nedia
lines, as described in [ RFC5888], and can be exposed to RTSP

Schul zrinne, et al. St andards Track [ Page 299]



RFC 7826 RTSP 2.0 Decenber 2016

For RTSP, it is nmainly inportant to know how to handl e grouped nedi a
received by neans of SDP, i.e., if the nedia are under aggregate
control (see Appendix D.3) or if aggregate control is not available
(see Appendi x D.2).

It is RECOWENDED that grouped nedia are handl ed by aggregate
control, to give the client the ability to control either the whole
presentation or single nedia.

D.5. RITSP External SDP Delivery

There are sone considerations that need to be made when the session
description is delivered to the client outside of RTSP, for exanple
via HTTP or emil.

First of all, the SDP needs to contain absolute URIs, since relative
will, in nost cases, not work as the delivery will not correctly
forward the base URI.

The witing of the SDP session availability information, i.e., "t="
and "r=", needs to be carefully considered. When the SDP is fetched
by the DESCRI BE net hod, the probability that it is valid is very

hi gh. However, the same is nuch less certain for SDPs distributed
usi ng other nethods. Therefore, the publisher of the SDP shoul d take
care to follow the recommendati ons about availability in the SDP
specification [ RFC4566] in Section 4. 2.

Appendi x E. RTSP Use Cases

Thi s appendi x describes the nost inportant and consi dered use cases
for RTSP. They are listed in descending order of inportance in
regard to ensuring that all necessary functionality is present. This
specification only fully supports usage of the two first. Also, in
these first two cases, there are special cases or exceptions that are
not supported wi thout extensions, e.g., the redirection of nedia
delivery to an address other than the controlling agent’s (client’s).

E.1. On-Denand Pl ayback of Stored Content

An RTSP- capabl e server stores content suitable for being streaned to
aclient. A client desiring playback of any of the stored content
uses RTSP to set up the nedia transport required to deliver the
desired content. RTSP is then used to initiate, halt, and nmani pul ate
the actual transm ssion (playout) of the content. RTSP is also
required to provide the necessary description and synchroni zati on

i nformati on for the content.
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The above high-1evel description can be broken down into a nunber of
functions of which RTSP needs to be capable.

Presentation Description: Provide initialization information about
the presentation (content); for exanple, which nmedia codecs are
needed for the content. Qher infornmation that is inportant
i ncl udes the nunber of nedia streans the presentation contains,
the transport protocols used for the nedia streans, and
identifiers for these media streans. This information is
required before setup of the content is possible and to
determine if the client is even capable of using the content.

This informati on need not be sent using RTSP; other externa
protocols can be used to transnmt the transport presentation
descriptions. Two good exanples are the use of HITP [ RFC7230]
or email to fetch or receive presentation descriptions |ike SDP
[ RFC4566]

Setup: Set up sone or all of the nedia streans in a presentation
The setup itself consists of selecting the protocol for media
transport and the necessary paraneters for the protocol, like
addresses and ports.

Control of Transmission: After the necessary nedia streans have been
established, the client can request the server to start
transmitting the content. The client nust be allowed to start
or stop the transmi ssion of the content at arbitrary tines.

The client nust also be able to start the transm ssion at any
point in the tineline of the presentation

Synchroni zation: For nedia-transport protocols |ike RTP [ RFC3550],
it might be beneficial to carry synchronization information
within RTSP. This may be due to either the lack of inter-nedia
synchroni zation within the protocol itself or the potenti al
del ay before the synchronization is established (which is the
case for RTP when using RTCP)

Term nation: Termi nate the established contexts.

For this use case, there are a nunmber of assunptions about how it
works. These are:

On-Denand content: The content is stored at the server and can be

accessed at any tinme during a tine period when it is intended
to be avail abl e.
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| ndependent sessions: A server is capable of serving a nunber of
clients simultaneously, including fromthe sane piece of
content at different points in that presentations tinmneline.

Uni cast Transport: Content for each individual client is transmtted
to themusing unicast traffic.

It is also possible to redirect the nedia traffic to a different
destination than that of the agent controlling the traffic. However,
allowing this without appropriate nmechani snms for checking that the
destination approves of this allows for Distributed DoS (DDoS)

E.2. Unicast Distribution of Live Content
This use case is sinilar to the above on-demand content case (see

Appendix E. 1), the difference is the nature of the content itself.
Live content is continuously distributed as it beconmes avail able from

a source; i.e., the main difference fromon-denmand is that one starts
di stributing content before the end of it has becone available to the
server.

In many cases, the consuner of live content is only interested in
consum ng what actually happens "now'; i.e., very simlar to
broadcast TV. However, in this case, it is assumed that there exists
no broadcast or nulticast channel to the users, and instead the
server functions as a distribution node, sending the sanme content to
mul tiple receivers, using unicast traffic between server and client.
This unicast traffic and the transport paraneters are individually
negoti ated for each receiving client.

Anot her aspect of live content is that it often has a very linited
time of availability, as it is only available for the duration of the
event the content covers. An exanple of such live content could be a
musi ¢ concert that lasts two hours and starts at a predeterm ned
time. Thus, there is a need to announce when and for how | ong the
live content is avail able.

In sone cases, the server providing live content may be saving sone
or all of the content to allow clients to pause the stream and resune
it fromthe paused point, or to "rewind" and play continuously froma
point earlier than the Iive point. Hence, this use case does not
necessarily exclude playing fromother than the live point of the
stream playing with scales other than 1.0, etc.
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E.3. On-Denand Pl ayback Using Milticast

It is possible to use RTSP to request that media be delivered to a
mul ticast group. The entity setting up the session (the controller)
will then control when and what nedia is delivered to the group
This use case has sone potential for DoS attacks by flooding a

mul ticast group. Therefore, a nechanismis needed to indicate that
the group actually accepts the traffic fromthe RTSP server

An open issue in this use case is how one ensures that all receivers
listening to the nulticast or broadcast receives the session
presentation configuring the receivers. This specification has to
rely on an external solution to solve this issue.

E.4. Inviting an RTSP Server into a Conference

If one has an established conference or group session, it is possible
to have an RTSP server distribute nedia to the whol e group

Transmi ssion to the group is sinplest when controlled by a single
partici pant or |eader of the conference. Shared control m ght be
possi bl e, but would require further investigation and possibly

ext ensi ons.

This use case assunmes that there exists either a nmulticast or a
conference focus that redistributes nmedia to all participants.

This use case is intended to be able to handle the foll ow ng
scenario: a conference | eader or participant (hereafter called the
"controller") has sone pre-stored content on an RTSP server that he
wants to share with the group. The controller sets up an RTSP
session at the streaning server for this content and retrieves the
session description for the content. The destination for the nmedia
content is set to the shared multicast group or conference focus.
When desired by the controller, he/she can start and stop the
transm ssion of the media to the conference group

There are several issues with this use case that are not sol ved by
this core specification for RTSP

DoS: To avoid an RTSP server from being an unknow ng participant in
a DoS attack, the server needs to be able to verify the
destination’s acceptance of the nedia. Such a nechanismto
verify the approval of received nedia does not yet exist;

i nstead, only policies can be used, which can be nmade to work
in controlled environments.
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Distributing the presentation description to all participants in the
group:
To enable a nmedia receiver to correctly decode the content,
the media configuration information needs to be distributed
reliably to all participants. This will nost likely require
support from an external protocol

Passing control of the session: |If it is desired to pass contro
of the RTSP session between the participants, sone support
will be required by an external protocol to exchange state

i nformati on and possibly floor control of who is controlling
the RTSP sessi on.

E.5. Live Content Using Milticast

This use case in its sinplest formdoes not require any use of RTSP
at all; this is what multicast conferences being announced wi th SAP
[ RFC2974] and SDP are intended to handle. However, in use cases
where nore advanced features |ike access control to the nulticast
session are desired, RTSP could be used for session establishnment.

A client desiring to join a live nmulticasted nedia session with
cryptographi c (encryption) access control could use RTSP in the
followi ng way. The source of the session announces the session and
gives all interested an RTSP URI. The client connects to the server
and requests the presentation description, allow ng configuration for
reception of the media. In this step, it is possible for the client
to use secured transport and any desired |l evel of authentication; for
exanple, for billing or access control. An RTSP link also allows for
| oad bal anci ng between nultiple servers.

If these were the only goals, they could be achieved by sinply using
HTTP. However, for cases where the sender likes to keep track of
each individual receiver of a session, and possibly use the session
as a side channel for distributing key-updates or other information
on a per-receiver basis, and the full set of receivers is not known
prior to the session start, the state establishnment that RTSP

provi des can be beneficial. |In this case, a client would establish
an RTSP session for this nulticast group with the RTSP server. The
RTSP server will not transnmit any nedia, but instead will point to

the multicast group. The client and server will be able to keep the
session alive for as long as the receiver participates in the session
thus enabling, for exanple, the server to push updates to the client.

This use case will nost |likely not be able to be inplenented w thout
some extensions to the server-to-client push mechanism Here the
PLAY_NOTI FY net hod (see Section 13.5) with a suitable extension could
provi de clear benefits.
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Appendi x F. Text Format for Parameters

A resource of type "text/paraneters" consists of either 1) a list of
paraneters (for a query) or 2) a list of paraneters and associ ated
val ues (for a response or setting of the paraneter). Each entry of
the list is a single line of text. Paraneters are separated from

val ues by a colon. The paraneter nane MJST only use US-ASCI| visible
characters while the values are UTF-8 text strings. The nedia type
registration formis in Section 22.16.

There is a potential interoperability issue for this format. It was
naned in RFC 2326 but never defined, even if used in exanples that
hint at the syntax. This format matches the purpose and its syntax
supports the exanples provided. However, it goes further by allow ng
UTF-8 in the value part; thus, usage of UTF-8 strings may not be
supported. However, as individual paranmeters are not defined, the

i npl ementi ng application needs to have out-of-band agreenment or using
feature tag anyway to deternine if the endpoint supports the

par anmeters

The ABNF [ RFC5234] granmar for "text/paranmeters" content is:

file = *((paraneter / paraneter-value) CRLF)
par anet er = 1*vi si bl e-except-col on
paraneter-value = paraneter *WSP ":" val ue

Vi si bl e-except-colon = %21-39 / %3B-7E ; VCHAR - ":"
val ue = *( TEXT- UTF8char / WEP)

TEXT- UTF8char = <as defined in Section 20.1>

WEP = <See RFC 5234> ; Space or HTAB

VCHAR = <See RFC 5234>

CRLF = <See RFC 5234>

Appendix G Requirenments for Unreliable Transport of RTSP

Thi s appendi x provi des gui dance for those who want to inplenment RTSP
messages over unreliable transports as has been defined in RTSP 1.0

[ RFC2326]. RFC 2326 defined the "rtspu” URI schene and provi ded sone
basic information for the transport of RTSP nessages over UDP. The
information is being provided here as there has been at |east one
comrerci al inplementation and conpatibility with that should be

mai nt ai ned.
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The follow ng points should be considered for an interoperable
i mpl enent ati on:

0 Requests shall be acknow edged by the receiver. |If there is no
acknow edgenent, the sender may resend the sanme nessage after a
ti meout of one round-trip tine (RTT). Any retransm ssions due to
| ack of acknow edgenent nust carry the sane sequence nunber as the
original request.

0 The RIT can be estimated as in TCP (RFC 6298) [RFC6298], with an
initial round-trip value of 500 ns. An inplenentation may cache
the last RTT neasurenment as the initial value for future
connecti ons.

0o The Tinestanp header (Section 18.53) is used to avoid the
retransm ssi on anbi guity problem[Stevens98].

0 The registered default port for RTSP over UDP for the server is
554,

0 RTSP nmessages can be carried over any |ower-layer transport
protocol that is 8-bit clean.

0 RTSP nessages are vulnerable to bit errors and should not be
subj ected to them

0 Source authentication, or at |east validation that RTSP nessages
comes fromthe sane entity becomes extrenely inportant, as session
hi j acking may be substantially easier for RTSP nessage transport
using an unreliable protocol |ike UDP than for TCP

There are two RTSP headers that are primarily intended for being used
by the unreliable handling of RTSP nmessages and which will be
mai nt ai ned:

0 CSeq: See Section 18.20. It should be noted that the CSeq header
is also required to match requests and responses i ndependent
whether a reliable or unreliable transport is used.

o Timestanmp: See Section 18.53
Appendi x H  Backwards- Conpati bility Considerations
This section contains notes on issues about backwards conpatibility
with clients or servers being inplenmented according to RFC 2326
[ RFC2326]. Note that there exists no requirenent to inplenment RTSP

1.0; in fact, this docunent recommends against it as it is difficult
to do in an interoperable way.
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A server inplenenting RTSP 2.0 MJST include an RTSP-Version of
"RTSP/2.0" in all responses to requests containing RTSP-Version val ue
of "RTSP/2.0". |If a server receives an RTSP 1.0 request, it MAY
respond with an RTSP 1.0 response if it chooses to support RFC 2326.
If the server chooses not to support RFC 2326, it MJST respond with a
505 (RTSP Version Not Supported) status code. A server MJST NOT
respond to an RTSP 1.0 request with an RTSP 2.0 response.

Cients inplenmenting RTSP 2.0 MAY use an OPTIONS request with an
RTSP- Versi on of "RTSP/2.0" to determi ne whether a server supports
RTSP 2.0. If the server responds with either an RTSP-Version of
"RTSP/ 1.0" or a status code of 505 (RTSP Version Not Supported), the
client will have to use RTSP 1.0 requests if it chooses to support
RFC 2326

H 1. Play Request in Play State

The behavior in the server when a Play is received in Play state has
changed (Section 13.4). In RFC 2326, the new PLAY request would be
queued until the current Play conpleted. Any new PLAY request now
takes effect inmediately replacing the previous request.

H 2. Using Persistent Connections

Some server inplenentations of RFC 2326 nmaintain a one-to-one

rel ati onship between a connection and an RTSP session. Such

i npl enentations require clients to use a persistent connection to
communi cate with the server and when a client closes its connection,
the server may renpve the RTSP session. This is worth noting if an
RTSP 2.0 client also supporting 1.0 connects to a 1.0 server

Appendi x |I. Changes

This appendix briefly lists the differences between RTSP 1.0

[ RFC2326] and RTSP 2.0 for an informational purpose. For

i npl ementers of RTSP 2.0, it is reconmended to read carefully through
this meno and not to rely on the list of changes bel ow to adapt from
RTSP 1.0 to RTSP 2.0, as RTSP 2.0 is not intended to be backwards
conmpatible with RTSP 1.0 [ RFC2326] other than the version negotiation
mechani sm
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I.1. Brief Overview
The followi ng protocol elenents were renoved in RTSP 2.0 conpared to
RTSP 1. 0:
0 the RECORD and ANNOUNCE nethods and all related functionality

(o]

(including 201 (Created) and 250 (Low On Storage Space) status
codes);

the use of UDP for RTSP nessage transport (due to mi ssing interest
and to broken specification);

the use of PLAY nethod for keep-alive in Play state.

The followi ng protocol elenents were added or changed in RTSP 2.0
conmpared to RTSP 1.0:

(0]

(o]

RTSP sessi on TEARDOMW fromthe server to the client;
| Pv6 support;

extended | ANA registries (e.g., transport headers paraneters,
transport-protocol, profile, lower-transport, and node);

request pipelining for quick session start-up
fully reworked state nachi ne;
RTSP nessages now use URIs rather than URLs

i ncorporated nuch of related HTTP text ([RFC2616]) in this neno,
conpared to just referencing the sections in HTTP, to avoid
anbi guities;

t he REDI RECT net hod was expanded and diversified for different
si tuati ons;

I ncl udes a new section about how to set up different nedia-
transport alternatives and their profiles in addition to | ower-

| ayer protocols. This caused the appendix on RTP interaction to
be nmoved to the new section instead of being in the part that
descri bes RTP. The section also includes guidelines what to
consi der when witing usage guidelines for new protocols and
profiles;
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0 Added an asynchronous notification nethod PLAY NOTIFY. This
nmet hod i s used by the RTSP server to asynchronously notify clients
about session changes while in Play state. To a linited extent,
this is conparable with sone inplenentations of ANNOUNCE i n RTSP
1.0 not intended for Recording.

|.2. Detailed List of Changes

The bel ow changes have been made to RTSP 1.0 (RFC 2326) when defi ning
RTSP 2.0. Note that this list does not reflect mnor changes in
wordi ng or correction of typographical errors.

0 The section on nmininmal inplenmentation was deleted. |Instead, the
mai n part of the specification defines the core of RTSP 2.0.

o The Transport header has been changed in the followi ng ways:

* The ABNF has been changed to define that extensions are
possi bl e and that unknown paraneters result in servers ignoring
the transport specification

* To prevent backwards conpatibility issues, any extension or new
paraneter requires the usage of a feature tag conbined with the
Requi re header.

* Syntax anbiguities with the Mde paraneter have been resol ved.
* Syntax error with ";" for nulticast and unicast has been
resol ved.

*  Two new addressing paraneters have been defined: src_addr and
dest _addr. These replace the paraneters "port", "client_port",
"server_port", "destination", and "source"

* Support for IPve explicit addresses in all address fields has
been i ncl uded.

* To handle URI definitions that contain ";" or ",", a quoted-UR
format has been introduced and is required.

* |ANA registries for the transport header paraneters, transport-
protocol, profile, |lower-transport, and node have been defi ned.

* The Transport header’s interleaved paraneter’s text was made
nmore strict and uses formal requirenents levels. It was also
clarified that the interleaved channels are symmetric and that
it is the server that sets the channel nunbers.
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* |t has been clarified that the client can't request of the
server to use a certain RTP SSRC, using a request with the
transport paraneter SSRC.

* Syntax definition for SSRC has been clarified to require 8HEX
It has also been extended to allow nultiple values for clients
supporting this version.

* Clarified the text on the Transport header’s "dest_addr"
paraneters regardi ng what security precautions the server is
required to perform

The Range formats have been changed in the follow ng way:

*  The NPT format has been given an initial NPT identifier that
nmust now be used.

* Al formats now support initial open-ended fornmats of type
"npt=-10" and also fornmat only "Range: snpte" ranges for usage
wi t h GET_PARAMETER requests.

*  The npt-hhmmss notation now follows | SO 8601 nore strictly.
RTSP nessage handling has been changed in the foll ow ng ways:
* RTSP nessages now use URI's rather than URLs

* It has been clarified that a 4xx nmessage due to a nissing CSeq
header shall be returned wi thout a CSeq header

*  The 300 (Multiple Choices) response code has been renoved.

* Rules for howto handle the timng out RTSP nessages have been
added.

* Extended Pipelining rules allowi ng for quick session startup

* Sequence nunbering and proxy handling of sequence nunbers have
been defined, including cases when responses arrive out of
or der.

The HTTP references have been updated to first RFCs 2616 and 2617
and then to RFC 7230-7235. Most of the text has been copied and
then altered to fit RTSP into this specification. The Public and
t he Content-Base headers have al so been inported from RFC 2068 so
that they are defined in the RTSP specification. Known effects on
RTSP due to HTTP clarifications:
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* Cont ent - Encodi ng header can include encodi ng of type
"identity".

0 The state machine section has been conpletely rewitten. It now
includes nore details and is al so nore clear about the nodel used.

o0 An | ANA section has been included that contains a nunber of
registries and their rules. This will allow us to use ANA to
keep track of RTSP extensions.

o The transport of RTSP nessages has seen the foll ow ng changes:

*  The use of UDP for RTSP nessage transport has been deprecated
due to nmissing interest and to broken specification

* The rules for how TCP connections are to be handl ed have been
clarified. Now it is made clear that servers should not close
the TCP connection unless they have been unused for significant
tine.

* Strong reconmendati ons why servers and clients should use
persi stent connections have al so been added.

* There is now a requirenment on the servers to handl e non-
persi stent connections as this provides fault tolerance.

* Added wordi ng on the usage of Connection: C ose for RTSP

* Specified usage of TLS for RTSP nessages, including a schene to
approve a proxy’'s TLS connection to the next hop.

o The follow ng header-rel ated changes have been nade:

* Accept - Ranges response- header has been added. This header
clarifies which range formats can be used for a resource.

*  Fixed the missing definitions for the Cache-Control header
Al so added to the syntax definition the nissing delta-seconds
for max-stale and min-fresh paraneters.

* Put requirenment on CSeq header that the value is increased by
one for each new RTSP request. A recommendation to start at O
has al so been added.

* Added a requirenment that the Date header nust be used for al

messages with a nmessage body and the Server should al ways
include it.
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Renmoved t he possibility of using Range header with Scal e header
to indicate when it is to be activated, since it can’'t work as
defined. Al so, added a rule that |ack of Scale header in a
response indicates |ack of support for the header. feature
tags for scal ed pl ayback have been defi ned.

The Speed header nust now be responded to in order to indicate
support and the actual speed going to be used. A feature tag
is defined. Notes on congestion control were al so added.

The Supported header was borrowed from SIP [ RFC3261] to hel p
with the feature negotiation in RTSP

Clarified that the Tinestanp header can be used to resolve
retransm ssi on ambi guities.

The Sessi on header text has been expanded with an expl anati on
on keep-alive and which nethods to use. SET _PARAMETER i s now
recomended to use if only keep-alive within RTSP is desired

It has been clarified how the Range header formats are used to
i ndi cate pause points in the PAUSE response.

Carified that RTP-Info URIs that are relative use the Request-
URI as base URI. Also clarified that the used URI nust be the
one that was used in the SETUP request. The URIs are now al so

required to be quoted. The header also expresses the SSRC for
the provided RTP tinestanp and sequence nunber val ues.

Added text that requires the Range to always be present in PLAY
responses. Cdarified what should be sent in case of live
streans.

The headers table has been updated using a structure borrowed
fromSIP. Those tables convey nmuch nore infornmation and shoul d
provi de a good overvi ew of the avail abl e headers.

It has been clarified that any nessage with a nessage body is
required to have a Content-Length header. This was the case in
RFC 2326, but could be m sinterpreted.

ETag has changed its nane to Mrag.
To resolve functionality around Mrag, the Mrag and |f-None-

Mat ch header have been added from HTTP wi th necessary
clarification in regard to RTSP operation
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| nported the Public header from HITP (RFC 2068 [ RFC2068]) since
it has been renoved from HTTP due to lack of use. Public is
used quite frequently in RTSP

Carified rules for populating the Public header so that it is
an intersection of the capabilities of all the RTSP agents in a
chai n.

Added t he Medi a- Range header for listing the current
availability of the nedia range.

Added t he Notify-Reason header for giving the reason when
sendi ng PLAY_NOTI FY requests.

A new header Seek-Style has been defined to direct and inform
how any seek operation shoul d/ have been perforned.

0 The Protocol Syntax has been changed in the follow ng way:

*

Al'l ABNF definitions are updated according to the rul es defined
in RFC 5234 [ RFC5234] and have been gathered in a separate
section (Section 20).

The ABNF for the User-Agent and Server headers have been
correct ed.

Sone definitions in the introduction regarding the RTSP session
have been changed.

The protocol has been nade fully I Pv6 capable.

The CHAR rul e has been changed to exclude NULL.

0 The Status codes have been changed in the foll owi ng ways:

*

The use of status code 303 (See Other) has been deprecated as
it does not nake sense to use in RTSP

The never-defined status code 411 "Length Required" has been
conpl etely renoved

When sendi ng response 451 (Paraneter Not Understood) and 458
(Parameter |Is Read-Only), the response body should contain the
of f endi ng par anet ers.
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Clarification on when a 3rr redirect status code can be
recei ved has been added. This includes receiving 3rr as a
result of a request within an established session. This
provides clarification to a previous unspecified behavior.

Renoved the 201 (Created) and 250 (Low On Storage Space) status
codes as they are only relevant to recording, which is
deprecat ed.

Several new status codes have been defined: 464 (Data Transport
Not Ready Yet), 465 (Notification Reason Unknown), 470
(Connection Authorization Required), 471 (Connection
Credentials Not Accepted), and 472 (Failure to Establish Secure
Connecti on).

o The following functionality has been deprecated fromthe protocol

*

The use of Queued Pl ay.
The use of PLAY nethod for keep-alive in Play state.

The RECORD and ANNOUNCE net hods and all related functionality.
Some of the syntax has been renoved.

The possibility to use tinmed execution of nethods with the tine
paraneter in the Range header

The description on how rtspu works is not part of the core
specification and will require external description. Only that
it exists is nentioned here and sone requirenents for the
transport are provided.

o The follow ng changes have been made in relation to nethods:

*

The OPTIONS met hod has been clarified with regard to the use of
the Public and All ow headers.

Added text clarifying the usage of SET PARAMETER for keep-alive
and usage wi thout a body.

PLAY nethod is now allowed to be pipelined with the pipelining
of one or nore SETUP requests following the initial that
generates the session for aggregated control

REDI RECT has been expanded and diversified for different
situations.
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* Added a new nethod PLAY _NOTIFY. This nethod is used by the
RTSP server to asynchronously notify clients about session
changes.

0 Wote a new section about how to set up different nedia-transport
alternatives and their profiles as well as |ower-layer protocols.
This caused the appendi x on RTP interaction to be noved to the new
section instead of being in the part that describes RTP. The new
section al so includes guidelines what to consider when witing
usage gui delines for new protocols and profiles.

0 Setup and usage of independent TCP connections for transport of
RTP has been specifi ed.

0 Added a new section describing the avail able nechanisns to
determine if functionality is supported, called "Capability
Handl i ng". Renaned option-tags to feature tags.

0 Added a Contributors section with people who have contri buted
actual text to the specification.

0 Added a section "Use Cases" that describes the major use cases for
RTSP.

o Carified the usage of a=range and how to indicate |ive content
that are not seekable with this header

o Text specifying the special behavior of PLAY for live content.
0 Security features of RTSP have been clarified:

* HTTP-based authorization has been clarified requiring both
Basi ¢ and Di gest support

* TLS support has been nandat ed

* |f one inplenents RTP, then SRTP and defi ned M KEY-based key-
exchange nust be supported

* Various mnor mtigations discussed or resulted in protoco
changes.
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