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Abst r act

The Locator/1D Separation Protocol (LISP) ains to inprove the
Internet routing scalability properties by |leveraging three
principles: address role separation, encapsul ation, and mapping. In
this docunent, based on inplenentation work, deploynent experiences,
and theoretical studies, we discuss the inpact that the depl oynent of
LI SP can have on both the routing infrastructure and the end user.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunment is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/infol/rfc7834.
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1. Introduction

The Locator/ID Separation Protocol (LISP) relies on three principles
to inprove the scalability properties of Internet routing: address
rol e separation, encapsul ation, and mapping. When invented, LISP was
targeted at solving the Internet routing scaling problem][RFC4984].
There have now been years of inplenentations and experinments
exam ni ng the inpact and open questions of using LISP to inprove
inter-domain routing scalability. Experience has shown that because
LISP utilizes mappi ng and encapsul ati on technol ogies, it can be

depl oyed and used for purposes that go beyond routing scalability.

For exanple, LISP provides a nean for a LISP site to precisely
control its inter-domain outgoing and incoming traffic, with the
possibility to apply different policies to different domains
exchanging traffic with it. LISP can also be used to ease the
transition fromlIPv4d to IPv6 as it allows the transport of |Pv4 over

I Pv6 or I Pv6 over IPv4. Furthernore, LISP also supports inter-donmain
mul ti cast.

Leveragi ng i npl enentati on and depl oynent experience, as well as
research work, this docunment describes, at a high level, the inpacts
and open questions still seen in LISP. This information is

particul arly useful for considering future approaches and to support
further experinentation to clarify sone |arge open questions (e.g.
around the operations). LISP utilizes a tunnel-based data plane and
a distributed control plane. LISP requires sone new functionalities,
such as reachability mechani snms. Because LISP is nore than a sinple
encapsul ati on technol ogy and is a new technol ogy, until even nore
depl oynent experience is gained, sone open questions related to LISP
depl oynent and operations remain. As an encapsul ati on technol ogy,
there nay be concerns on reduced Maxi num Transmi ssion Unit (MIU) size
in some deployments. An inportant inpact of LISP is on network
operations related to resiliency and troubl eshooting. As LISP relies
on cached mappi ngs and on encapsul ation, resiliency during failures
and troubl eshooting may be nore difficult. Al so, the use of
encapsul ati on may neke failure detection and recovery slower, and it
will require nore coordination than with a single, non-encapsul ated,
routi ng donmai n sol ution
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2.

LI SP in a Nutshel

LISP relies on three principles: address role separation
encapsul ati on, and mappi ng.

The address space is divided into two sets that have different
semanti ¢ neani ngs: the Routing Locators (RLOCs) and the Endpoi nt
Identifiers (EIDs). RLOCs are addresses typically assigned fromthe
Provi der Aggregatable (PA) address space. The EIDs are attributed to
the nodes in the edge networks, by a block of contiguous addresses,
which are typically Provider Independent (PlI). To limt the
scalability problem LISP only requires the PA routes towards the
RLOCs to be announced in the provider infrastructure. Wereas for
non- LI SP depl oynents, the ElIDs need to be propagated as well.

LI SP routers are used at the boundary between the EID and the RLCC
spaces. Routers used to exit the EID space (towards the provider
domain) are called Ingress Tunnel Routers (ITRs), and those used to
enter the EID space (fromthe provider donmain) are called the Egress
Tunnel Routers (ETRs). Wen a host sends a packet to a renote
destination, it sends it as in the non-LISP Internet. The packet
arrives at the border of its site at an I TR  Because ElDs are not
routable on the Internet, the packet is encapsulated with the source
address set to the I TR RLOC and the destination address set to the
ETR RLOC. The encapsul ated packet is then forwarded in the provider
domain until it reaches the selected ETR. The ETR de-encapsul ates
the packet and forwards it to its final destination. The acronymxTR
stands for Ingress/Egress Tunnel Router and is used for a router

pl ayi ng these two rol es.

The correspondence between ElIDs and RLOCs is given by the nmappi ngs.
When an I TR needs to find ETR RLOCs that serve an EID, it queries a
mappi ng system Wth the LI SP Canonical Address Fornmat (LCAF)

[LI SP-LCAF], LISP is not restricted to the Internet protocol for the
El D addresses. Wth LCAF, any address type can be used as EID (the
address is only the key for the mapping | ookup). LISP can transport,
for exanple, Ethernet frames over the Internet.

An introduction to LISP can be found in [RFC7215]. The LI SP
specifications are given in [ RFC6830], [RFC6833], [LISP-DDT],
[ RFC6836], [RFC6832], and [ RFC6834].
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3.

LI SP for Scaling the Internet Routing Architecture

The original goal of LISP was to inprove the scalability properties
of the Internet routing architecture. LISP utilizes traffic

engi neering and stub Aut ononobus System (AS) prefixes (not announced
anynore in the Default-Free Zone (DFZ)), so that routing tables are
smal l er and nore stable (i.e., they experience |less churn).
Furthernmore, at the edge of the network, information necessary to
forward packets (i.e., the nmappings) is obtained on demand using a
pul I nodel (whereas the current Internet BGP nodel uses a push
nmodel ). Therefore, the scalability of edge networks is |ess
dependent on the Internet’s size and nore related to its traffic
matrix. This scaling inprovenent has been proven by several studies
(see below). The research studies cited hereafter are based on the
foll owi ng assunpti ons:

o0 EIDto-RLOC mappi ngs follow the sane prefix size as the current
BGP routing infrastructure (current Pl addresses only);

o EIDs are used only at the stub ASes, not in the transit ASes; and

o the RLOCs of an EID prefix are deployed at the edge between the
stubs owning the EID prefix and the providers, allocating the
RLOCs in a PA node.

The above assunptions are inline with [ RFC7215] and current LISP

depl oynents. It is recognized these assunpti ons may change in the
longer term [KIF13] and [CDLC] explore different EID prefix space
sizes and still show results that are consistent and equivalent to

t he above assunpti ons.

Quoitin et al. [QdLB0O7] show that the separation between |ocator and
identifier roles at the network level inproves the routing
scalability by reducing the Routing Information Base (RIB) size (up
to one order of magnitude) and increases path diversity and thus the
traffic engineering capabilities. [I1B07] and [KIF13] show, based on
real Internet traffic traces, that the nunber of napping entries that
nmust be handled by an I TR of a network with up to 20,000 users is
limted to few tens of thousands; the signaling traffic (i.e.

Map- Request/ Map- Repl y packets) is in the same order of nagnitude
simlar to DNS request/reply traffic; and the encapsul ati on over head,
while not negligible, is very limted (in the order of few percentage
points of the total traffic vol une).

Previ ous studi es consider the case of a tiner-based cache eviction
policy (i.e., mappings are deleted fromthe cache upon tineout),
while [CDLC] has a nore general approach based on the Least Recently
Used (LRU) eviction policy, proposing an analytic nodel for the EID
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to- RLOC cache size when prefix-level traffic has a stationary
generating process. The nodel shows that nmiss rate can be accurately
predicted fromthe ElIDto-RLOC cache size and a small set of easily
nmeasurabl e traffic paraneters. The nodel was validated using four
one-day-1 ong packet traces collected at egress points of a canpus
network and an academ ¢ exchange poi nt considering EID prefixes as
bei ng of the sane size as BGP prefixes. Consequently, operators can
provision the EID-to-RLOC cache of their I TRs according to the mss
rate they want to achieve for their given traffic.

Results in [CDLC] indicate that for a given target miss ratio, the
size of the cache depends only on the paraneters of the popularity

di stribution; the size of the cache is independent of the nunber of
users (the size of the LISP site) and the nunber of destinations (the
size of the EID prefix space). Assuning that the popularity

di stribution remains constant, this nmeans that as the nunber of users
and the number of destinations grow, the cache size needed to obtain
a given mss rate remains constant Q(1).

LI SP usually populates its EID-to-RLOC cache in a pull node, which
nmeans that mappings are retrieved on denand by the | TR  The nain
advantage of this node is that the EID-to-RLOC cache size only
depends on the traffic characteristics at the TR and i s i ndependent
of the size of the provider donmain. This benefit cones at the cost
of sone delay to transnmit the packets that do not hit an entry in the
cache (for which a mapping has to be learned). This delay is bound
by the time necessary to retrieve the mapping fromthe nmapping
system Mreover, simlarly to a push nodel (e.g., BGP), the pul
nmodel induces signaling nmessages that correspond to the retrieval of
mappi ngs upon cache mss. The difference being that the signaling

| oad only depends on the traffic at the ITR and is not triggered by
external events such as in BG. [CDLC] shows that the nmiss rate is a
function of the EID-to-RLOC cache size and traffic generation
process, and [CDLC], [SDI B08], and [SDIB08] show fromtraffic traces
that, in practice, the cache mss rate, and thus the signaling rate,
remain | ow.

4. Beyond Scaling the Internet Routing Architecture

LISP is nore than just a scalability solution; it is also a tool to
provi de both incom ng and outgoing traffic engineering [S11]
[LISP-TE], it can be used as an IPv6 transition at the routing |evel
and it can be used for inter-domain nulticast [ RFC6831] [LISP-RE].

Al so, LISP has been identified for use to support devices' |Internet
mobility [LISP-M\] and to support virtual machines’ nobility in data
centers and nulti-tenant VPNs. These last two uses are not discussed
further as they are out of the scope of the current LISP Wrking
Group charter
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A key advantage of the LISP architecture is that it facilitates
routing in environments where there is little to no correlation

bet ween networ k endpoi nts and topol ogi cal | ocation. |n service-

provi der environments, this application is needed in a range of
consumer use cases that require an inline anchor to deliver a service
to subscribers. Inline anchors provide one of three types of
capabilities:

o enable nobility of subscriber endpoints
o enabl e chaining of m ddl ebox functions and services
0o enable functions to be scal ed out seanl essly

W thout LISP, the approach comonly used by operators is to aggregate
service anchors in custombuilt boxes. This limts deploynents as
endpoi nts can only nove on the sane nobil e gateway, functions can be
chained only if traffic traverses the sane wire or the sane Deep
Packet | nspection (DPl) box, and capacity can be scaled out only if
traffic fans out to/froma specific |oad bal ancer

Wth LISP, service providers are able to distribute, virtualize, and
instanti ate subscri ber-service anchors anywhere in the network.

Typi cal use cases for virtualized inline anchors and network
functions include Distributed Mbility and Virtualized Evol ved Packet
Core (VEPC), Virtualized Custoner Premni se Equi pnent (vCPE), where
functionality previously anchored at a custonmer premise is now
dynanmically allocated in the network, Virtualized SG@ LAN, Virtual IP
Mul ti nedi a Subsystens (I Mss), Virtual Session Border Controller

(SBC), etc.

Cont eXtream [ ConteXtrean] has been depl oyi ng map-assi sted overl ay

net wor ks since 2006, first with a proprietary solution, then evolving
to standard LISP. The solution has been deployed in production in
three tier-1 operators spanning hundreds of mllions of subscribers.
Map- assi sted overlays had been prinmarily used to map subscriber flows
to services resources dynamcally based on profiles and conditions.
Specifically, it has been used to nmap nobil e subscribers to val ue-
added/ opti m zation services, broadband subscribers to tel ephony
services, and fixed-nobile subscribers to Broadband Network Gateway
(BNG functions and Internet access services. The LISP map-assisted
overlay architecture is used to optinmally resolve subscriber to
services, functions, instances, and | P overlay aggregation |ocations
on a per-flow basis and just in tine.
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4.1. Traffic Engineering

In the current (non-LISP) routing infrastructure, addresses used by
stub networks are globally routable, and the routing system
distributes the routes to reach these stubs. Wth LISP, the EID
prefixes of a LISP site are not routable in the DFZ; nappings are
needed in order to determine the list of LISP routers to contact to
forward packets. This difference is significant for two reasons.
First, packets are not forwarded to a site but to a specific router
Second, a site can control the entry points for its traffic by
controlling its mappings.

For traffic engi neering purposes, a mapping associates an EID prefix
to a list of RLOCs. Each RLOCC is annotated with a priority and a
weight. When there are several RLOCs, the | TR selects the one with
the highest priority and sends the encapsul ated packet to this RLCC
If several RLOCs with the highest priority exist, then the traffic is
bal anced proportionally to their weight anbng such RLOCs. Traffic
engineering in LISP thus allows the nmappi ng owner to have a fine-
grained control on the prinmary and backup path for its incom ng and
out goi ng packet use. In addition, it can share the load anong its
links. An exanple of the use of such a feature is described by
Saucez et al. [SDI B08], which shows how to use LISP to direct
different types of traffic on different |inks having different
capacity.

Traffic engineering in LISP goes one step further, as every Map-
Request contains the source EID address of the packet that caused a
cache mss and triggered the Map-Request. It is thus possible for a
mappi ng owner to differentiate the answer (Map-Reply) it gives to
Map- Request s based on the requester. This functionality is not

avail abl e today wi th BGP because a domain cannot control exactly the
routes that will be received by domains that are not in the direct
nei ghbor hood.

4.2. LISP for | Pv6 Co-existence

The LI SP encapsul ati on nmechani smis designed to support any

conbi nation of address fanilies for locators and identifiers. It is
then possible to bind I1Pv6 EIDs with I Pv4 RLOCs and vice versa. This
all ows transporting | Pv6 packets over an |IPv4 network (or |Pv4
packets over an |IPv6 network), naking LISP a val uable nechanismto
ease the transition to |Pv6.

An exanple is the case of the network infrastructure of a data center
being I Pv4 only while dual -stack front-end | oad bal ancers are used.

In this scenario, LISP can be used to provide |Pv6 access to servers
even though the network and the servers only support |Pv4. Assuning
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4. 3.

Sau

that the data center’'s ISP offers |IPv6 connectivity, the data center
only needs to deploy one (or nore) xTR(s) at its border with the ISP
and one (or nore) XTR(s) directly connected to the | oad bal ancers.
The xTR(s) at the ISP s border tunnels |IPv6 packets over IPv4d to the
XTR(s) directly attached to the | oad bal ancer. The |oad bal ancer’s
XTR de-encapsul ates the packets and forwards themto the | oad

bal ancer, which act as a proxy, translating each | Pv6 packet into an
| Pv4 packet. |Pv4 packets are then sent to the appropriate servers.
Simlarly, when the server’'s response arrives at the | oad bal ancer
the packet is translated back into an I Pv6 packet and forwarded to
its xTR(s), which in turn will tunnel it back, over the |IPv4-only
infrastructure, to an xTR connected to the ISP. The packet is then
de- encapsul ated and forwarded to the ISP natively in | Pv6.

I nter-domain Miulticast

LI SP has native support for multicast [RFC6831]. Fromthe data-pl ane
perspective, at a nulticast-enabled xTR, an El D sourced nulticast
packet is encapsulated in another multicast packet and subsequently
forwarded in an RLOC-level distribution tree. Therefore, XTRs nust
participate in both EID and RLOC-1evel distribution trees. Control-
pl ane wi se, since group addresses have no topol ogical significance,
they need not be mapped. It is worth noting that, to properly
function, LISP-Milticast requires that inter-domain nulticast be
avai |l abl e.

LI SP Replication Engineering (LISP-RE) [LISP-RE] [CDML2] | everages

LI SP nessages [LISP-MJULTI-SIGNALING for multicast state distribution
to construct xTR-based inter-domain nulticast distribution trees when
inter-domain nulticast support is not available. Sinulations of
three different managenent strategies for |owl atency content
delivery show that such overlays can support thousands of nenber
XTRs, support hundreds of thousands of end hosts, and deliver content
at latencies close to unicast ones [CDML2]. It was al so observed
that high client churn has a limted inpact on performnce and
managenent over head.

Simlar to LISP-RE, "Signal-Free LISP Miulticast" [LISP-SFM can be
used when the core network does not provide nulticast support. But

i nstead of using signaling to build inter-domain nulticast trees,
signal -free exclusively | everages the map server for nmulticast state
storage and distribution. As a result, the source |ITR generally
perforns head-end replication, but it mght also be used to enulate
LI SP-RE di stribution trees.
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5.

5.

| npact of LISP on Operations and Busi ness Mdel s

Nurmer ous inplenmentation efforts ([1OSNXCS], [OpenLl SP], [LI SPnob],
[LISPClick], [LISPcp], and [LISPfritz]) have been nade to assess the
specifications, and additionally, interoperability tests [Was09] have
been successful. A worldwi de |arge deploynent in the internationa
lispd4.net testbed, which is currently conposed of nodes running at

| east three different inplenmentations, will allow us to learn further
operational aspects related to LISP

The follow ng sections distinguish the inpact of LISP on LISP sites
fromthe inpact on non-LISP sites

1. Inpact on Non-LISP Traffic and Sites

LI SP has no inpact on traffic that has neither LISP origin nor LISP
destination. However, LISP can have a significant inpact on traffic
between a LISP site and a non-LISP site. Traffic between a non-LISP
site and a LISP site is subject to the same i ssues as those observed
for LISP-to-LISP traffic but also has issues specific to the
transition nechanismthat allow the LISP site to exchange packets
with a non-LISP site [ RFC6832] [RFC7215].

The transition requires setup of proxy tunnel routers (PxTRs).
Proxi es cause what is referred to as path stretch (i.e., a

| engt heni ng of the path conpared to the topol ogi cal shortest path)
and make troubl eshooting harder. There are still questions related
to PxTRs that need to be answered:

0 Were to deploy PxTRs? The placenent in the topol ogy has an
i mportant inpact on the path stretch

0 How many PxTRs? The nunber of PxTRs has a direct inpact on the
| oad and the inpact of the failure of a PxXTR on the traffic.

o0 Wat part of the EID space? WIIl all the PxTRs be proxies for the
whol e EI D space, or will it be segnented between different PxTRs?

0 \Who operates PxTRs? An inportant question to answer is related to
the entities that will deploy PxTRs: how will they manage their
addi tional Capital Expenditure (CAPEX) / Operating Expenses (OPEX)
associated with PxTRs? How will the traffic be carried with
respect to security and privacy?

A PXTR will also normally advertise in BGP the EID prefix for which
they are proxies. However, if proxies are managed by different
entities, they will belong to different ASes. |In this case, we need
to be sure that this will not cause Multi-Origin AS (MOAS) issues
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that could negatively influence routing. Mreover, it is inportant
to ensure that the way EID prefixes will be de-aggregated by the
proxies will remain reasonable so as not to contribute to BGP
scalability issues.

5.2. Inpact on LISP Traffic and Sites

LISP is a protocol based on the map-and-encap paradi gm which has the
positive inpacts that we have summari zed in the above sections.
However, LISP also has inpacts on operations:

MIU i ssue: As LISP uses encapsul ation, the MIU is reduced; this has
implications on potentially all of the traffic. However, in
practice, on the |lisp4.net network, no najor issue due to the MIU
has been observed. This is probably due to the fact that current
end- host stacks are well designed to deal with the problem of MU

Resiliency issue: The advantage of flexibility and control offered
by the Locator/ID separation cones at the cost of increasing the
complexity of the reachability detection. |Indeed, identifiers are
not directly routable and have to be mapped to locators, but a
| ocator may be unreachable while others are still reachable. This
is an inportant problemfor any tunnel-based solution. 1In the
current Internet, packets are forwarded i ndependently of the
border router of the network meaning that, in case of the failure
of a border router, another one can be used. Wth LISP, the
destination RLOC specifically designates one particular ETR
hence, if this ETR fails, the traffic is dropped, even though
other ETRs are available for the destination site. Another
resiliency issue is linked to the fact that nappings are | earned
on demand. Wen an | TR fails, all its traffic is redirected to
other ITRs that might not have the mappi ngs requested by the
redirected traffic. Existing studies [SKI12] [SD12] show, based
on nmeasurenments and traffic traces, that failure of 1 TRs and RLCC
are infrequent but that when such failure happens, a critica
nunber of packets can be dropped. Unfortunately, the current
techni ques for LISP resiliency, based on nonitoring or probing,
are not rapid enough (failure recovery on the order of a few
seconds). To tackle this issue, [LISP-PRESERVE] and
[ LI SP-1 TR- GRACEFUL] propose techni ques based on local failure
detection and recovery.

M ddl eboxes/filters: Because of the increasingly comobn use of
encryption as a response to pervasive nonitoring [ RFC7258] with
LI SP providing the option to encrypt traffic between XxTRs
[ LI SP- CRYPTQ|, m ddl eboxes are increasingly likely to be unable to
under st and encapsul ated traffic, which can cause themto drop
legitinmate packets. 1In addition, LISP allows triangular or even
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rectangular routing, so it is difficult to maintain a correct
state even if the middl ebox understands LISP. Finally, filtering
may al so have probl ens because they nmay think only one host is
generating the traffic (the ITR), as long as it is not

de-encapsul ated. To deal with LISP encapsul ation, LI SP-aware
firewalls that inspect inner LISP packets are proposed
[lispfirewall].

Tr oubl eshoot i ng/ debuggi ng: The naj or issue that LISP experinentation
has shown is the difficulty of troubleshooting. Wen there is a
problemin the network, it is hard to pinpoint the reason as the
operator only has a partial view of the network. The operator can
see what is in its EIDto-RLOC cache/ database and can try to
obtain what is potentially el sewhere by querying the Mp
Resol vers, but the know edge remains partial. On top of that,
| CMP packets only carry the first few tens of bytes of the
ori gi nal packet, which nmeans that when an ICVWP arrives at the I TR
it might not contain enough information to all ow correct
troubl eshooting. Deploynent in the beta network has shown that
LI SP+ALT [ RFC6836] was not easy to nmintain and control [CCR13],
whi ch explains the migration to LISP-DDT [LISP-DDT], based on a
massi vel y distributed and hi erarchi cal approach [ CCR13].

Busi ness/operational related: I|annone et al. [IL10] have shown that
there are economical incentives to mgrate to LISP; however, sone
qguestions renain. For exanple, howw |l the EIDs be allocated to
al | ow aggregati on and hence scalability of the mapping systenf
VWho will operate the mapping systeminfrastructure and for what
benefits? What if several operators run different mapping
systens? How will they interoperate or share napping infornation?

Reachability: The overhead related to RLOC reachability mechani snms
is not known.

6. Security Considerations

A thorough security and threat analysis of LISP is carried out in
detail in [RFC7835]. For LISP and other Internet technol ogies, nost
of the threats can be mtigated using Best Current Practices, mneaning
wi th careful deploynment and configuration (e.g., filter), by
activating only features that are really necessary in the depl oynent,
and by verifying all the information obtained fromthird parties.

Unl ess gl eaning (Section 6 of [RFC6830] and Section 3.1 of [RFC7835])
features are used, the LISP data plane shows the sane |evel of
security as other |IP-over-1P technol ogies. Froma security
perspective, the control plane remains the critical part of the LISP
architecture. To mitigate the threats on the nappi ng system

aut henti cation should be used for all control-plane nessages. The
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current specification defines security nmechani sns [ RFC6836]

[LI SP-SEC] that can reduce threats in open network environments. The
LI SP specification defines a generic authentication data field for
control - pl ane nessages [ RFC6836], which could be used for a general
aut henti cati on mechani smfor the LISP control plane while staying
backward conpati bl e.
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